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ABSTRACT 

Single crystal X-ray structures of two polymorphs of (2-fluoro-3-pyridyl)(2,2'-

biphenyl)borinic 8-oxyquinolinate: orthorhombic (space group Pca21), and triclinic (space 

group P−1) have been established and analysed. A fast rate of crystallization results in the 

orthorhombic polymorph, whereas slow crystallization gives the triclinic polymorph. 

Physicochemical and theoretical results prove that both polymorphs form similar crystals with 

very similar geometry of molecules. The main differences between both forms are 

intermolecular interactions and their impact on the charge transporting properties of both 

polymorphs which was evaluated through Marcus theory. The orthorhombic polymorph is 

slightly more effective electron and hole transporting material than the other polymorph. In 

both forms the CH...π interactions contributed the most to the CT properties. Small changes in 

the molecular geometry of moieties in both polymorphs affect their molecular energies 

significantly. 
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INTRODUCTION 

Borinic systems are of interest for many groups in the world, since they are promising 

materials for preparation of luminescent layers in organic light emitting diodes (OLEDs).
1–7

 

Many of the recent papers describing applications of borinic systems in OLED devices are 

focused mainly on polymeric borinic derivatives.
1,8–14

 Such systems have excellent properties, 

but it is very hard to find out how the molecular or supramolecular structure of a organoboron 

polymer affects the properties of the diode. This is mainly due to the statistical character of 

the polymer but also because of lack of methods which would supply a precise and accurate 

results of determination of their supramolecular arrangement. Coordination polymers with 

borinic units have not been used for application as light emitters, so far. On the other hand, 

studies of small molecular emitters allow for a precise determination of the structure-property 

relationships at the molecular level and help in the design of  new interesting systems.
15,16

 

Knowledge of the influence of well-defined motifs and contacts on the properties of 

particular crystals should give us a better understanding of processes which take place in the 

diode. This is especially important because many authors were able to prove correlation 

between intermolecular contacts (especially via π interactions) present in their structures and 

optical and charge transport properties obtained for diodes. Hence, they were able to establish 

a structure-property relationships at supramolecular level.
16–18

 The discussion in those papers 

was focused on charge transport properties as a subject of interest from the standpoint of 

optoelectronic application.
19

  

The Marcus theory
20–22

 was utilised in order to establish connection between known 

molecular and crystal structures and observed or even predicted charge transport properties. In 

this theory the charge transport (CT) rate constant, kCT, can be evaluated by the equation (1):  

    
  

 
   

 
 

√      
      

      ) 

     
)       ) 

where Λ is the reorganization energy, H
2

AB is the electronic matrix element which represents 

the electronic coupling between donor and acceptor (charge transfer integral), T is the 

temperature, ΔG
o  

is the standard free enthalpy and kB is the Boltzmann constant.  

Recently, we have been focused on the synthetic, physicochemical and theoretical 

evaluation of the properties of non-polymeric borinic 8-oxyquinolinates.
23,24

 In the process of 

preparation of our systems for creating of surfaces for OLED device we have learned that one 

of our compounds an aromatic heteroleptic borinic system, (2-fluoro-3-pyridyl)(2,2'-

Page 2 of 25Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



3 

 

biphenyl)borinic 8-oxyquinolinate  (Scheme 1) crystallizes in two, if not more, 

crystallographically different polymorphs.  

 

Scheme 1. Molecular structure of 1. 

 Polymorphism has attracted much attention recently. The term “polymorphism” means 

that a given compound forms more than one solid-state form.
25,26

 Polymorphism is important 

in many fields e.g., drug design or crystal engineering, pharmaceutical industry, etc. As a 

consequence of polymorphism, the properties of a given compound in the solid state vary in 

different crystallographic forms.
27–29

 As a result we present, to the best of our knowledge, the 

very first example of polymorphism in the group of aromatic borinic 8-oxyquinolinate 

complexes with a detailed discussion of the influence of crystallographic motifs on the charge 

transport properties. 

 From the Marcus theory, one knows that, in this case, ΔG
o 

= 0 and only the 

reorganization energy and electronic matrix element (charge transfer integral) do vary. The 

influence of the inner reorganisation energies on the CT properties were presented in a series 

of papers.
30–34

 However, in this paper we present a single molecular system in different 

crystallographic arrangements. Hence, the reorganization energy is a constant and for 1 it was 

calculated in our previous paper
23

 (for hole and electron transport the values of inner 

reorganization energies are equal to Λhole = 0.25 eV and Λelectron = 0.42 eV, respectively). 

These calculations indicate that our system is a hole transporting material. However, it was 

proven for the tris(8-oxyquinolinate)aluminium complex and for borinic 8-oxyquinolinate 

systems that the charge transfer integrals are more important for a proper assignment of the 

CT properties.
23,35

 The analysis of the charge transfer integrals can help tracing the influence 

of the intermolecular interactions on the CT properties.
36–41

  

EXPERIMENTAL SECTION 

General remarks. All materials were received from Aldrich and used without further 

purification. Solvents used for the synthesis and analysis were distilled and, subsequently, 

kept under an argon atmosphere. 
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Synthesis and analysis. The studied compound was synthesized according to the 

procedure published in our previous paper.
23

 The synthetic procedure, NMR and UV-Vis 

spectra for 1 are described therein. 

Crystal growth. Single crystals of the orthorhombic polymorph were obtained after 2-3 

days of evaporation from a concentrated acetone solution, whereas crystals of the triclinic 

polymorph required a week to grow from a concentrated acetone solution. The volume of 

used solution was ca. 5 ml, and solutions were kept under ambient conditions. Crystallization 

was done in small vials covered with parafilm for slow evaporation. Faster crystallization  

was performed with perforated parafilms or without the use of parafilm cover. Crystals of 

both forms were also obtained after evaporation from dichloromethane, diethyl ether or THF 

from a concentrated solution of 1. Crystals obtained from acetone solutions were used for 

further studies as the quality of these crystals exceeded the quality of those obtained from 

other solvents. It seems that long crystallization of the triclinic polymorph makes it hard to 

obtain good quality single crystals, as the possibility of insertion of defects or twining 

increases. Low quality crystals had their diffraction pattern full of inconsistent reflexions 

which could not been indexed. 

X-ray single crystal data collection, reduction and refinement. Single crystal X-ray 

measurement for the triclinic polymorph was performed on a Kuma KM4CCD axis 

diffractometer with graphite-monochromated Mo Kα radiation (λ = 0.71073 Å) and an Oxford 

Cryostream cooling device. Data reduction and analysis were carried out with the CrysAlisPro 

program.
42

   

Diffraction data for the orthorhombic polymorph were collected on a Bruker APEX II 

Ultra diffractometer equipped with a TXS rotating anode and a graphite-monochromated 

MoKα radiation, λ = 0.71073 Å. The data were integrated using SAINT and an absorption 

correction was performed with the SADABS program.
43

 Both data sets were restricted to 0.7 

Å
−1

 resolution in order to have a meaningful comparison of the geometries obtained from the 

experiments. 

The structures were solved using the SUPERFLIP program implemented in 

CRYSTALS.
44

 The independent atom model (IAM) refinements based on F
2
 were performed 

with the CRYSTALS package with I > −3.0σ(I) cut-off. Reflections affected by the beam-stop 

were carefully removed from the refinement. In all cases the Chebychev (F
2
) weights were 

applied. Atomic scattering factors in their analytical form were taken from the International 

Tables for Crystallography.
45

 All non-hydrogen atoms were refined anisotropically and all of 

the hydrogen atoms were placed in idealized positions within the riding model for atomic 
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displacement parameters (ADPs) (with 
C

eq

H

iso 2.1 UU  ). All hydrogen atoms were clearly 

visible on the difference density maps. Weighted R factors (wR2) and all goodness-of-fit 

(GooF) values are based on F
2
. Conventional R factors are based on F with F set to zero for 

negative F
2
. The Fo

2
>2σ(Fo

2
) criterion, adopted form Shelx, was used only for calculating R 

factors and is not relevant to the choice of reflections for the refinement. The R factors based 

on F
2
 are about twice as large as those based on F. Cartesian coordinates, atomic 

displacement parameters, bond lengths and angles are included in the Supporting Information. 

CCDC 988296-988297 contain the supplementary crystallographic data (CIF files) for 

crystals studied in this work (for compounds I-ortho and II-tric, respectively). They can be 

obtained free of charge from the Cambridge Crystallographic Data Centre via 

www.ccdc.cam.ac.uk/data_request/cif or from the authors. 

X-ray powder diffraction. X-ray powder diffraction patterns were measured on a 

Bruker AXS WAXS D8 Discover powder diffractometer (Cu Kα radiation, λ = 1.540 Å) 

equipped with a VANTEC detector. Data sets were collected at room temperature within the 

2θ range from 3° to 80° with a 0.0061° step size and 0.5 s per step counting time. The 

measured patterns are included in the Supporting Information. Data manipulation was done 

with the DiffractWD program.
46

 

DSC measurements. Differential scanning calorimetric (DSC) measurements were 

performed on a DSC Q200 from TA Instruments. For the DSC measurements the same 

samples were used as for the X-ray powder diffraction data collection (mI-ortho = 1.800 mg; 

mII-tric = 2.2400 mg). Data were collected in two cycles of heating and cooling with rate of 

heating equal 10ºC/min. DSC data are included in the Supporting Information. 

Theoretical calculations and visualization. Geometry optimizations for compound 1 

were performed using experimental X-ray geometry (the most stable geometry) as a starting 

points at the RB3LYP/6-31+g(d,p) and RB97D/6-31+g(d,p) levels of theory.
47–50

 B97D 

potential was used for the correct evaluation of the energies of weak interactions. Orbital 

energies of the interacting molecules in the crystal structures of 1 were calculated at the same 

level of theory. In all cases C-H bond lengths were adjusted to standard neutron distances 

(1.083Å) prior to optimization/single point calculations.
51

 Tight convergence criteria 

(opt=tight)  were used along with high precision integrals (int=UltraFine) in order to obtain 

good quality wave functions. Normal convergence criteria and default integrals were used for 

the constrained θ – scan. Wave functions were calculated without use of symmetry constraints 

(nosymm). All calculations involving isolated molecules were performed using the 
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Gaussian09 suits of programs.
52

 Cartesian coordinates for all calculations (including energy 

scans) are included in the Supporting Information. 

PIXEL calculations. Lattice energies were calculated with OPiX package
53–56

 based on 

geometries taken from the X-ray experiments with C-H bonds adjusted to the standardized 

neutron values (1.083Å). Electron density distributions were calculated using Gaussian09 at 

the recommended MP2
57

/6-31G** level of theory. The obtained electron densities were 

analysed with the PIXEL module, which allows for evaluation of lattice energies. Crystal 

lattice energies and crystal contacts can be evaluated with total energies, and contribution to 

total energies (Etot) from electrostatic (Eelstat), polarization (Epol), dispersion (Edisp), and 

repulsion energies (Erep). A radius of 20 Å was used as a cut-off for lattice energy 

calculations. 

RESULTS AND DISCUSSION 

Crystallization. The crystal structures of two polymorphic forms of 1 have been 

determined by using single crystal X-ray diffraction. The crystals of 1 were obtained from 

concentrated solutions of acetone. The rate of crystallization was the key, and the higher 

symmetry system (orthorhombic, I-ortho) crystallized during fast evaporation of acetone 

(kinetic control). The lower symmetry system (triclinic, II-tric) needed ca a week to grow 

(thermodynamic control). On the basis of the Ostwald’s rule
26

 we assumed that I-ortho, and 

II-tric are kinetic and thermodynamic polymorphs, respectively. However, the DSC 

measurements provide that both forms are melting in the same temperatures in two cycles of 

heating and cooling (219.9 ºC / 217.3 ºC and 219.4 ºC / 217.2 ºC for I-ortho and II-tric, 

respectively). It is worth mentioning that both forms were also obtained after crystallization 

from dichloromethane and other solvents, although the quality of those crystals was quite 

poor, especially the II-tric form. The rate of crystallization was determining which 

polymorph we were able to obtain, irrespectively to the used solvent. Crystals of both forms 

presented the same green colour which may suggest that that polymorphism has not affected 

the optical properties greatly. However, for having absolute confidence, the UV-Vis 

measurements for both forms should be done. 

Molecular structure and conformational analysis. Both forms have two molecules 

in the asymmetric part of the unit cells. The molecular structures along with the numbering 

schemes are given in Figure 1. All molecules present a typical tetrahedral geometry with 8-

oxyquinolinate (Q) chelating the boron atom to form a five-membered ring. Details of data 

collection, data reduction and structure refinements are summarized in Table 1. Selected bond 

lengths and angles are listed in Table 2. 
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Table 1. Crystallographic data for forms I-ortho and II-tric of 1. 

 

Table 2.  Selected bond lengths (Å) and angles (°) for both polymorphic forms of 1: I-ortho 

and II-tric. 

 

1
 data taken from ref [23]. Calculated at RB3LYP/6-31+g(d,p). 

 

 I-ortho II-tric 

chemical formula C26H18BF1N2O C26H18BF1N2O 

crystal system orthorhombic triclinic 

Mr 808.50 808.50 

space group Pca21 P−1 

cell settings (Å, deg): 

a, 

b, 

c 

12.3765(7) 

14.9478(9) 

21.9246(13) 

11.18331(13) 

12.02706(13) 

15.06878(16) 

α, 

β, 

γ 

90.000  

90.000  

90.000 

91.5953(9) 

91.9937(9) 

96.6478(9) 

V (Å
3
) 4056.1(4) 2010.90(4) 

Z/Z’ 8/2 4/2 

d (Mg·m
−3

) 1.32 1.34 

temperature (K) 100(2) 100(2) 

no. of measured reflections 45654 61584 

resolution cut-off (Å
−1

) 0.7 0.7 

Completeness (%) 100 100 

Rint (%) 5.6 1.9 

θ max 30.66 30.51 

R[F
2
>2σ(F

2
)],  

wR(F
2
), 

GooF 

0.045 

0.103 

1.00 

0.042 

0.076 

1.00 

no. of parameters / restraints 

reflection used [I > −3σ(I)] 

559 / 1 

6370 

559 / 0 

12226 

Δρmax, Δρmin (e·Å
−3

) 0.46, −0.25 0.46, −0.26 

 I-ortho II-tric Optimisation 

X(A/B)-Y(A/B) A B A B B3LYP
1
 B97D 

B(1/2)−O(1/2) 1.511(3) 1.508(2) 1.512(1) 1.523(1) 1.526 1.541 

B(1/2)−N(1/3) 1.631(3) 1.642(3) 1.641(1) 1.630(1) 1.651 1.651 

B(1/2)−C(11/37) 1.620(3) 1.616(3) 1.625(2) 1.616(2) 1.632 1.633 

B(1/2)−C(15/41) 1.605(3) 1.612(3) 1.613(2) 1.615(1) 1.621 1.623 

THC 78(1) 73(1) 66(1) 82(1) 74 70 
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Figure 1.  Ball-and-stick representations of the asymmetric parts of the unit cells for I-ortho 

and II-tric. Atomic displacements were estimated at the 50% probability level. 

 

 The geometry of the boron coordination sphere is almost the same for both 

crystallographic forms. Bond lengths and angles defined for the boron atom for all studied 

molecules are very similar (Table 2). The largest differences in the geometric parameters are 

found for the values of the tetrahedral parameters (THC).
58

 Similar values of bond lengths 

close to the experimental ones, were obtained through theoretical optimization with two 

functionals: B3LYP and B97D. This was surprising since we were expecting that crystal 

lattice will strongly affect the molecular geometry. Finally, the molecular geometries of the 

molecules from the asymmetric parts of the unit cells are similar for both polymorphs and 

they are pictured by molecular overlay shown in Figure 2.  
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Figure 2.  Molecular overlay of molecules from I-ortho and II-tric polymorphs and 

theoretical optimizations. 

 

It is intriguing that in all cases an intramolecular parallel π…π interaction between the 

biphenyl and Q rings occurs. Almost all molecules adopt conformations in which the π - 

interactions are face-centred. The exception is I-ortho A molecules where the aromatic ring 

[defined by C(21), C(22), C(23), C(24), C(25) and C(26) atoms] is in the parallel off-centred 

position with respect to Q, and it is closer to the pyridine part of Q. Knowing that the charge 

distribution around the aromatic ring creates a quadrupole moment with a partial negative 

charge above and below the aromatic ring plane and partial positive charge around the 

periphery,
59

 one might draw the conclusion that such a conformation is electrostatically more 

favourable. This is because the pyridine ring has a lower concentration of π-charge density 

(with respect to the phenolate ring) which minimizes the repulsion between the rings and the 

off-centred position enables stabilization through electrostatic interactions. This conclusion is 

not confirmed by the calculated energies of the isolated molecules (Table S12). On the basis 

of these results, it seems that I-ortho A molecules (both A and B) presents the least stable 

conformation, whereas the molecules in the II-tric form (both A and B) seem to adopt more 

stable conformations. This may indicate that the II-tric form is a more stable crystallographic 

form of compound 1.  

We wanted to rationalise these results using the electrostatic potential (ESP) mapped 

on the isosurface of the electron density distribution for the I-ortho A (the least stable) and 

II-tric B (the most stable) molecules (Figure 3). On the basis of the generated ESPs we 

believe that one of the reasons of the difference in the relative stability of these geometries is 

the fact that the charge concentration (green/yellow area) at Q rings in I-ortho A interacts 

with charge concentration on the biphenyl rings (contacts indicated by red arrows). Whereas 

in the II-tric B molecule, the areas of charge concentrations are close to the areas where the 
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ESP indicates charge depletion (blue areas located in the centres of the aromatic rings, 

contacts indicated by black arrows).  

 

Figure 3.  The electrostatic potential calculated for I-ortho A and II-tric B at the B97D/6-

31+g(d,p) level of theory. The red arrows indicate contacts that destabilize the 

molecule and the black arrows the ones the stabilize the molecular geometry. 

 

If these subtle contacts/effects indeed differentiate those molecules in terms of stability then 

the routine analysis of π…π interactions based on assigning ad hoc areas of charge 

concentration and charge depletion to the aromatic counterparts may not be sufficient for the 

description of similar systems.  

The above results made us wonder what is the impact of the conformation of the 

molecule of 1 on its energy. Hence, we performed a constrained optimization energy scan 

around the B-C bond (Figure 4). The values of the Θ torsion angle for the experimental 

geometries are closer to the values observed for the global energy maximum rather than to the 

global minimum of energy. This points to the importance of the crystal field and its impact on 

the conformations of the molecules in the solid state. It seems that in a case of 1 we can see 

that even slight changes of geometry can yield in substantial changes in the energies of the 

molecules. 
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It may seem surprising that small changes of the Θ angle, for instance constrained by 

crystal lattice, results in distinct changes of the energies of the whole molecule. A closer look 

at intramolecular contacts proved that such results are due to the steric hindrance. This is 

especially pronounced in the range of angles between 2º and 6º where H…H atoms repel each 

other or at Θ = 99.4º where two H atoms repel the F atom.  

 

 

Figure 4.  Constrained optimization of the molecular geometries around the B-C bond. 

Energies are presented relative to the global energy minimum. Calculations 

performed at B97D/6-31+(d,p) level of theory. 

 

The energy scan revealed that there are three possible low-energy conformations. The 

most stable conformation possesses an intramolecular π…π interaction between Q and the 

phenyl ring (biphenyl ligand). The less stable conformations compromise either 

intramolecular π…π  between biphenyl and 2-fluoro-3-pyridyl rings or C-H…π interactions 

between Q and biphenyl ligands. 

The values of energies of rotation barriers (ca 20-30 kJ mol
−1

) between the most stable 

geometries indicate that, theoretically, it should be possible to obtain compound 1 with a 
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different conformation, e.g., with intramolecular π…π interactions between Q and 2-fluoro-3-

pyridyl rings without the need for bond breaking. This means that the compound may switch 

between those conformations in the solution or in the gas phase (in other words, it may be the 

case that such rotation is present during preparation of the emitting layers in the diode). 

Hence, we may expect a set of conformational polymorphs for compound 1. Exact values of 

the energies and the Cartesian coordinates for the optimized geometries are in the Supporting 

Information (Table S13). 

 Comparison of supramolecular packing. Since the purpose of this work is the 

discussion of the packing and its influence on the properties of presented compounds we are 

presenting a detailed discussion of the nature of CH...O, CH...π, π...π, and CH...F interactions. 

The CH...O contacts. According to Jeffrey's classification,
60

 the CH...O interactions 

in both polymorphs (present in motifs 2, 14 and 6, 9 for I-ortho and II-tric forms, 

respectively) are considered as weak H-bonds on a basis of interatomic distances (Figure 5). 

However, the values of the H-bond angles for I-ortho contacts: C(1)-H(1)...O(1) (motif 2, 

163.7(1)°) and C(27)-H(27)...O(2) (motif 14, 163.9(1)°) exceed the values of angles assumed 

to be characteristic for weak interactions (90-150°) and are in the range of medium H-bonds 

(130-180°) (Table 4). Such interactions (C-H...O) also involve oxygen lone pair electrons. 

This makes possible two orientations of the hydrogen atom and oxygen lone pairs. For the 

discussed H-bonds, the hydrogen atom in C(1)-H(1)...O(1) is located in the plane created by 

C(8)-O(1)-B(1) atoms. This means that it occupies a position in crystal far from O(1) lone 

pair electrons which makes this contact a weaker one. On the other hand, the position of 

H(27) in the C(27)-H(27)...O(2) bond coincides with the position of the O(2) lone pairs 

deduced from the oxygen hybridization, which should strengthen this interaction. 

The CH…π contacts. An interesting contact was observed for the II-tric form, 

mainly motif 4 with a quite high value of the total energy (−32.2 kJ mol
−1

) and with a large 

contribution of dispersion energy (−34.8 kJ mol
−1

). Detailed analysis of this contact indicates 

the presence of a bifurcated CH…π interaction. This interaction is created by the CH group 

interacting with two aromatic rings (Figure 6). Such an explanation is consistent with the 

recent review on the nature of CH…π interactions,
61

 where it was proven that dispersion is the 

major stabilizing contribution for these contacts. Probably, such an intriguing motif can exist 

due to the rigid structure of the discussed compound.  
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Figure 5.  Crystal motifs 2 (a), 9 (b) and 14 (c) of I-ortho form and motifs 2 (d), 6 (e) and 9 

(f) of II-tric form showing the strongest (according to PIXEL calculations) 

interactions present between two molecules of 1. 
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Figure 6. Motif 4 of II-tric presenting bifurcated CH...π contacts. 

 

All of the strongest crystallographic motifs for both polymorphs have CH…π contacts in their 

structures. Almost all of them are perpendicular T-shaped type contacts except C(25)-

H(25)...Cg(5)...H(26)-C(26) from motif 9 of II-tric form which has a perpendicular Y-shape. 

The contribution of the CH...π contacts to the total energy (Etot) of the motifs may be 

significant as interatomic distances (D-X...A) are in the range of 3.4-3.95 Å which is 

considered to be the most energetically favourable (Table 4). 

The π…π contacts. The intermolecular π…π interactions for both polymorphs occur 

between two 8-oxyquinolinates and create parallel off-centred contacts (motif 9 for I-ortho, 

and motif 2 for II-tric, see Figure 5 (b) and (d), respectively). Since the Q rings are engaged 

in the intramolecular π…π interactions, it seems unexpected, due to the steric hindrance, that 

only intermolecular π…π interactions present in the crystal lattice occur between two 

neighbouring 8-oxyquinolinate rings, and are not engaging 2-fluoro-3-pyridyl rings or any of 

the biphenyl rings. 

The CH…F contacts. According to the classification proposed by A. Collas et al,
62

 a 

fluorine atom can take part in interactions directly or it can alter the electron distribution 

which will activate certain atoms and engage them in new contacts. These authors designated 

four types of contacts: type I - occurring between perfluoroarens (acceptors) and electron rich 

aromatic rings (donors); type II - between electron-poor aromatic rings (acceptors) and 

fluorine atom (donors); and type III - between polyfluorinated phenyl rings (acceptors) and 

fluorine atoms (donors). Types IVa and IVb cover the C-H…F and F…F interactions, 

respectively. Only contacts of type IVa are observed among contacts present in the crystal 

structures of the discussed polymorphs. Type IVa contacts between H-atoms and pyridyl rings  
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are observed in motifs 2, 10 and 14 for I-ortho and motifs 6 and 7 for the II-tric form. Such 

interactions are known to be very weak with stabilization energies up to 2 kJ mol
−1

 and with 

the major contribution from dispersion energy. According to the review by Berger et al,
63

 the 

C-F…H-C interaction is a directional bond and they are very weak when they are not 

collinear. The motifs compromising such interactions are stabilized by other (stronger) 

interactions. On the basis of deviation from linearity, one can conclude that the I-ortho 

polymorph features much stronger C-H…F interactions with angles ranging from 151.1(1) to 

174.8(1)
o
 (motif 2, 10 and 14) than the II-tric polymorph with angles ranging from 122.0(1) 

to 144.7(1)
o
 (motifs 6 and 7). Judging from the proportion of the contacts (based on Hirshfeld 

surface analysis, Figure S2), one can see that I-ortho also has slightly more contacts of the 

CH…F type. 
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Table 4.  Energies of interactions (Etot) and their contributions from electrostatic (Eelestat), 

polarization (Epol), dispersion (Edisp), and repulsion (Erep) terms for all structural 

motifs present in the crystal structures of 1. Calculated using PIXEL. 

 

Form I-ortho 
  

Motifs 
  Energy (kJ mol

−1
)   

  d (Å) Eelstat Epol Edisp Erep Etot Symmetry 
A...A 1 

 
10.984 −9.5 −5.3 −23.0 22.6 −15.1 0.5−x, y, 0.5±z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(14)-H(14)...Cg(1) 3.410 2.630 139.6 

 
 

2 
 

6.419 −45.4 −19.1 −65.0 52.7 −76.8 0.5±x, 1−y, z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(7)-H(7)...Cg(2) 3.479 2.574 159.2 

 
 

 C(12)-H(12)...F(1) 3.179(3) 2.263(1) 161.7(1) 
 

 
 C(1)-H(1)...O(1) 3.574(2) 2.652(1) 163.7(1) 

 
A...B 3 

 
9.256 −13.7 −6.6 −32.6 26.9 −25.9 x, y, z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(32)-H(32)...Cg(3) 3.449 2.555 156.8 

 
 

4 
 

11.391 −0.4 −0.4 −7.1 1.2 −6.7 0.5−x, y, 0.5+z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(18)-H(18)...H(49) 3.567(2) 2.834(1) 134.7(1) 

 
 

5 
 

9.155 −11.9 −6.0 −33.7 25.2 −26.3 x, −1+y, z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(6)-H(6)...Cg(4) 3.539 2.684 150.0 

 
 

6 
 

9.426 −12.3 −4.3 −33.1 20.0 −29.7 −x, 1−y, 0.5+z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(50)-H(50)...C(6) 3.503(3) 2.908(2) 121.8(2) 

 

 
7 

 
11.746 −1.0 −0.3 −6.9 1.5 −6.6 −x, 2−y, 0.5+z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(18)-H(18)...H(43) 4.152(3) 2.846(1) 119.9(1) 

 
 

8 
 

11.309 −1.7 −0.6 −7.2 1.7 −7.9 0.5−x, −1+y, 0.5+z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(32)-H(32)...Cg(3) 3.449 2.555 156.8 

 
 

9 
 

7.306 −27.1 −10.9 −55.5 32.4 −61.1 0.5+x, 1−y, z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(3)...C(35) 3.665(3) 

   
 

 C(2)...C(30) 3.618(3) 
   

 
 C(3)-H(3)...Cg(4) 3.554 2.613 171.0 

 
 

 C(29)-H(29)...Cg(3) 3.909 3.071 148.0 
 

 
10 

 
10.125 −12.5 −6.4 −25.4 19.3 −25.1 0.5+x, 2−y, z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(19)-H(19)...F(2) 3.564(3) 2.703(1) 151.1(1) 

 
 

 C(45)-H(45)...F(1) 3.389(3) 2.441(2) 174.8(1) 
 

 
11  11.892 −3.0 −0.3 −1.0 0.0 −4.3 1+x, −1+y, z 

 
12  11.970 −2.8 −0.3 −0.8 0.0 −3.9 1+x, y, z 

B...B 13 
 

11.298 −6.8 −2.4 −16.1 10.5 −14.8 −x, 2−y, 0.5±z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(39)-H(39)...Cg(5) 3.732 3.145 121.7 

 
 

14 
 

6.387 −42.2 −16.2 −59.0 45.1 −72.3 0.5±x, 2−y, z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(28)-H(28)...Cg(6) 3.634 2.699 168.0 

 
 

 C(27)-H(27)...O(2) 3.421(2) 2.498(1) 163.9(1) 
 

 
 C(38)-H(38)...F(2) 3.330(2) 2.398(1) 167.2(1) 

 

 
15 

 
11.655 1.6 −1.8 −9.1 5.1 −4.2 −0.5−x, y, 0.5±z 

 

 

Cg(1) is the centroid of the C(21)-C(26) ring; Cg(2) is the centroid of the C(15)-C(20) ring; Cg(3) is the centroid 

of the C(10)-C(14) ring; Cg(4) is the centroid of the C(36)-C(40) ring; Cg(5) is the centroid of the C(47)-C(52) 

ring; Cg(6) is the centroid of the C(41)-C(46) ring. 
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Form II-tric 
  

Motifs 
  Energy (kJ mol

−1
)   

  d (Å) Eelstat Epol Edisp Erep Etot Symmetry 
A...A 1 

 
11.183 −7.6 −3.3 −20.0 15.0 −15.9 x±1, y, z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(13)-H(13)...Cg(1) 3.812 3.096 133.4 

 
 

2 
 

7.382 −28.0 −11.8 −69.0 45.1 −63.6 1−x, 1−y, 1−z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(5)-H(5)...Cg(2) 3.622 2.689 164.2 

 
 

 C(4)...C(4) 3.589(2) 
   

 
 C(3)...Cg(3) 3.598 

   

 
 C(5)...Cg(4) 3.583 

   
 

3 
 

10.670 −13.0 −6.6 −18.1 18.6 −19.1 1−x, 1−y, 2−z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(19)-H(19)...N(2) 3.477(1) 2.614(1) 151.3(1) 

 
 

4 
 

9.506 −13.4 −4.3 −34.8 20.3 −32.2 2−x, 1−y, 1−z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(23)-H(23)...Cg(1) 4.546 3.834 134.1 

 
 

 C(24)-H(24)...Cg(4) 4.582 3.879 133.2 
 

 
 C(23)-H(23)...Cg(3) 5.090 4.245 150.0 

 

 
5 

 
11.747 −1.1 −0.2 −6.6 1.1 −6.8 2−x, 1−y, 2−z 

A...B 6 
 

6.335 −42.4 −19.1 −64.0 48.7 −76.9 x, y, z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(2)-H(2)...Cg(5) 3.681 2.763 162.6 

 
 

 C(1)-H(1)...O(2) 3.256(1) 2.528(1) 133.5(1) 
 

 
 C(51)-H(51)...F(1) 3.248(1) 2.602(1) 125.7(1) 

 

 
 C(33)-H(33)...Cg(6) 3.624 2.707 162.4 

 
 

 C(52)-H(52)...F(1) 3.294(1) 2.691(1) 122.0(1) 
 

 
7 

 
10.795 −3.6 −2.0 −7.3 1.6 −11.3 x−1, y−1, z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(12)-H(12)...N(4) 3.940(1) 3.207(1) 135.3(1) 

 
 

 C(13)-H(13)...F(2) 3.687(1) 2.870(1) 144.7(1) 
 

 
8 

 
12.003 −5.2 −1.6 −6.8 2.9 −10.7 x−1, y, z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(39)-H(39)...N(2) 3.793(2) 2.894(1) 158.2(1) 

 
 

9 
 

6.615 −28.0 −14.5 −63.6 44.7 −61.4 x, y−1, z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(48)-H(48)...O(1) 3.342(1) 2.484(1) 150.3(1) 

 
 

 C(26)-H(26)....Cg(5) 3.962 3.332 125.6 
 

 
 C(25)-H(25)...Cg(5) 3.886 3.182 132.3 

 

 
10 

 
9.500 −5.0 −2.6 −18.5 9.5 −16.7 1−x, 1−y, 1−z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(6)-H(6)...C(52) 3.987(2) 3.105(1) 155.2(1) 

 
 

11 
 

10.174 −9.9 −3.8 −22.5 14.6 −21.6 1−x, 1−y, 2−z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(31)-H(31)...Cg(2) 4.016 3.498 116.7 

 
 

 C(32)-H(32)...Cg(2) 3.756 2.944 144.1 
 

 
12 

 
10.247 −2.4 −2.2 −20.2 9.2 −15.6 2−x, 1−y, 1−z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(40)-H(40)...H(6) 3.055(1) 2.589 110.6(1) 

 
 

 C(39)-H(39)...H(6) 3.065(1) 2.652 106.8(1) 
 

 
13 

 
10.321 −0.4 −0.3 −9.2 1.1 −8.9 2−x, 1−y, 2−z 

 
 Contacts D...A (Å) X...A (Å) D-X...A (°) 

 

 
 C(17)-H(17)...C(32) 4.204(2) 3.441(1) 139.0(1) 

 
 

 C(18)-H(18)...C(33) 4.279(2) 3.541(1) 136.4(1) 
 

 
14 

 
12.309 −3.5 −0.3 −0.9 0.0 −4.8 2−x, 2−y, 1−z 

Cg(1) is the centroid of the C(21)-C(26) ring; Cg(2) is the centroid of the C(10)-C(14) ring; Cg(3) is the centroid 

of the C(4)-C(9) ring; Cg(4) is the centroid of the C(1)-C(9) ring; Cg(5) is the centroid of the C(41)-C(46) ring; 

Cg(6) is the centroid of the C(15)-C(20) ring. 
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 PIXEL calculations, DSC and XRPD measurements.. Calculations with PIXEL 

indicate that the lattice energies and contributions from electrostatic, polarization, dispersion 

and repulsion to total energies for both polymorphic forms are quite similar (see Table 5). 

This approach indicates that both forms are stabilized mainly by dispersion energy and 

destabilized by repulsion energy. Our results proved that the II-tric form is 

thermodynamically more stable than the other one. These results are consistent with the 

observed rates of crystallization as one can see that crystallization of the orthorhombic form is 

faster than that of the triclinic one. DSC measurements prove that crystals of both forms melt 

at the same temperature (Figure S4-S7) which is consistent with the fact that the presented 

lattice energies are very close in terms of absolute values. 

 

Table 5.  Evaluation of  Lattice Energies (EL) their contributions from Electrostatic (Eelstat), 

Polarization (Epol), Dispersion (Edisp), and Repulsion (Erep) terms. Calculated using 

PIXEL. 

 

  Energy (kJ mol
−1

) 

  Eelstat Epol Edisp Erep EL 

I-ortho −187.2 −72.8 −389.2 264.2 −381.9 

II-tric −171.1 −71.1 −395.2 255.0 −382.3 

 

The values of lattice energies are based on the types and energies of the crystallographic 

motifs observed for a particular structure. It seems that the form I-ortho is dominated by 

interactions which occur between two different molecules from the asymmetric part of the 

unit cell (A...B, Table 4). Although there are in general only a few contacts of types A...A and 

B...B, among these contacts we observed one of the strongest interactions present in the 

structure. It is worth noticing that the II-tric form lacks B...B type motifs in its structure. The 

largest energy contributions in the discussed motifs come from dispersion and electrostatic 

energies which is characteristic for π interactions.
59

 

Crystals of both polymorph have identical melting points (219.9 ºC / 217.3 ºC and 

219.4 ºC / 217.2 ºC for I-ortho and II-tric, respectively). These results are consistent with the 

calculated lattice energies which are also close in terms of absolute value (Table 5). Two 

separate experiments done with samples of both forms yielded in the same results. I-ortho 

form crystallized during the first cycle of cooling at 141.9 ºC, and the II-tric form crystallized 

during the second cycle of heating (at 113.2 ºC). 

The powder X-ray diffraction patterns were collected at room temperature on the basis 

of samples used for single crystal X-ray determination and DSC measurements. Collected 

data were compared with each other and with simulated patterns. The relative shifts of some 
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parts of simulated patterns can be shifted with respect to experimental data since simulated X-

ray powder diffraction patterns were calculated on the basis of crystal structures measured at 

100 K. Even though main features of the experimental patterns were reproduced by 

theoretical data. Both forms can be distinguished from each other on the basis of the X-ray 

powder diffraction patterns as we can distinguish peaks for [1.0.-3], [2.1.1] and [2.0.2] planes 

observed solely for II-tric (Figure S3). 

 Hirshfeld surfaces. Subtle structural differences are revealed by the analysis of 

Hirshfeld surface plots (Figure 7). Distinct features of the fingerprint plots are constructed 

with H…H, C…H, F…H and O…H type contacts. In the I-ortho form, the F…H type 

contacts are seen as distinct spikes, whereas O…H type contacts appear as spikes in the II-

tric form. The proportions of intermolecular contacts are similar in both forms (Figure S1). 

However, the orthorhombic form has slightly more contacts of the CH…C and CH…H types. 

The latter contacts in molecules B seem to have two preferred distances as it may be 

concluded from their double spike representation in the corresponding fingerprint plot. 

Similar proportions of the contacts seem to be corresponding with the fact that lattice energies 

calculated with PIXEL for both forms have similar values. This also seems to be consistent 

with DSC measurements in which both crystals melt in the same temperatures. Hirshfeld 

surfaces calculated for molecules with dnorm values contacts presents that I-ortho form has 

greater overall amount of intermolecular interactions (Figure S2). This is pronounced for the 

2-fluoro-3-pyridyl ring. 

 Estimation of the charge transport properties. Evaluation of the charge transport 

properties through the Marcus theory indicates that both crystallographic forms can serve as 

electron transporting materials which is a common feature for borinic derivatives with the 8-

oxyquinolinate ligand. The energy splitting of frontier orbitals is slightly more effective in the 

I-ortho form and so the approximate values of the charge transfer integrals are higher for this 

form. For both polymorphs, it seems that charge transfer is stronger between two different 

molecules in the asymmetric part of the unit cell (A...B) than transfer between symmetrically 

equivalent molecules (A...A and B...B). Evaluation of the charge transport properties has been 

ordered by contributions from crystallographic motifs and summarized in Figure 8 (Table 

S5). In the graph, the dominating transporting properties were underlined.  
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Figure 7.  Fingerprint plots generated for two separate molecules in the asymmetric part of 

the unit cell for both polymorphs. 

 

 

These are either electron (e
−
, blue) or hole (h

+
, red) transporting properties. For the I-ortho 

form we see that motifs with greater stabilization energy (motifs 3 and 5) contribute more to 

charge transport properties. The opposite situation is observed for II-tric form (motifs 10, 11 

and 14) where less stronger contacts contributing more to the CT properties. Clearly, the 

strength of interactions has nothing to do with splitting of the frontier orbitals. In both 

structures the most contributing motifs are based on CH…π type interactions. Three of them 

involve electron-rich phenoxyl part of the 8-oxyquinolinate and electron-poor 2-fluoro-3-

pyridyl rings, which may point what sort of motifs should be introduce into newly design 

crystal structures. 

 Despite the fact that contacts with fluorine atom are clearly visible in the fingerprint 

plots of the I-ortho form their presence has a minor effect on CT properties as motifs in 
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which they appear have low values of the H
2

AB. Low impact of the fluorine atom is also 

visible for the II-tric form. However, the fluorine atom may have an indirect effect and it may 

activate pyridyl ring through its electron withdrawing effect. Similar conclusions concerning 

impact of the fluorine atom on the creation of crystallographic motifs were mentioned by 

Berger et al.
63

 However, in their review they have not combined existence of certain motifs 

with their CT properties. 

CONCLUSIONS 

The detailed analysis of the crystal structures of two polymorphs of borinic 8-

oxyquinolinate supported by DFT calculations, Hirshfeld surface analysis, PIXEL calculations 

and Marcus theory provide insight into the impact of the polymorphism on the properties of 

the presented system. On the basis of the Ostwald’s rule, the lattice energies of I-ortho and 

II-tric (−381.9 vs −382.3 kJ mol
-1

, respectively) and molecular energies calculated for both 

polymorphs we have concluded that the orthorhombic polymorph is slightly less stable than 

the triclinic one. Moreover, the orthorhombic polymorph exhibits some weaker interactions 

than the triclinic form. However, I-ortho seems to be a more efficient electron transporting 

material (with charge transfer integrals higher by ca 0.8 eV with respect to II-tric). In both 

systems the same type of contacts (CH…π) has the largest contribution to the CT properties.  

If it were possible to maintain the intermolecular interaction pattern characteristic for 

the orthorhombic polymorph during preparation of the emitting layer, then one could expect a 

better performance and higher output of the diode constructed with such a layer. Since the 

orthorhombic polymorph seems to be the kinetic product of the crystallization, the methods 

promoting faster production of the layers in the diode should be utilized. This means that the 

process used for the preparation of layers in diodes may be important for the output of organic 

diodes. 
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Figure 8.  Contributions from crystallographic motifs to the charge transport properties (a) 

evaluated through Marcus theory at B97D/6-31+g(d,p) level of theory. Most 

contributing motifs 3(c), 5(e) and 10(d), 11(f) for I-ortho and II-tric, 

respectively. 
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