PCCP

Accepted Manuscript

st s s s This is an Accepted Manuscript, which has been through the
Royal Society of Chemistry peer review process and has been
accepted for publication.

Accepted Manuscripts are published online shortly after
acceptance, before technical editing, formatting and proof reading.
Using this free service, authors can make their results available

to the community, in citable form, before we publish the edited
article. We will replace this Accepted Manuscript with the edited
and formatted Advance Article as soon as it is available.

You can find more information about Accepted Manuscripts in the
Information for Authors.

Please note that technical editing may introduce minor changes

to the text and/or graphics, which may alter content. The journal's
= standard Terms & Conditions and the Ethical guidelines still

‘z?@ﬁs&é%: apply. In no event shall the Royal Society of Chemistry be held

responsible for any errors or omissions in this Accepted Manuscript

Or any consequences arising from the use of any information it

contains.

ROYAL SOCIETY
OF CHEMISTRY WWW.rsc.org/pccp


http://www.rsc.org/Publishing/Journals/guidelines/AuthorGuidelines/JournalPolicy/accepted_manuscripts.asp
http://www.rsc.org/help/termsconditions.asp
http://www.rsc.org/publishing/journals/guidelines/

Page 1 of 15 Physical Chemistry Chemical Physics

CREATED USING THE RSC LaTeX PCCP ARTICLE TEMPLATE - SEE www.rsc.org/electronicfiles FOR DETAILS

ARTICLETYPE WWW. I5C.org/xxxxxx | XXXXXXXX

Feasibility of occurrence of different types of protonated base pairs in
RNA: a quantum chemical study’

Antarip Halder,” Sukanya Halder,” Dhananjay Bhattacharyya,*” and Abhijit Mitra*“

Received Xth XXXXXXXXXX 20XX, Accepted Xth XXXXXXXXX 20XX
First published on the web Xth XXXXXXXXXX 200X
DOI: 10.1039/b000000x

Protonated nucleobases have significant roles in facilitating catalytic functions of RNA, and in stabilizing different structural
motifs. Reported pK, values of nucleobase protonation suggest that the population of neutral nucleobases is 10° — 10* times
higher than that of protonated nucleobases under physiological conditions (pH ~ 7.4). Therefore, a molecular level understanding
of various putative roles of protonated nucleobases cannot be achieved without addressing the question of how their occurrence
propensities and stabilities are related to the free energy costs associated with the process of protonation under physiological
conditions. With water as proton donor, we use advanced QM methods to evaluate the site specific protonation propensities
of nucleobases in terms of their associated free energy changes (AG,,,;). Quantitative follow up on the energetics of base pair
formation and database search for evaluating their occurrence frequencies, reveal a lack of correlation between base pair stability
and occurrence propensities on the one hand, and ease of protonation on the other. For example, although N7 protonated Adenine
(AG 0 = 40.0 kcal/mol) is found to participate in stable base pairing, base pairs involving N7 protonated Guanine (AG o =
36.8 kcal/mol), on geometry optimization, converge to a minima where Guanine transfers its extra proton to its partner base.
Such observations, along with examples of weak base pairs involving N3 protonation of Cytosine (AG,,; = 37.0 kcal/mol)
are rationalized by analysing the protonation induced charge redistributions which are found to significantly influence, both
positively and negatively, the hydrogen bonding potentials of different functional sites of individual nucloebases. Protonation
induced charge redistribution is also found to strongly influence (i) the aromatic character of the rings of the participating bases
and (ii) hydrogen bonding potential of the free edges of the protonated base pair. Comprehensive analysis of a non-redundant
RNA crystal structure dataset further reveals that, while availability of stabilization possibilities determine the feasibility of
occurrence of protonated bases, their occurrence context and specific functional roles are important factors determining their
occurrence propensities.

Introduction

While reports of RNA molecule, with newer functionalities,
continue to appear in increasing numbers, '’ the basic ques-
tion of how these molecules can display such complex struc-
tural and functional diversity continues to demand a satisfac-
tory and comprehensive answer.® Just as in the case of pro-
teins, where the presence of charged amino acids with acidic
or basic side chains have been associated with catalysis related
functionalities® (e.g., lysine and arginine in oxyanion hole for-
mation, hystidine in general acid-base catalysis, efc.), charged

t Electronic Supplementary Information (ESI) available: Initial geometries,
thermodynamic cycle for AAG o 501 calculation, interaction energy calcu-
lation procedure, vibrational frequency analysis, ESP and Mulliken partial
charge analysis, NUPARM parameters, NICS values and HOMO-LUMO for
protonated base pairs. See DOI: 10.1039/b000000x/
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(protonated or deprotonated) nucleobases are also expected to
be associated with RNA functionalities. A detailed under-
standing of (de/)protonation propensities of RNA bases, and
their stabilities, is therefore one of the necessary requirements
for investigating the functional diversity of RNA molecules.

A major issue that needs to be addressed in this connection
is the fact that, unlike the charged amino acids which, be-
cause of their pKa values, are expected to be protonated or
deprotonated, the same is not true for nucleotides under physi-
ological conditions (pH ~ 7.4). %1 For nucleobases in single
stranded unfolded RNA, the pK,; values of Adenine, Gua-
nine and Cytosine are 3-4 units and pK,, values of Guanine
and Uracil are ~2 units away from neutrality.* Though, they
have been occasionally inferred on the basis of circumstantial
evidences, instances of participation of deprotonated nucle-
obases are rare in nucleic acid literature. 13-1© However, re-
ported instances of the involvement of protonated RNA bases
are more numerous in the literature. For example, a noncanon-

# Adenine (pK,; = ~4.1), Cytosine(pK,; = ~4.4) and Guanine(pK,; = ~3.2,
pKa2 = ~9.2), Uracil (pK o = ~9.2) 1012
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Fig. 1 Free energy diagram showing coupling between RNA
folding and RNA base protonation. The model is conceptual and the
actual values of free energy changes (AG) are unknown.

ical base pairing between N3 protonated Cytosine and Hoog-
steen edge of Guanine has been invoked in the formation of
DNA triple helices, !”-!8 stacked C+:C base pairs are involved
in the stabilization of i-DNA quadruplex motif, 1" the tuning
of adenosine deaminase (ADAR) mediated RNA editing pro-
cess has been explained via A+:C wooble base pairs involving
N1 protonation of Adenine,?! the protonation of C75 residue
has been implied in the active site of HDV ribozyme, > etc.
Among the protonated nucleobases, Class I nucleobases form
base pairs via the loaded proton and participate in catalysis e.g.
by participating in oxyanion hole formation (lysine-arginine
type role). On the other hand, Class II nucleobases are not
paired and therefore, can participate in general acid base catal-
ysis (hystidine like role). !° The importance of charged nucleic
acids in enzymatic activities has also been demonstrated via
studies on DNAzymes by Perrin et al. which suggest that rates
of RNA enzyme mediated catalysis are comparable to those of
protein enzymes when the functional groups of the bases in-
volved are protonated.>?

Such examples imply significant changes in the relative pop-
ulation of neutral and protonated nucleobases, which cannot
be explained in terms of their normal pK, values as reported
for these bases in unfolded single stranded RNAs and, there-
fore, implies a shift of pK,; values towards neutrality. A ma-
jor paradigm invoked in explaining such pK, shifts relates to
variation in the local environment associated with RNA fold-
ing. When an RNA folds, certain nucleobases may enter into
pockets where the neighboring electrostatics provides the ba-
sis for substantial pK, shifts which may lead to protonation
under physiological condition (red line in Fig. 1). Be that as
it may, we are interested in assessing molecular level factors,
such as proton mediated hydrogen bonding and other factors
including stacking, electrostatics, etc., which can explain not
only the occurrence of certain protonated bases, but also the

relative abundances in known structures. Of the different driv-
ing forces, which may lead to the formation of globally sta-
ble folded structures involving protonated bases, base pairing
(as in Class I) constitutes possibly the most important factor
(green line in Fig. 1). In other words, AGygin, is dominated
by AGpase—pairing- 1t is therefore expected that, the less posi-
tive the value of AGo/0narion and the more negative the value
of AGpase—pairing> the more probable will be the occurrence
of the corresponding protonated nucleobases in RNA crystal
structures.

Earlier, we have carried out database analysis of occurrence of
Class I protonated base pairs and have reported their optimized
geometries and intrinsic interaction energies using quantum
chemical computations.> Given the lack of hydrogen atom
coordinates in X-ray crystal structures, and the known issues
associated with unambiguous characterization of exchange-
able protons from NMR structures, detection of protonated
base pairs from structures constitute a major challenge. We
had used BPFind software?* (modified for detecting all possi-
ble protonated base pairs), which adopts an in silico hypothe-
sis driven approach for analysing crystal structures, to address
this challenge and had reported 18 distinct protonated base
pairs® involving two or more hydrogen bonds, one of which
involves the extra proton of the protonated base. >

In this study, we have used advanced QM methods to calcu-
late the protonation propensities at different sites of the four
RNA bases and to assess the stabilities of base pairs involving
them. Stability of a base pair has thus been determined by cal-
culating the intrinsic interaction energy of the base pair which
is the difference between the ground state electronic energies
of the base pair and its “infinitely separated” monomers. Fur-
ther, we have calculated the free energy of formation of the
neutral nucleobases and corresponding charged species. Fi-
nally, the protonation propensity at specific sites of individual
nucleobases was determined by the free energy changes of the
modeled protonation processes involving nucleobases proto-
nated at that particular site, respectively. Comparison of these
energetics data with the occurrence frequencies of protonated
base and base pairs reveals that occurrence frequency of pro-
tonated base pairs are not simply determined by the ease of
protonation at specific sites of the nucleobases, nor ‘only’ by
the stabilities of the base pairs that they may form. Rather,
we have found that, protonation induced charge redistribution
increases the potential of protonated base pairs for participat-
ing in higher order structures (e.g., base triples, stacked base
pairs, etc.). Of course, apart from these considerations which
are related to the thermodynamic feasibility of the protona-
tion of bases, one may not undermine the importance of the

§ A larger collection of structures of protonated base pairs, both naturally
occurring and modeled, are available in the “RNA Base Pair Database”
(http://www.saha.ac.in/biop/www/db/local/BP/rnabasepair.html) and “RN-
ABP COGEST” database (http://bioinf.iiit.ac.in/RNABPCOGESTY/)
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1-Methyl uracil

9-Methyl guanine

Fig. 2 Modelled bases with sugar and backbone replaced by methyl
group. The blue (red) arrows indicate the possible sites of
protonation (deprotonation) considered in this study.

context of occurrence and functional role of structural motifs
involving protonated bases, as a major determinant of their
occurrence propensities in RNA structure.

Methods

Modelling

Coordinates of four different nucleotides of RNA were ex-
tracted from appropriate PDB structures. Initial structural
models of RNA bases were made by substituting the sugar-
phosphate moiety by a methyl group corresponding to C1’ of
sugar. Omission of sugar phosphate backbone has been shown
to reduce the computational effort without significantly affect-
ing the properties of the real systems. 2326 Moreover, ab initio
calculations as well as experimental results have established
that for a nucleotide, the nucleobase is the origin of the low-
est energy ionization pathway.?”*® Fig. 2 shows the mod-
elled bases in their neutral state and possible sites of proto-
nation and deprotonation which were considered in this study.
Charged bases were modelled by adding/removing a hydro-
gen atom at/from the site of protonation/deprotonation of the
neutral bases respectively. Similarly, while studying the base
pairs, the coordinates of the interacting nucleobases were ex-
tracted from appropriate PDB files" and modelled accordingly.
GaussView5?? package was used for editing the molecules.

Computational Details

Quantum mechanical calculations were mainly carried out us-
ing Gaussian033® package. The Gaussian09°! package was
used in some selected cases. Considering the recent report 2
on success of the nonlocal hybrid Becke three-parameter Lee-
Yang-Parr (B3LYP)>* functional in estimating (with good
correlation with experimental values) the intrinsic interaction
energy of protonated base pairs, we used the same with 6-
31G++(2d,2p) basis set for ground state geometry optimiza-
tion of the modelled systems (neutral and charged bases and
base pairs) in gas phase. Earlier it has been shown that,> re-
sults of computations using B3LYP with a split valance dou-
ble { augmented with (i) a d type polarization function for all
non-hydrogen atoms and (ii) a p type polarization function for
hydrogen atoms, and also including an s-p and p-d diffused
orbitals compare very well with reference RIMP2/cc-pVTZ
data.3® Considering the fact that B3LYP functional has issues
in tackling long range correlations,®! we have calculated the
dispersion corrections for the B3LYP/6-31G++(2d.2p) opti-
mized geometry for some of the systems, where the middle
range dispersion interactions might play a significant role. We
have used Grimme’s DFT-D3 formalism 82 with B3LYP func-
tional and zero damping force to calculate the dispersion en-
ergy (Egisp). DFT generated Kohn-Sham orbitals sometimes
do not give the real picture of the molecular orbitals. Hence,
for analysis of ground state molecular orbitals, the second or-
der Mgller-Plesset perturbation theory was used with a larger,
augmented correlation-consistent polarized valence only dou-
ble { (aug-cc-pVDZ), basis set?’

To have a better correspondence with experimental environ-
ment we have incorporated the solvent effects via the com-
putationally efficient method of implicit solvation which in-
volves the representation of solvent as a continuous medium
instead of individual explicit solvent molecules. Bulk solva-
tion was included in the calculations through the Conductor-
Like Polarizable Continuum Model (CPCM)3%3 which is
an implementation of COSMO in the polarizable continuum
model (PCM) framework as implemented in Gaussian03. This
was found to be more appropriate for polar liquids, where the
electrostatic potential goes to zero on the surface. It is con-
sidered to be computationally extremely efficient and robust,
and to be less sensitive to outlying charge error.*? Vibrational
frequency analysis on optimized geometries in both gas and
solvent phase showed 3N-6 real frequencies in all cases.
Analysis of charge distribution in the neutral and charged sys-
tems were carried out based on (i) NBO charges, obtained by
performing a Natural Bond Orbital (NBO) analysis*! on the
optimized geometry in gas phase, (ii) Electrostatic Potential
(ESP) surfaces (mapped over the total electron density) and
(iii) Mulliken partial charges. Following earlier studies,*>*
we quantified the effect of (de/)protonation on the local aro-
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maticity of the six member and five member rings of the nu-
cleobases, by calculating the Nuclear Independent Chemical
Shift (NICS)** values (the negative of the absolute magnetic
shielding in ppm unit) of the rings at 1A above the center of the
ring (NICS(1)), using the GIAO (Gauge Invariant Atomic Or-
bital)*34¢ method at the B3LYP/6-31G++(2d,2p) level. Neg-
ative value of NICS is quantitatively related to aromaticity:
more negative the value greater the aromatic character of the
ring. Since, NICS(0) values (calculated at the geometrical
center of the ring) have been shown to be affected by local
contributions of the ¢ framework,*” we rely on NICS(1) val-
ues to study the local 7 aromaticity of the 6 member (pyrimi-
dine)and 5 member (imidazole) rings.

Intrinsic stability of protonated base pairs (optimized in gas
phase at DFT level of theory with B3LYP functional) were cal-
culated using MP2/aug-cc-pVDZ level of theory, using a well
established technique, >3 as the difference between the ener-
gies of the complex minus the energies of the individual inter-
acting bases. The interaction energies were also corrected for
Basis Set Superposition Error (BSSE) and deformation energy
correction at the same level of theory. Details of the procedure
is explained under section 3 of Supplementary Information. '
Intra base pair parameters are those parameters which deter-
mine the relative spatial orientation of the constituent bases in
a base pair. According to the ITUPAC-IUB convention, there
are three rotational and three translational intra-base pair pa-
rameters - Buckle, Open-angle, Propeller, Stagger, Shear and
Stretch.*® We have used the standalone NUPARM package *°
to measure the intra base pair parameters.

Estimating the ease of protonation

The ease of protonation had been characterized by computing
the free energy change associated with the process of protona-
tion. The standard Gibbs free energy of a system in gas phase
in its standard state (ideal gas at 1 atm and 298 K) was ob-
tained from, AGgas = Eox + ZPE + ANAGo_yn98k, Where, the
total energy of the system at 0 K (Eox) was calculated at its op-
timum geometries and the zero-point energy (ZPE) and Gibbs
free energy change from 0 to 298K at latm (AAGo—,208k)
were given by vibrational frequency analysis. Translational
and rotational free energy contributions were also calculated
within the ideal gas approximation. Therefore, the lower
the value of AAG (4e))protonation.gas fOr (de/)protonation at a
specific site, the higher is the (de/)protonation propensity of
that particular site.! To understand the effect of bulk sol-
vation on the (de/)protonation propensity of different sites
AAG (ge))protonation,sor Was calculated following the thermo-

dynamic cycle described by Verdolino et al.'?> and used by
other groups.®® Details of the procedure is explained under

9 AAG(de/)pratoletion,ga: = Z

products

A Goas - Z A Ggas’

reactants

Table 1 Change in free energy (AAG (4, /) pror,gas) @nd enthalpy

(AAH<d€ /)prot,gas) 1 gas phase of the process of (de/)protonation
(in kcal/mol) calculated following direct addition/removal of proton

from the neutral nucleobase.

Base Charged AAGgas AAHggg
State B3LYP MP2 B3LYP MP2
Adenine NIt -221.6  -216.3 -229.3  -223.7
N3+ -219.1  -213.1 -227.7  -221.2
N6+ -198.7 -197.8 -205.9 -204.9
N7+ -215.6  -210.2 -2234 2173
N6(1)~ 349.5 343.8 356.8 3514
N6(2)~ 350.8 343.8 356.5 351.4
Cytosine 02* 2163 -212.6 -2242 2204
N3+ -224.8 -2194 -232.5  -227.0
N4+ -192.8  -192.7 -200.2  -200.0
N4(1)~ 342.6  337.6 350.7 345.6
N42)~ 3474 3425 3559  350.5
Guanine N2t -184.7 -185.1 -1922  -1924
N3+ -208.3  -203.6 -215.5  -210.5
0o6™ -220.5 -213.8 -227.2  -220.9
N7+ -226.7  -220.8 -234.3 2280
NI~ 332.8 327.2 340.3 334.8
N2(1)~ 331.0 333.1 3394 3409
N2(2)~ 332.9 328.6 338.8 336.2
Uracil o2+ -1929 -190.5 -200.4 -197.9
04+ -200.5  -196.2 -208.5 -204.2
N3~ 339.9 3354 347.6  343.0

section 2 of Supplementary Information.”

RNA crystal structure database analysis

For the purpose of RNA crystal structure database search, we
selected HD-RNAS database’' which provides us with the
complete dataset along with a non-redundant dataset of avail-
able crystal structures of RNA. The non-redundant dataset
contains only those structures of RNA which has at least one,
30 nucleotide or longer, chain and has a resolution of 3.5A
or better. The complete dataset is also compiled by applying
chain length and resolution cut-offs as filters. However, it has
an over representation of those molecules which have been
studied more extensively, and hence is prone to adding bias to

statistical analyses of occurrences.

Results and Discussions

Modeling (de/)protonation: conventional approaches

A large diversity of approaches have been adopted in liter-
ature to model the process of (de/)protonation in the con-

4| Journal Name, 2010, [vol]1—15
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Table 2 Change in free energy (AAG 4,

prot.gas

) and enthalpy (AAH e /) pror,gas) I gas phase of the process of (de/)protonation (in

kcal/mol). Calculations are performed considering different proton donors (MH).

MH = Water MH = Formic Acid MH = Acetic Acid
Base AAGgys AAH gy AAGgqys AAHg s AAGgys AAH g
B3LYP MP2 B3LYP MP2 | B3LYP MP2 B3LYP MP2 | BALYP MP2 B3LYP MP2
Adenine N17T 161.6 161.8 160.5 161.0 112.9 116.1 112.7 116.2 116.5 1194 117.3 120.2
N3+ 164.0 164.9 162.1 163.5 1154 119.3 114.3 118.7 119.0 122.6 118.8 122.7
N6+ 184.5 180.3 183.9 179.8 135.8 134.6 136.1 135.0 139.4 137.9 140.6 139.0
N7+ 167.6 167.9 166.4 167.4 118.9 122.2 118.6 122.6 122.5 125.5 123.1 126.7
No6(1)~ 192.2 188.5 192.6 189.3
N6(2)~ 193.5 188.6 192.4 189.3
Cytosine 02% 166.9 165.5 165.5 164.3 118.2 119.8 117.8 119.5 121.8 123.1 122.3 123.6
N3+ 158.4 158.7 157.3 157.7 109.7 113.1 109.5 112.9 113.3 116.3 114.0 116.9
N4+ 190.4 185.4 189.6 184.7 141.7 139.8 141.8 139.9 145.3 143.0 146.3 143.9
N4(1)~ 185.3 182.3 186.6 183.5
N4(2)~ 190.1 187.2 191.7 188.4
Guanine NIT 189.3 190.9 190.6 192.1 140.7 145.3 142.8 147.3 144.2 148.5 147.3 151.3
N2+ 198.4 193.0 197.6 192.3 149.8 147.4 149.8 147.5 153.4 150.6 154.4 151.5
N3+ 174.9 174.5 174.3 174.2 126.3 128.8 126.5 129.4 129.8 132.1 131.0 133.5
06™ 162.7 164.2 162.5 163.8 114.1 118.6 114.8 119.0 117.6 121.8 119.3 123.0
N7+ 156.5 157.3 155.4 156.7 107.9 111.6 107.7 111.9 1114 114.9 112.2 115.9
NI~ 17542 1719 176.16 172.7
N2(1)~ 173.7 177.9 175.3 178.8
N2(2)~ 175.5 173.3 174.7 174.1
Uracil o2+ 190.3 187.6 189.4 186.8 141.6 142.0 141.6 142.0 145.2 145.2 146.1 146.0
N3+ 209.5 205.9 209.5 205.7 160.8 160.2 161.8 160.9 164.4 163.5 166.3 164.9
047F 182.7 181.8 181.3 180.5 134.0 136.2 133.5 135.7 137.6 139.5 138.0 139.7
N3~ 182.6 180.1 183.5 181.0

text of calculations of gas phase basicity and proton affinity
of nucleobases (Adenine >3, Guanine '>°*¢, Cytosine’°
and Uracil®%¢!) and their derivatives. These conventional ap-
proaches may be categorized primarily into two classes:

1. Direct addition of a proton (H") to a neutral species BH.

BH +H" — BH, 6]
2. Considering a neutral molecule MH that acts as a proton
donor which protonates the neutral species BH to BH;r

and itself gets deprotonated to M~

BH +MH — BH, + M~ 2)
The former approach considers, (i) the stabilization of a free
proton by its association with a base in the process of protona-
tion and (ii) creation of two free charges from a neutral species

|| In the first approach, direct removal of proton from a neutral species will con-
stitute the deprotonation process, BH — B~ -+ H ™. In the second approach,
deprotonation process may be represented as, BH + MH — B~ +MH2+ .

in the process of deprotonation. As expected, the first process
is associated with a high negative value of free energy change
(AAGpror,gas) and a high positive value for the second pro-
cess [Table 1]. Although, the negative values of AAS o1 gas
associated with the protonation process increase AAG pror,gas
values, the high negative values of AAH, 445 because of
charge delocalization in the product (BH;’ ) is the major factor
leading to the ‘nonintuitive’ large negative values of free en-
ergy change [Table 1]. The essential issue with this approach
is that it does not consider the free energy of formation of a
proton from any proton donor.** This is taken care of in the the
latter approach which reflects the thermodynamic barrier char-
acterized by high positive value for AAG e/ pror,gas @SSOCI-
ated with AAS,,; ¢ < 0 and, hence, is physicochemically
more relevant, though highly dependent on the choice of the
proton donor/acceptor (MH) [Table 2]. Calculations with pro-
ton donors of different acidic strength (water, formic acid and

** We have considered, AHY,; (H") = 2.5 RT = 1.48 kcal/mol and AG),; (HT)
=25RT - TAng = 1.48 - 7.76 = -6.28 kcal/mol where, gas phase (at 298
K and 1 atm pressure) entropy of the proton has been calculated using the

Sackur-Tetrode equation. %63

This journal is © The Royal Society of Chemistry [year]
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acetic acid) show that considering a stronger acid as proton
donor, significantly reduces the magnitude of AAG 0 gas-
Therefore, although there is a limited scope of comprehensive
analysis of the absolute values of AAG 4, /)pror for different
polar sites of nucleobases, potency of these conventional ap-
proaches in studying the relative order of the (de/)protonation
propensities of different sites is well demonstrated in earlier
works, 12:50.52-55.57.64.65 With that confidence, we have further
evaluated the relative trend of AAG,,, in solvent phase con-
sidering, physicochemically more relevant, water molecule as
a proton donor, i.e.,

Base + HO — Protonated Base + OH™ 3)

Site specific protonation propensity

The relative orders of ease of protonation of different po-
lar sites as obtained from our QM calculations in solvent
phase [Table 3] are well correlated with the experimental re-
ports®6-%% which suggest that protonation is more feasible at
imino nitrogens compared to carbonyl oxygens and primary
amino nitrogens remain unprotonated even at a very low pH.7°
The order of site specific protonation propensities of imino ni-
trogen sites on the basis of (i) AAE, s values (change in
total electronic energy) at both the level of theory (B3LYP and
MP2) and (ii) AAG 501 values at B3LYP level [Table 3] is
as follows:

e Cytosine N3 > Adenine N1 > Guanine N7 > Adenine
N7 > Adenine N3 > Guanine N3

Values of AAG,,, s, at MP2 level, however, suggest that
N1 of Adenine is the most preferable site for protonation
(AAG 01,501 = 35.7 keal/mol). Despite that, it is interesting
to note that, N7 of Guanine and Adenine (polar sites at the
Hoogsteen edges of purines), specially N7 of Guanine'’, are
thermodynamically very preferable sites for protonation. But,
neither any instance of N7 protonated Guanine, nor that of
Adenine, has been detected in reported structures of RNA and
consequently, the possibility of N7 protonation of purines has
not been seriously considered earlier.?*’! Moreover, earlier
computational studies by Jissy et al.,”*? in the context of pH
driven molecular switching action of nucleobases, have sug-
gested that N7 protonated Guanine forms weak nonplanar base
pairs. The computationally predicted ease of Guanine proto-
nation at N7 however appears to be validated by the observa-
tion of DNA and RNA structures with Mg coordinated at
N7 of Guanine.”*77 Nevertheless, in the context of RNA, @)

11 Gas phase free energy change values (AAGor,gqs) in Table 1 and Table

2 suggest that N7 site of Guanine has the highest protonation propensity.
AAG 141 501 Values at MP2 level in Table 3 also suggest that N7 of Guanine
(36.8 kcal/mol) is more preferable site for protonation than N3 of Cytosine
(37.0 kcal/mol)

Table 3 Change in total electronic energy (AAE,, 4 501) and free
energy (AAG 0 501) in solvent phase of the process of protonation
(in kcal/mol) following Equation 3.

Base Protonation AAE prog sl AAG prot 5ol
Site B3LYP MP2 B3LYP MP2
Adenine N1 33.1 35.4 34.0 35.7
N3 37.0 40.2 38.9 41.2
N6 58.8 52.0 59.8 52.7
N7 36.9 39.8 37.7 40.0
Cytosine  O02* 47.6 - 47.5 -
N3 31.7 33.6 325 37.0
N4 56.1 534 56.9 55.2
Guanine N2 57.9 54.6 584 53.7
N3 413 433 40.8 422
06 44.7 46.6 42.8 45.0
N7 34.6 37.5 34.1 36.8
Uracil 02 54.1 535 53.2 52.5
04 48.7 493 48.5 48.9

* 02 protonated Cytosine converges to a different minima on
geometry optimization at MP2 level and therefore AAE,,,; s and
AAG pro 501 Tor the same is not reported for MP2 level.

occurrence of N3 protonated Cytosine in its base pairs (for-
mation of I-motif, triple helical DNA, etc.), (ii) presence of
N1/N3 protonated Adenine in biologically significant regions
(active site of hairpin ribozyme,”® intramolecular stem-loop
of U6 RNA of the spliceosome,79’80 etc.) are well known and
we have earlier detected instances of N3 protonated Guanine
forming base triples in novel RNA structures.?> We have ad-
dressed these apparently conflicting observations by exploring
the RNA crystal structure database to detect possible proto-
nated base pairs with N7 protonated Guanine and Adenine and
have evaluated their corresponding intrinsic stability.

The curious case of N7 protonated Guanine

In silico search of the complete RNA crystal structure database
using BPFind software reveals that there are only three in-
stances with a possibility of protonated base pair formation
involving N7 protonation of Guanine [Fig. 3]. Interestingly,
these three base pairs were studied earlier by Chawla er al. >3
considering Guanine as the neutral partner and the proton was
assigned to the second base. Hence we have reoptimized those
systems considering protonation of either base (Guanine or its
partner base) following model (A) — where Guanine is consid-
ered N7-protonated and model (B) — where the partner base
is protonated [Fig. 3]. Comparison of the results (optimized
geometry and intrinsic stability) obtained in model (A) and
model (B) highlights that:
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Fig. 3 Experimental geometries of detected base pairs with
possibility of protonation at N7 of Guanine have been modeled with
the proton placed at (A) the N7 site of Guanine and (B) the
corresponding nitrogen atom of the second base. The optimized
geometries at B3LYP/6-31G++(2,d2p) level are shown with their
interaction energies (in kcal/mol unit) calculated at
MP2/aug-ccpVDZ level. PDB Ids and Base pair Ids of these
systems are given in Section 1 of Supplementary Information. "
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1. Only in System 3, geometry optimization of model (A)
results in a planar base pair with N7 protonated Guanine.
For the other two cases, in the B3LYP/6-31++G(2d,2p)
geometry of model (A), the proton is found to be attached
with N1 or N3 of Adenine and Guanine gets converted to
the neutral partner.

2. In System 3, although model (A) produces a planar
[Table 4] and stable base pair, base pairing interaction
between neutral Guanine and N3 protonated Cytosine
(model (B)) is equally planar and even stronger.

3. On geometry optimization, both model (A) and model

(B), converge to the same minima in System 1, producing
a planar [Table 4] and stable G:A(+) H:W Cis base pair.
Whereas, in System 2, they converge to two different
minima. Unlike System 1, the B3LYP/6-31++G(2d,2p)
geometry of model (A) is not planar, rather characterized
by large propeller twist and buckle [Table 4] and that of
model (B) is planar but weaker than that obtained from
model (A).

. Middle range dispersion interactions might have a sig-

nificant contribution in these systems. We have, there-
fore, calculated the dispersion corrections (AEy;,) for
the B3LYP/6-31G++(2d,2p) optimized geometries. In
System 1 and 3, for both the models, we obtain equal
amount of dispersion correction: AEy;, = -4.0 kcal/mol
for System 1 and AEg;, = -5.1 kcal/mol for System 3.
However, for System 2, in comparison to model (B), dis-
persion interactions stabilize model (A) by ~1 kcal/mol
(AE ;55 = -4.7 keal/mol for model (A) and -3.6 kcal/mol
for model (B)).

The above observations raise the question: why does the N7
protonated Guanine get converted to a neutral base in the op-
timized geometries of model (A) for System 1 and System 2?
This may be understood by considering two factors,

1. The protonated base pairs are stabilized by charge dipole

interactions.>>83 Calculations show that dipole moments
of Guanine and Cytosine are approximately three times
higher than that of Adenine [Table 5]. Neutral Guanine,
because of its high dipole moment, is naturally preferred
in the minimum energy structure of the base pairs of Sys-
tem 1 and 2, even though in the initial geometry Ade-
nine was considered as the neutral base (model (A)). On
the other hand, difference of dipole moments of Cyto-
sine and Guanine being considerably small, in System 3,
difference of charge dipole interaction does not provide
sufficient driving force to cause a proton transfer from
Guanine N7 to Cytosine N3 on geometry optimization of
model (A).

. Analysis of protonation induced charge redistribution

demonstrates that, protonation at ring atoms results in the
withdrawal of electrons from the ring [Table 6], which,
in turn, positively influences the hydrogen bond donor
potential and negatively influences the hydrogen bond
acceptor potential of the hydrogen bond donor and ac-
ceptor sites, respectively. This effect is substantiated
by the analysis of protonated base pairing induced shift
in vibrational bond stretching frequency of N-H bonds
which participate in hydrogen bond formation between
the two interacting bases [Section 4 in supplementary
information’]. Basis of such charge redistribution may

This journal is ©@ The Royal Society of Chemistry [year]
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Table 4 NUPARM calculated intra base pair parameters and the
dihedral angle between the planes of the two bases in their
B3LYP/6-314++G(2d,2p) geometry.

Table 5 Dipole moment (i) of nucleobases (in Debye) calculated in
B3LYP/6-31G+(2d,2p) level and MP2/aug-cc-pVDZ level for gas
phase and solvent phase.

Page 8 of 15

Base Gas Phase Solvent Phase
System Buckle Open Twist  Stagger Shear Stretch B3LYP MP2 B3LYP MP2
1(A) -0.11 -1.90 -0.07 -0.01 041 2.83 Adenine 267 X% 3.56 3.82
1(B) 0.11 -1.91 0.06 0.01 041 2.83 Cytosine 6.23 6.96 0.85 10.54
2(A) 3029  -3491 110.96 -0.77 1.17 244 Guanine 714 7.60 10.59 10.81
2(B) 0.17 -4.31 327 0.02 0.76 2.77 Uracil 5.03 5.5 6.81 741
3(A) -0.51 7.22 -0.07 0.00 0.46 2.63
3(B) -0.15 -1.00 -0.08 0.00 0.26 2.75
4(A) 6.28 0.24 47.24 0.34 0.32 2.68
4(B) -17.28 -8.90 38.43 0.60 -0.26 2.80 Experimental Geometry Optimized Geometry
A+:G -34.4
HeH Cis -0.35 -0.47 0.69 0.01 027 2.81 < @
A+G 038 -598  2.06 001 294 281 g + ol
H:H Trans -
>
n
-21.4
be understood by analyzing the charged state of the g

most stable resonance canonical structure (Valance Bond
structure) of the neutral and protonated bases [Fig. 4].
The reverse effect is observed in the case of deprotona-
tion. N7 protonation of Guanine, therefore, reduces the
electronic charge at the O6 site, making it a poor hy-
drogen bond acceptor. Hence, although N7 protonation
confirms one strong hydrogen bond involving the N7 site
as hydrogen bond donor, the second hydrogen bond be-
tween the two interacting bases becomes considerably
weak since that involves the O6 site as hydrogen bond
acceptor.

Therefore, it may be concluded that, although it is compar-
atively easier to protonate the N7 site of Guanine, after get-
ting protonated at N7 site, Guanine can not form stable and
planar base pairs. The point to be noted is that, our method
for inferring protonation of bases in PDB structures can only
consider instances where the protonated edge is involved in
base pairing. The possibility of N7 protonated Guanine par-
ticipating in base pairs involving other edges, for example, the
Watson-Crick edge of Guanine can not be ruled out. This is
particularly notable since there has been a lot of discussions
on the role of base pairs containing Guanine bases where Mg
ion is co-ordinated at N77477 or where there is an archacosine
modification at N7.%* The significance of our observations re-
garding the ease of protonation at N7 of Guanine has been
elaborated in the conclusion section.

C(+):C W:W Trans C(+):G W:H Cis C(+):G W:H Trans

1 2882
37 225
-36.4

-39.9

-42.5

C(+):C W:W Cis C(+):U W:W Trans C(+):AW:W Trans

-35.2 -26.3

Fig. 6 Experimental geometry of in-silico detected base pairing
interaction between Hoogsteen edge of Adenine and Watson-Crick
edge of Cytosine (System 4) has been modeled for geometry
optimization by (A) adding proton at N7 of Adenine and (B) adding
proton at N3 of Cytosine. B3LYP/6-314++G(2d,2p) geometry of
these models with MP2/aug-cc-pVDZ level interaction energy (in
kcal/mol) of System 4 is also reported. The same for different
detected base pairs with N3 protonated Cytosine are also reported.
Hydrogen bond donor-acceptor distances are also given in A unit.
PDB Ids and Base pair Ids of these systems are given in Section 1 of
Supplementary Information.

pH driven conformational switching based on N7 protona-
tion of Adenine

Unlike Guanine, Adenine contains NH, group at C6 posi-
tion which acts as a hydrogen bond donor in the base pair-
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Fig. 4 Resonance canonical (Valance Bond) structures of modeled neutral and protonated RNA bases are shown.

Experimental Full Optimization

Experimental Full Optimization

1JJ2; G1742:A2033

3UXQ;A2169:G2112

“ A(#):G H:H Trans

1FJG; A415:G428

Fig. 5 The figure highlights the possibility of protonation driven multimodality within A:G H:H Cis and Trans base pair geometries
respectively. (A) Examples of experimental and gas phase optimized structures of A(+):G H:H Cis and A(+):G H:H Trans as reported in this
work. (B) Examples of experimental and gas phase optimized structures of A:G H:H Cis and A:G H:H Trans as reported earlier. 85 Hydrogen

bond donor-acceptor distances are also given in A unit.

ing interactions involving its Hoogsteen edge. We have al-
ready seen that charge redistribution due to protonation at
ring nitrogen atoms results in improved hydrogen bond donor
strength. Thus, with the expectation of observing stable base
pairing interactions involving Hoogsteen edge of N7 proto-
nated Adenine, we have searched the complete RNA crystal
structure database and could detect two new classes of pro-

tonated base pairs: A(+):G H:H Cis and A(+):G H:H Trans
[Fig. 5(A)]. It may be noted here that Leontis and Westhof
had earlier reported examples of neutral A:G H:H Cis and A:G
H:H Trans as weakly interacting base pairs involving single
hydrogen bonds.”! It has also been shown earlier that geome-
try optimization of these examples lead to significant changes
in hydrogen bonding pattern, with optimized structures show-

This journal is ©@ The Royal Society of Chemistry [year]
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Table 6 NBO charges at different hydrogen bond acceptor and donor sites of the four RNA bases are given for different charged state of the
base. On protonation at ring nitrogen atoms, the proton acts as a charge withdrawing group causing a depletion of electronic charges over the
ring atoms. The opposite result is obtained in the case of deprotonation. The same trend is followed in the analysis of Mulliken partial charges
and ESP charges as shown in Table S2 and Table S3 of supplementary information.

Base H-bond Acceptor H-bond donor
N1 N3 N7 N6
Adenine  Neutral -0.55 -0.526 -0.485 -0.823
NIT - -0.441  -045 -0.775
N3+ -0.489 - -0.438 -0.742
N7+ -0.499  -0.492 - -0.798
N3 06 N7 N1 N2
Guanine  Neutral -0.575 -0.6 -0.439 -0.655 -0.852
N3* - -0.49  -0.395 -0.636  -0.803
N7+ -0.565 -0.552 - -0.64  -0.803
N1~ -0.66  -0.686 -0.464 - -0.882
02 N3 N4
Cytosine  Neutral -0.631 -0.592 -0.826
N3+ -0.54 - -0.766
02 04 N3
Uracil Neutral -0.627 -0.598 -0.672
N3~ -0.729  -0.708 -

ing large RMSD from their respective experimental structures
[Fig. 5(B)].% In contrast, the examples detected in this study,
when optimized as protonated base pairs, yielded highly sta-
bilized structures (Ef;; = -35.27 kcal/mol for Cis and -36.95
kcal/mol for Trans) while retaining their hydrogen bonding
patterns as well as their geometries [Table 4]. These observa-
tions strongly indicate the possibility of protonation induced
multimodality in A:G H:H Cis and Trans geometries; thereby
suggesting the possible role of these base pairs in pH driven
conformational switching processes.

Variation of stability of base pairs involving N3 protonated
Cytosine

We have identified another instance of possible protonated
base pairing interaction involving Hoogsteen edge of Adenine
and Watson-Crick edge of Cytosine (System 4 in Fig. 6). The
same system was studied earlier by Chawla ez al.?* consider-
ing Adenine as neutral partner and Cytosine as the protonated
base with protonation at N3 site (model (B) in Fig. 6). Inter-
estingly, optimized geometry of System 4 with N7 protonated
Adenine as initial geometry (model (A) in Fig. 6) turns out to
be 13 kcal/mol stabler and significantly planar [Table 4] than
that of model (B). Analysis of intrinsic interaction energies

of all the protonated base pairs involving N3 protonation of
Cytosine [Fig. 6] suggests that, although N3 site of Cytosine
is one of the most thermodynamically favorable site of pro-
tonation, N3 protonated Cytosine produces significantly weak
base pairs along with highly stable ones. The reason may be
explained by observing the effect of N3 protonation on the
other hydrogen bond donor (N4) and acceptor (02) sites of
the Watson-Crick edge of Cytosine. Since due to N3 protona-
tion (i) N4 site acts as a stronger hydrogen bond donor and (ii)
02 site acts as a weaker hydrogen bond acceptor, significantly
lower interaction energy is observed for the base pairs where
there are only two hydrogen bonds and the second hydrogen
bond is formed via the O2 site (e.g., C(+):U W:W Trans and
C(+):A W:W Trans).

How do protonated base pairs get stabilized?

On the basis of the above discussed examples we may con-
clude that, it is not the ease of protonation but the protonation
induced charge redistribution which dominates the stabilizing
forces (base pairing) and hence the occurrence propensity of
a nucleobase protonated at a specific site. Therefore, it is also
expected that for a protonated base pair, apart from its intrinsic
stability, the charge redistribution within the individual bases
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due to the base pairing interaction will also play a major role
in determining their occurrence propensity.

To evaluate the extent and nature of base pairing induced
charge redistribution in the individual partner bases, we have
calculated the difference of NBO charges (Aq) between dif-
ferent sites of isolated bases and protonated base pairs involv-
ing them. It is interesting to note that, canonical base pairing
(AT/U and GC) does not make any significant influence on the
charge distribution of the partner bases. Whereas, as shown
in Fig. 7, protonated base pairing significantly redistributes
the electronic charges in a way that promotes the formation of
base triples via the free edges of the protonated base pair. Fig.
7 describes six instances of base triples found in RNA crys-
tal structures involving six different geometries of protonated
base pairs. The hydrogen bond donor and acceptor sites of
the free edges of the base pairs have been modified positively
(with a few exceptions, such as, N7 of Adenine in example 2
and O6 of Guanine in example 4) by the effect of base pairing
interaction to facilitate base pairing interaction with the third
base.

In protonated base pairs, the positive co-operative effect
of base pairing is not limited to opening up new avenues
for strong hydrogen bonding interactions only. Changes of
NICS(1) values of the aromatic rings of the parter bases on
base pairing, as reported in Table S57, also suggest that com-
pared to canonical base pairing, protonated base pairing en-
hances the aromatic character of the corresponding rings ex-
cept the one which contains the site of protonation. Such
enhancement of aromatic character may further influence the
stacking interactions which constitute an interesting area of
ongoing research. 8687

Lack of correlation between stability of protonated base
pairs and their occurrence frequency in RNA crystal struc-
tures

A comprehensive search and analysis of a non-redundant set
of 156 RNA crystal structures, as obtained from HD-RNAS
database,’! has revealed another important issue regarding oc-
currence propensity of protonated base pairs. Among several
protonated base pairs found in the non-redundant set, we have
found A(+):C W:W Cis base pair to be the most abundant (45
instances), followed by C(+):C W:W Cis (13 instances). The
occurrence frequencies of all other examples of protonated
base pairs are however much lower. To investigate this varia-
tion in occurrence frequencies, we have increased our search
space and performed a rigorous search over the complete crys-
tal structure database to identify six base pairs having high to
moderate occurrence frequencies. Interestingly, optimized ge-
ometries of all the six base pairs have shown similar planar
geometries [Table S47] and high stabilities [Table S57]. Apart
from (i) A(+):C W:W Cis (604 instances) and (ii) C(+):C W:W

Cis (172 instances), this list contains four more pairs: (iii)
A(+):G W:H Cis (79 instances), (iv) A(+):G S:H Cis (48 in-
stances), (v) C(+):G W:H Trans (91 instances) and (vi) C(+):U
W:W Cis (77 instances). Clearly the occurrence of protonated
base pairs in the non-redundant data set, do not correlate with
their extents of planarity and stabilities, nor with their occur-
rence frequencies in the complete crystal structure data base.
Our hypothesis is that, because of evolutionary pressure, the
occurrence of protonated base pairs is dependent on their spe-
cific structural and functional roles respectively. Base pairs
which can participate within double helical regions should
therefore have greater occurrence frequencies whereas those
needed only in special motifs will have lower occurrence in
a non-redundant dataset. Analysis of the context of occur-
rence of these base pairs show that A(+):C W:W Cis is more
abundant within double helical stretches: (a) in the com-
plete database — 322 out of 604 instance and (b) in the non-
redundant data set — 19 out of 45 instances. The C(+):C W:W
Cis base pair also has a lesser, albeit noticeable, occurrence
within helical stretches: (a) in the complete database — 20
out of 173 instances and (b) in the non-redundant set — none.
Other base pairs on the other hand have little or no occurrence
within double helical stretches.

Why does A(+):C W:W Cis base pair occur frequently
within double helical stretches?

Two factors, apart from stability, appear to be relevant in the
context of occurrence potential of base pairs in double heli-
cal stacks: (a) isostericity with canonical base pairs and (b)
stacking potential with the canonical base pairs. Base pairs
which do not possess these two characteristics may, and do,
occur in double helical regions, but this may be because of
some specific functional requirement. The C(+):C W:W Cis
base pair, for example, in spite of having a noticeable occur-
rence in double helical regions in the complete database have
no such occurrence in the non-redundant database. Another
base pair G(+):G H:S Trans has low frequency of occurrence,
but is found to be conserved within a double helical stretch
in a set of similar crystal structures of 23S rRNA of Ther-
mus thermophilus (between 1589G:1439G) and Escherichia
coli (between 1723G:1737G). ! While these base pairs are not
isosteric with canonical base pairs, their occurrence pattern is
indicative of some specific functional role.

A(+):C W:W Cis base pair on the other hand is isosteric with
the wobble base pair G:U W:W Cis and, like the latter, should
be capable of occurring in double helical stretches in its own
rights. The next question relates to the stacking potential of
A(+):C W:W Cis. To have a qualitative understanding of the
stacking potentials of A(+):C W:WC base pair with flank-
ing AT/GC canonical base pairs in helical environment, we
have looked into the spatial distribution of the Highest Occu-
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G940 C(+):GW:W Cis A(+):C W:W Cis
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G:2449
A:46
G:22
G(+):G S:H Trans A(+):G W:H Trans C(+):GW:W _CCis

Fig. 7 Examples of base triples involving protonated base pairs (shown in ball and stick model) of different geometry are demonstrated.
Change in NBO charges (Aq) from the isolated (unpaired) neutral state to the paired state at different sites of the protonated base pair (which
interact with the third neutral base) are given. Negative value of Aq at a hydrogen bond donor site and positive value of Aq at a hydrogen bond
acceptor site indicate that their hydrogen bonding potential improves due to the protonated base pair formation.

%,

Fig. 8 HOMO and LUMO of Natural Bond Orbitals of A(+):C W:W Cis protonated base pair and AT and GC canonical base pairs.

AT A(+):C W:W Cis

O=E0XI

o=Cr

pied and the Lowest Unoccupied NBOs of A(+):C W:W Cis W:W Cis, AT and GC are localized only over the purine base
base pair and have compared them with that of the canoni- (A, A(+) or C). But, though the LUMOs of GC and AT are
cal base pairs [Figure 8]. HOMO and LUMO of all these restricted only over the pyrimidines, that for A(+):C W:W
pairs are found to be symmetric p-orbitals. HOMOs of A(+):C Cis is distributed over both pyrimidine (C) and purine (A(+))
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bases. This enhances the stacking potential of A(+):C W:W
Cis flanked by AT and GC by increasing the spatial proximity
of the LUMO of A(+):C W:W Cis with the HOMOs of GC
and AT, an effect absent in other protonated base pairs [Fig.
S1]%. In the context of DNA duplexes, similar complementary
spatial distribution of frontier orbitals also has been observed
between the canonical base pairs and synthetic base pair in-
volving natural Adenine and 6-ethynylpyridone, a thermosta-
bilizing Thymine analogue.

Conclusions

Significance of protonated nucleobases in enabling the RNA
molecule to perform catalytic functions like protein has been
well established.!! The thermodynamic barrier associated
with the protonation of the nucleobase, makes it important to
develop a molecular level understanding of the factors that sta-
bilize the pK, shifted bases and base pairs involving them.
We have benchmarked the conventional formalisms for mod-
eling the process of protonation and concluded that consider-
ing water as a proton donor might provide a physicochem-
ically relevant picture of the relative order of protonation
propensity of different sites of the nucleobases. We performed
QM calculations using both DFT based (B3LYP) and wave
function based (MP2) formalisms. With the exception of O2
protonated Cytosine, all neutral and corresponding charged
nucleobases, on ground state optimization, converge respec-
tively to equivalent geometries at both the levels of theory. Al-
though both the methods, by and large, result in similar trend
in energetics data, it is interesting to note that there are two
minor differences in the trends: (1) in solvent phase [Table
3], MP2 level calculations suggest that N1 site of Adenine is
easier to protonate than N3 site of Cytosine and (2) for imino
nitrogen protonation, B3LYP calculation results in underesti-
mation of free energy change (AAG,,;) compared to that ob-
tained from MP2 level calculations. For example, in Table 3,
at B3LYP level AAG 501 for N1 protonation of Adenine is
1.7 kcal/mol less than the corresponding MP2 level calculated
value (35.7 kcal/mol). But for deprotonation from secondary
amino nitrogens and protonation at primary amino nitrogens,
the trend reverses.

Our QM calculations, with excellent correlation with experi-
mental reports, indicate relatively better protonation propen-
sity of N7 site of purines, specially Guanine. Although we
have detected two new geometries of protonated base pairs
(A(+):G H:H Cis and Trans) with putative role as pH driven
conformational switches and involving N7 protonated Ade-
nine, N7 protonated Guanine, however, limited by the proto-
nation induced charge redistribution, can not form strong pla-
nar base pairs. For the same reason, a large diversity in the
geometry and stability is observed for the base pairs involv-
ing N3 protonated Cytosine, another site of high protonation

propensity. Like protonated bases, occurrence propensities of
base pairs involving them are also influenced by the base pair-
ing induced charge redistribution. We have found that, unlike
canonical base pairing, protonated base pairing causes a sig-
nificant charge redistribution at the free edges, which, in turn,
facilitates the formation of base triples.

A statistical analysis of the occurrence frequencies of pro-
tonated base pairs in a non-redundant RNA crystal structure
dataset, however, suggest that, the occurrence of a protonated
base pair is finally decided by its context of occurrence and
the functional requirement. Therefore, we have observed that
A(+):C W:W Cis pair, which is capable of occurring inside
a double helical stretch due to its isostericity with canonical
base pairs and stacking potential with canonical base pairs,
has a surprisingly high occurrence frequency, whereas, other
protonated base pairs with similar stability does not occur at
all in the non-redundant dataset.

Our current approach towards detection of possible protonated
base pairs, limits our search to those where the protonated
edge is involved in base pairing. But there is sufficient evi-
dence suggestive of modifications in hydrogen bonding inter-
actions through the non-protonated edges of protonated bases.
For example, metal ion co-ordination at N7 of Guanine has
been found to modify the hydrogen bonding potential of its
WC edge and therefore the stability and geometry of the non-
canonical base pairs formed through the WC edge shows sig-
nificant variation.”’* We have proved that similar modifica-
tions can be achieved simply by adding a proton at the N7 site
of Guanine. Hence, interactions through the non-protonated
edges of protonated bases need to be investigated further.
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