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We have used ab initio molecular dynamics (AIMD) simulations to study the interaction of water with the

NaCl surface. As expected, we find that water forms several ordered hydration layers, with the first hydration

layer having water molecules aligned so that oxygen atoms are on average situated above Na sites. In an attempt

to understand the dissolution of NaCl in water, we have then combined AIMD with constrained barrier searches,

to calculate the dissolution energetics of Na+ and Cl− ions from terraces, steps, corners and kinks of the (100)

surface. We find that the barrier heights show a systematic reduction from the most stable flat terrace sites,

through steps to the smallest barriers for corner and kink sites. Generally, the barriers for removal of Na+ ions

are slightly lower than for Cl− ions. Finally, we use our calculated barriers in a Kinetic Monte Carlo as a first

order model of the dissolution process.

1. INTRODUCTION

The dissolution of sodium chloride (NaCl) into liquid water is a very common phenomenon in our everyday life, and can

readily be verified by dropping a spoonful of table salt in a glass of water. However, the dissolution process is not well understood

on the molecular level, and yet it remains key in a variety of processes, such as atmospheric chemistry and in particular cloud

electrification and coastal erosion [1]. As is the general case for studying crystal growth and dissolution [2–6], the specific

atomic structure at the interface between the crystal and water, and especially the hydration structure, plays a crucial role in the

dissolution mechanism.

An obvious approach to investigate the dissolution process in atomic detail is via simulation. However, theoretical modeling

of these processes is hindered by the gap between the time and length scales of the macroscopic dissolution and those of the

underlying atomic processes. A single ionic dissolution is a rare event, which is unlikely to happen on the time scale of a

molecular simulation, and therefore the dissolution needs to be driven artificially. But since this is a complex mechanism,

involving collective solvent dynamics, the choice of an appropriate ‘reaction coordinate’ is generally non-trivial, and care must

be taken to ensure sufficient sampling of all the degrees of freedom orthogonal to the reaction coordinate(s). The system sizes

and time necessary to model the dissociation still pose a huge challenge to an approach based on ab initio molecular dynamics.

While it is possible to study the adsorption energetics and geometries of individual water molecules, or even full molecular

layers, on crystal surfaces from first principles [7–11], studies dealing with fully solvated systems of NaCl surfaces, or ion pairs,

usually resort to empirical interaction potentials [12–15]. As this significantly reduces the computational effort, it is possible to

obtain sufficient statistics to take entropic contributions from the solvent into account. However, different empirical potentials

may demonstrate significant variability in energetics of water molecules in hydration layers and ions in the crystal surface [16].

Recently, ab initio molecular dynamics simulations have been used to study the initial stages of the NaCl dissociation in

water [17–20]. Using metadynamics and transition path sampling, these simulations identified the dissolution reaction pathway

for Na+and Cl−ions from a kink, and calculated the dissolution free energy profile. Our own recent study [21], explored the
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dissolution of small NaCl clusters and determined that the difference between dissolution of Na+and Cl−arises due to faster

water mediated elongations of individual ionic bonds to Na+, but a significantly slower process for the last bond in comparison

to Cl−. In the present study, we calculate free energy barriers of dissolution for different surface sites (e.g., edges, corners,

kinks, etc.), using ab initio molecular dynamics simulations (AIMD). This study complements and extends these previous AIMD

studies, as we focus on all possible dissolution sites and determine their free energy barriers. To the best of our knowledge this

rigorous approach is the first of its kind at this scale. Based on these free energy barriers and appropriate attempt frequencies, we

are able to determine reaction rates for the dissolution from each of the possible surface sites, which can then be used to construct

a Kinetic Monte Carlo (KMC) model. This allows us to bridge the time scales between the atomistic details and the microscopic

dissolution mechanism of an extended system of NaCl in water, shedding light on the entire pathway of the dissolution of a

larger NaCl crystal.

The remainder of this article is organized as follows: in Section 2, we present simulations of the NaCl/water interface based

on empirical atomistic interaction potentials using classical molecular dynamics, serving as a preparation platform and statistical

benchmark for the AIMD simulations which are subsequently presented in Section 3. These simulations are performed to

systematically compute dissolution barriers for Na+and Cl−ions from the different surface sites. In Section 4, we present the

KMC simulations of the dissolution of an extended NaCl surface and nanocluster. Finally, in Section 5, we summarize our

results and give a critical assessment of the strengths and limitations of the methodology employed in this study.

2. CLASSICAL MOLECULAR DYNAMICS STUDY

In order to assess the minimum system size necessary to describe the hydration layer structures at the NaCl(100)/water

interface correctly, we performed molecular dynamics (MD) simulations with an empirical interaction potential based on the

OPLS-AA description of Na+and Cl−ions, and the SPC/E model of water [22], using the GROMACS simulation package [23].

The reference system consisted of a p(4×4) slab of NaCl(100), 6 layers thick, and ∼1000 water molecules in periodic boundary

conditions. The thickness of the water volume between periodic images of the NaCl slab was sufficient that hydration structures

on either side of the slab would not interact. This system is simulated for 10 ns at a temperature of 300 K and pressure of 1 bar,

using a Nosé-Hoover thermostat [24, 25] and a Parrinello-Rahman barostat [26]. Several smaller systems, with a water layer of

finite thickness on top of the NaCl slab are created as well, and are run for 10 ns in NVT to collect good statistics on hydration

layer structures, and assess the errors introduced by finite size effects as well as the presence of a second interface to vacuum. The

water molecules’ oxygen atom density profiles along the direction perpendicular to the surface, shown in Figure 1, indicate the

presence of at least two well defined hydration layers at the NaCl(100)/water interface, which are located around 2.4 and 6.2 Å

and are in good agreement with previous MD simulations [27, 28]. For all the small systems studied, the introduction of a second

interface to the vacuum did not affect the position and height of the first and second peaks in the oxygen density, compared to the

reference system. A small peak in oxygen density at the water/vacuum interface is introduced, but the lateral water distributions

within the first two hydration layers remained unaffected. We chose the p(4×4) cell with 256 water molecules, and the p(3×3)

cell with 144 water molecules for further studies using ab initio molecular dynamics, and used the equilibrated output of the

classical simulation as starting configurations. This size of system is also compatible with the ordering scale predicted in earlier

experimental studies [29].

Page 2 of 13Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



Page 3 of 13 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



Page 4 of 13Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



5

FIG. 3: Models of the different NaCl(100) surfaces used in the computation of the energy barriers. The purple and green cubes represent

Na+and Cl−ions, respectively, whereas the light blue cubes represent vacancy sites. The numbering of the models corresponds to the number-

ing used in the text.

B. Dissolution energy barriers

So far we have only considered flat NaCl surfaces of different sizes and only focused on the water structuring on these surfaces

from a classical and ab initio point of view. In the case of ion dissolution, if we consider a perfect, infinite surface, it is clear

the first step is the dissolution of either an Na+or Cl−ion, creating a vacancy in the otherwise flat surface. Following this, it is

very plausible that the energy barrier for the dissolution of an ion adjacent to the vacancy is different from the barrier in the case

of the dissolution from the flat surface. As the dissolution process continues, different types of surface sites will appear each

with its own dissolution energy barrier. Of course, for a real NaCl crystal surface, many of these sites will exist even before

the dissolution process begins. For the NaCl(100) surface we have identified the following seven possible surface sites (see also

Figure 3) for either a Na+or a Cl−ion: a) an ion within the flat surface, b) an ion adjacent to a vacancy within the flat surface, c)

an ion on a step edge, d) an ion on a step edge adjacent to a vacancy, e) an ion at a kink site (one layer island), f) an ion at another

kink site (one layer island), and g) an ion at corner site (two layer island). We would like to point out that in the previous studies

of the NaCl-water interface [17–19] only configuration e) was considered, although later studies of water adsorption considered

further sites [20]. For each of those systems we have performed AIMD simulations and for comparison reasons we have also

conducted some of the simulations with both the p(3× 3) and the p(4× 4) cell.

To calculate the different energy barriers for the dissolution of Na+and Cl−ions for each of these seven surface sites (14

different systems when considering both the Na+and the Cl−ions) we used the constraint method [37]. In this method the radial

distance between an ion initially within the surface and the center of mass of the 12 closest ions in one of the layers underneath

it is constrained to a certain value r. By integrating the average force 〈F (r)〉 acting along the direction of the constraint distance

vector r, the free energy profile as a function of the constraint distance r can be calculated [38] as

E(r) =

∫ r2

r1

〈F (r)〉 dr, (1)

where r1 and r2 denote the initial and final constraint distances, respectively. The forces we obtain are averaged over 10 ps at each

value of the constraint distance, and then interpolated using a cubic spline. The barriers are converged to within a standard error of

0.05 eV. Note that at the barrier position, the constraint force 〈F (rb)〉T should be zero in principle. From the free energy surface

map in Ref. [19], we conclude that the distance between the ion and the surface by itself is a satisfactory reaction coordinate,

so we have converted our constraint distance into the same reaction coordinate as well, and in the remainder we always refer
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TABLE I: Barrier heights (eV) and vibrational frequencies (cm−1) for different sites at the NaCl(100) surface when dissolving an ion into

water.

Surface site Barrier for Na+ Barrier for Cl− Vibr. freq. for Na+ Vibr. freq. for Cl−

Flat p(3× 3) 0.54 0.70 146 141

Vacancy p(3× 3) 0.10 0.27 169 150

Step p(4× 4) 0.26 0.23 174 158

Step vacancy p(4× 4) 0.23 0.18 174 158

Kink (one layer island) p(3× 3) 0.14 0.17 166 140

Kink (one layer island) p(4× 4) 0.15 0.12 166 140

Corner (two layer island) p(4× 4) 0.15 0.12 166 140

correspond to the dissolving process of the step and related kink sites.

In the case of the dissolution from the flat surface a clear barrier seems to be absent (e.g., the free energy for Cl−reaches its

maximum at the highest value for the reaction coordinate, green line in right figure), as either it keeps increasing or plateaus.

However, if we release the constraint in the simulation at the distance where we assume the barrier height is at its maximum, the

ions do not return to their vacated surface sites within 14 ps. In fact, after the ion has moved far enough away from the surface,

a water atom will takes it place in the surface and, thus, fills the vacancy. In fact, in each of the cases the dissolving ion leaves a

vacancy behind it will always be filled with a water molecule, see Figures 4(b-c) 1.

To put these dissolution barriers from a completely flat surface into perspective we have also performed one simulation where

we dissolve a Cl−ion from a flat surface but without the water. In this case the energy barrier for dissolution is at 3.67 eV,

significantly higher than in the fully hydrated case, indicating the importance of water in catalyzing the dissolution process of

the neighboring ion.

The relatively high barriers for the detachment of Na+and Cl−ions indicate that the flat surface of NaCl(100) surface is inert,

which agrees with the AIMD results discussed previously that the water contacted p(4 × 4) and p(3 × 3) surfaces are stable

after 54 ps of propagation. This result also agrees with the previous AIMD result by Liu et al. [17, 18], but disagrees with the

previous DFT works by Cabrera-Sanfelix et al. [41] that dissolving Cl−ion from the NaCl(100) surface experiences a very low

barrier about 0.05 eV at high relative humidity (RH). The location of their barrier position is also closer to the surface at about

Z = 2.0 Å, which is probably due to the surface temperature being set to 0 K. For the kink site atoms, the dissolving barriers are

both around 0.15 eV. The Cl−ion dissolving barrier height agrees very well with the previous result of 0.13 eV [19]. However,

in their work, the Na+ion dissolving from the kink site experiences a much larger dissolving barrier of 0.3 eV, which should

indicate that the Cl−ions will dissolve into liquid water at first.

4. KINETIC MONTE CARLO

To bridge the gap between the time scale of the atomistic processes leading to the dissolution of a single Na+or Cl−ion

from a given surface site, and the time scale of the dissolution of a microscopic NaCl crystal, we use a Kinetic Monte Carlo

1In the supplementary information available online there is a movie showing in detail the dissolution process and vacancy occupation mechanism as depicted in

Figures 4(b-c).
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(KMC) approach [42, 43], which allows us to accurately describe this dissolution process based on our AIMD kinetics. In a

KMC simulation several events (dissolution from a flat surface, kink site, etc.) happen based on a rate Rij computed from

transition state theory, which depends on the nature of the site i, the type of ion j and the temperature T . Furthermore, the time

between two (different or similar) events in the KMC simulation depends also on the same rate Rij = υije
−Eij/kBT , where Eij

is the free energy barrier previously computed for the specific site (i) and ion (j), υij its vibrational frequency obtained from

the Fourier transform of the respective atomic trajectory in the AIMD barrier search, and kB is the Boltzmann constant. All

vibrational frequencies we computed can also be found in Table I. In our KMC simulations, only the forward dissolving process

is considered - the backward process of NaCl surface growth is ignored for simplicity. Furthermore, kink sites and step vacancy

sites are all approximated as corner sites since the barriers are the same within our AIMD errors.

Using this KMC method, the dissolution of a periodic NaCl(100) surface and a finite cubic NaCl crystal are investigated. For

the periodic surface, we used a (50 × 50 × 5) supercell, with a surface area of 812 nm2 and containing 10 000 Na and Cl atoms

in each layer. Periodic boundary conditions are applied along x and y directions, parallel to the surface, and the bottom layer is

fixed to resemble the bulk structure. The NaCl nanocrystal is modeled by a (25 × 25 × 25) supercell, with 14 nm side length

and containing 125 000 atoms.

On the defect-free, periodic NaCl(100) surface the first ion dissolution occurs at 1382 ns. After this event a vacancy has

appeared in the surface, and as a consequence the time step in the KMC algorithm rapidly decreases and only after an additional

4 ns the time step has reached its smallest value of 365 fs (about 4 order of magnitudes faster). This decrease is a direct

consequence of the occurrence of step, kink and corner sites while more and more ions are dissolved. When the time step has

reached its minimal value approximately half of the surface atoms in the first layer (5000 atoms) have dissolved. For the next

2 ns the time step remains this small, but then rapidly increases as there are less and less step, kink and corner sites available,

eventually leading to the complete dissolution of the first layer. After the first layer has completely dissolved, the second layer

starts dissolving in a similar way, including a comparable waiting time before the first dissolution event occurs. In Figure 5(a)

four representative snapshots of the dissolution of the first layer are shown, illustrating how the process starts from an initial

atomic defect. From this figure it can also be inferred that during the process of dissolution the number of ions of either site

type changes dynamically, which is shown in Figure 5(b). Over the entire process the number of step sites increases faster than

any other site type (except the surface site type) and has a maximum of 280 just before the dissolution starts to slow down. In

comparison the maximum number of kink sites is 70, whereas the number of vacancies at the steps never comes above 15. It is

worth noting that the number of surface sites never falls below the number of any of the other site types.

The dissolution of the NaCl nanocrystal differs considerably from the periodic slab, as already from the start possible nucle-

ation sites for dissolution exist (corners and steps along the edges of the cube). The first event already occurs at 761 fs and the

time step rapidly decreases to 40 fs when about 5000 atoms are dissolved (compared to 365 fs after the same amount of dissolved

ions in the case of the periodic slab). As corner sites are more likely dissolved than step sites, the initially cubic nanocrystal

gradually becomes more spherical as can be seen in Figure 6(a). A very recent AFM study by Bruzewicz et al. [44], has shown

that a 83 nm NaCl nano particle’s corner rounding up at a relative humidity of 52 %, which agrees with our KMC predictions as

shown in Figure 6(a) (c – d) where the corners of the 14 nm crystal disappear. Because in our KMC approach crystal regrowth

is excluded, the nanocrystal becomes as spherical as it can be and as a consequence the number of corner (or kink) and step

atoms keeps increasing with time, see Figure 6(b). After approximately 1.2 ns the number of step sites exceeds the number of

surface sites and, similarly, after 1.4 ns the number of surface sites falls below the number of corner sites as well. Also, both

the number of corner and step sites keeps increasing and only start to level off because of the finite size of the nanocrystal. On
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