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The Network Simulation Method: a useful tool for locating the kinetic-thermodynamic switching point in complex kinetic schemes

Manuel Caravaca,* a Pilar Sanchez-Andrada,*, a Antonio Soto, a and Mateo Alajarin b.

The kinetic-thermodynamic switching point of a multistep process, whose reaction mechanism has been elucidated by DFT calculations, can be calculated by means of an efficient model based on the Network Simulation Method (NSM). This method can solve, fast and effectively, a difficult system of differential equations derived from a complex kinetic scheme by establishing a formal equivalence between the chemical system and an electrical network. The NSM employs very short simulation times to determine the dependence of the switching time on the temperature, a fundamental topic to take control over the product composition which has not been treated exhaustively so far, and that could be applied for synthetic purposes avoiding laborious and costly experimental trials.
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Fast and effective location of the switch point between kinetic and thermodynamic regimes by means of the NSM approach provides a comprehensive control over the product composition.
I. Introduction

The concept of kinetic versus thermodynamic control is a well settled principle in Chemistry. When a reaction can lead to two or more products from the same reactants, each one of the respective processes follows a particular reaction coordinate. If one product (e.g., A) has a lower energy than the second one (e.g., B) but the transition state leading to A is higher in energy than that leading to B, then A and B are respectively known as the thermodynamically- and kinetically-controlled products (see Figure 1).

As it is well-known, the preferential formation of one of these two reaction products, A or B, can be successfully achieved in some extent by modifying the main variables of the experimental reaction conditions, most usually time and temperature. Thus, running the reaction for long reaction times and at high temperature allows the equilibrium to be reached and consequently the most stable product (A) is preferentially obtained over the kinetically-controlled one (B). By contrast, short reaction times and low temperatures favor the pathway leading to the faster forming compound B, which is habitually isolated as the major component of the product mixture since the reaction is stopped before reaching the equilibrium.

Within this framework, the ability of controlling the composition of the A/B mixture of two reaction products in a particular reaction is of paramount relevance, not only in laboratory organic synthesis but also in important industrial processes. An illustrative example is the kinetically controlled industrial synthesis of semisynthetic antibiotics as amoxicillin, ampicillin, cefadroxil and cephalaxin by using penicillin acylase as biocatalyst. Another interesting example is the generation and transformation of nitro-substituted aryl organolithium compounds in microreactors, allowing the preferential formation of the kinetically- or thermodynamically organolithium reagent by changing the residence time.

In spite of the relevance of kinetic versus thermodynamic control, the modifications on the time and/or temperature reaction variables usually represent empirical methods of controlling the product composition of chemical processes. In order to achieve a more precise control, we should better be able of calculating the point from which the kinetically-controlled product is no longer the major one in the reaction mixture and the product of thermodynamic control becomes dominant. We define this particular point as the kinetic-thermodynamic switching point, characterized in the time scale by a switching time, t_s, where the concentration of the two reaction products, A and B, are equal and non-zero (see Figure 2).

It seems conceptually obvious that the switching time should be dependent on the reaction temperature. Shorter switching times would be reached by increasing the reaction temperature and viceversa. Therefore, to deepen into the occurrence of the switching time, we must perform an exhaustive study of this dependence. Besides, in order to determine the concentration of the desired species (A or B) along the reaction time, it is essential to obtain a graph as that shown in Figure 2 for the process of interest. Now the question is how to calculate it.

Obviously a thorough kinetic study is mandatory, either via a comprehensive experimental work, expensive in terms of time and effort, or by means of theoretical calculations, a more amenable approach. To address the problem under this latter choice, first we must compute the detailed reaction mechanism, including all the stationary points and energy barriers, then write the corresponding kinetic scheme, and finally solve the associated mathematical equations.

Quantum mechanics calculations allow us to explore the potential energy surface associated to the transformation of reactants into products and to elucidate the mechanistic paths connecting them. A lot of information is thus obtained such as the structure of the involved stationary points (minima, intermediates and transition states), its energies, and thereafter the energy barriers of all the individual reaction steps. From these data, by applying the transition state
which connects thermodynamic and kinetics, it is also possible to find the kinetic coefficients, i.e. the rate constants, associated to each mechanistic step.

Next, kinetic studies at constant volume lead to a system of first order ordinary differential equations, the chemical rate equations, which express the time evolution of the concentration of the chemical species involved in the reaction, i.e. reactants, intermediates, and products.\(^1\) If we call \([x_i]\) the concentration of the \(i\)-th participant species, the chemical kinetic equation presents the following form:

\[
\frac{dx_i}{dt} = f(x_1,x_2,\ldots,x_n) \quad (1)
\]

where the derivative of \([x_i]\) is a function of the concentration of all or some of the \(n\) participant species, which also depends on a specific set of \(m\) rate constants \([k_j]\), \(j=1, m\).

The solution of the corresponding system of differential equations then would reveal the variation over time of the concentrations of all the species at a fixed temperature, thus allowing to locate the precise kinetic-thermodynamic switching point. However, these systems of differential equations are frequently difficult to solve analytically, the degree of difficulty being generally proportional to the complexity of the reaction mechanism (number of intermediates and reaction steps). In fact, in some cases the mechanistic scheme is so complex that it is complicated even to identify which is the kinetically-controlled product from the resulting reaction profiles.

In such complex cases, chemists frequently make use of a series of approaches to simplify calculations.\(^7,8\) These assumptions can sometimes lead to incorrect results and often restrict the validity of the study to certain reaction conditions.

Numerical simulations are effective tools to accomplish the kinetic study,\(^9\) because they do not need, in principle, to make use of approximations in the theoretical model. Nevertheless, when the kinetic scheme is so complex, or several features of the chemical system, such as the switching point or the stationary state, occur at very long times, some of these methods turn inefficient. Thus, finding a comprehensive, fast and effective numerical approach for solving these cases would be a valuable help.

Here we employ a simple and general approach, the Network Simulation Method (NSM),\(^10\) able to solve any difficult system of differential equations of a complex kinetic scheme, as well as to calculate efficiently the point of kinetic-thermodynamic switch (if exists) even when it occurs at long switching times. Furthermore, this approach allows us to easily predict the concentration of the participant species as a function of time, even at low temperatures, where very long reaction times can be necessary to reach the stationary state.

Remarkably, the NSM establishes a formal equivalence between the chemical transport processes and electrical networks, which could be applicable to any complex kinetic scheme without using any theoretical approximation. To this end, a software of circuit analysis such as Pspice,\(^11\) in which the NSM is implemented, has to be employed. Its reliability and quickness make this smart method a convenient choice for accurately studying these systems.

It is also worth pointing out that our results show that the NSM could be even orders of magnitude faster than the standard simulation algorithms employed to solve ordinary differential equations, such as fourth order Runge-Kutta and others.\(^12\)

To illustrate how the NSM can be applied to solve the issues raised in this work, we will first present the method and its application to the simplest mechanistic scheme, considered above, \(A \rightarrow R \rightarrow B\) (Figure 1), by calculating its kinetic-thermodynamic switching point. Then, by examining a particular case entailing a mechanism of higher complexity, we will present the complete protocol to follow, from the elucidation of the reaction mechanism to the resolution of the system of kinetic differential equations and the location of the kinetic-thermodynamic switching point.

II. The Network Simulation Method

The Network Simulation Method is a numerical approach which establishes an analogy between a set of differential equations and an electric network model. The origin of this methodology comes from the early seventies with the study of thermodynamic systems by means of the so called network thermodynamics.\(^13\) However, today their applications are still under study, and it has been applied successfully to solve strongly nonlinear problems in such diverse fields as heat transfer,\(^14\) chemical diffusion-reaction systems,\(^15\) groundwater flow,\(^16\) inverse problems,\(^17\) ecological systems,\(^18\) and elastic waves in materials.\(^19\)

The electrical analogy of the kinetic chemical problems has been addressed previously. Mikulecky et al. modelled the cellular folate metabolism scheme,\(^20\) which plays an important role in cancer chemotherapy. However, the electrical analogy applied to kinetic systems is still a matter of study.\(^21\)

To specifically solve a kinetic chemical scheme by applying the NSM method it is first mandatory to design the equivalent network model for the system of differential equations, and then simulate the circuit by means of suitable electric circuit analysis software such as Pspice.

Two steps have to be followed to design a circuit network. First of all, an independent electric circuit is assigned to each differential equation of the mathematical model, which will be connected with the other circuits by means of a common node. The whole problem is thus established as a global electric network containing as many circuits as equations. Each addend inside each differential equation is considered as a current branch which converges into an appropriated node, in which Kirchhoff’s current law (KCL) is satisfied.\(^22\) The electrical analogy establishes that the voltage of this
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node is exactly the concentration of the compound whose concentration varies along time.

For convenience, we can rewrite eq. 1 in the KCL form:

\[
\frac{d[x_i]}{dt} - f([x_1], [x_2] \ldots [x_n]) = 0 \quad (1')
\]

Due to the mathematical signs of the addends inside each equation, their associated currents will be of two types: incoming current branches (negative sign) and outgoing current branches (positive sign), thus satisfying the KCL.

Each current branch of the network is implemented by a particular and appropriate electrical device. The main problem is how to assign them to each term inside the differential equations. Furthermore, these equations will usually be coupled, so the problem increases in complexity. This last fact implies that an individual circuit, which models one particular differential equation, could present current branches that are functions of any node voltages of the electrical network (for further details see Supporting Information).

In general, there are three kind of devices employed to design each electric circuit (see Table 1): \(^{10}\)

(i) One capacitor, associated to the species whose time derivative of its concentration appears in the differential equation \((d[x_i]/dt)\) in eq. \(1'\). The current \(I_c\) at the ends of a capacitor is \(I_c = C \cdot dV/dt\), which can be directly related to the first derivative of the concentration. Since the derivative in eq. \(1'\) has a positive sign, the corresponding current branch will be outgoing from the corresponding voltage node of the circuit.

(ii) Voltage-controlled current sources, one per addend inside each differential equation, excluding \(d[x_i]/dt\). This kind of device is a current source whose value can be defined as a function of other voltages of the network. So, it allows the implementation of the coupled terms inside the differential equation. Its associated branch current can be either incoming or outgoing from the circuit voltage node, depending on the sign of the addend.

(iii) A resistor of high value, a device that does not model any term of the differential equations, but it is necessary to guarantee criteria of continuity.

Once the network model is completed, its simulation is carried out by Pspice, which makes use of the sophisticated numerical techniques of analysis that these kinds of codes embody. \(^{22}\) It is important to stand out that mathematical manipulations inherent to this kind of numerical problems, such as numerical algorithms, output data organization, convergence criteria, among others, as well as additional requirements, such as those referring to mass conservation equations, are not necessary in this method since the chosen software performs this work.

Finally, the initial conditions are implemented by fixing the voltage of the condensers.

a. Illustrative application of the NSM to a prototypical reaction

The simplest mechanistic scheme where we can calculate the kinetic-thermodynamic switching point to illustrate the NSM is that corresponding to the reaction profile depicted in Scheme 1, \(^{23}\) a unimolecular reaction where the reactant \(R\) evolves to the product \(A\) and \(B\). This corresponds to the following kinetic scheme:

\[
B \xrightleftharpoons[k_0]{k_a} R \xrightleftharpoons[k_a]{k_b} A
\]

**Scheme 1.** Mechanistic scheme for the transformation of reactant \(R\) into the products \(A\) and \(B\) showing the rate constants of each process.

The corresponding kinetic study involves three differential equations, eqs. (2)-(4), so three independent (electrically isolated) circuits (as those shown in Figure 3) will appear in the network model of the cell.

\[
\frac{d[R]}{dt} = -(k_a + k_b)[R] + k_{-a}[A] + k_{-b}[B] \quad (2)
\]

\[
\frac{d[A]}{dt} = k_a[R] - k_{-a}[A] \quad (3)
\]

\[
\frac{d[B]}{dt} = k_b[R] - k_{-b}[B] \quad (4)
\]

In this particular case, the system of coupled differential equations can be analytically solved. \(^{24}\)

For simplicity, as a representative example we will focus on equation (2), which involves the variation of species \(R\) with time, which can be rewritten as follows in order to resemble Kirchhoff’s current law:

\[
\frac{d[R]}{dt} + (k_a + k_b)[R] - k_{-a}[A] - k_{-b}[B] = 0 \quad (5)
\]

This equation can be implemented by a four branches circuit plus a resistor of very high value, as can be seen in the top circuit of Figure 3. Each addend is considered as a transport variable, i.e., concentration flow which is balanced with the rest of the terms according to their algebraic sign at the node \(R\). The voltage at the node \(R\) or, equivalently, the voltage at the capacitor, is the value of the variable \([R]\). The capacitor is denoted as \(C_R\). According to the form of the term \(d[R]/dt\), we set the value of the capacitor equal to 1 F (see Supporting Information). The rest of the addends are easily implemented by the voltage-controlled current sources. So, the addend \((k_a + k_b)\) \([R]\) is modelled by a current source \(G_{R_{b}},\) whose explicit form is defined in Pspice as a function of \(k_a\), \(k_b\) and \([R]\). The same procedure is applied for implementing the addends \(-k_{-a}[A]\) and \(-k_{-b}[B]\), respectively, with sources \(G_{R_{a}}\) and \(G_{R_{a}}\), respectively (see Table 1).
The results obtained from the implementation of the network model of Figure 3 in Pspice are shown in Figure 4, where the concentration of species A and B versus time are plotted. Arbitrary values of the rate constants \( k_a = 691.61, k_r = 396.16, k_{-a} = 0.37 \) and \( k_{-b} = 0.02 \), in s\(^{-1}\), and the following initial conditions: \([R]_0 = 1 \text{ mol/l; } [A]_0 = [B]_0 = 0 \text{ mol/l have been chosen. From the simulation, the kinetic-thermodynamic switching point was easily determined. From figure 4 it can be inferred that the switching time is equal to 1.94 seconds.

III. The NSM applied to a tandem of pericyclic processes

Now, we are in disposition to explain how to solve a more complex system with the NSM. Recently, some of us have disclosed an experimental and theoretical study on the conversion of ketenimines bearing 1,3-oxathiane-1 units into the diastemomic spiro-1,3-oxathianequinolines (2) depicted in Scheme 2.\(^{25}\)

![Figure 3](image-url)  
**Figure 3.** Network model designed for the kinetic scheme of the transformation of R into A and B according to the one-step mechanism A $\rightleftharpoons$ R $\rightleftharpoons$ B

![Table 1](image-url)  
**Table 1.** Electrical Modelling Implementation of Each Term of the KCL Form of the Differential Equation\(^{[a]}\)

\[
\frac{d[R]}{dt} + (k_a + k_b)[R] - k_{-a}[A] - k_{-b}[B] = 0
\]

<table>
<thead>
<tr>
<th>Terms</th>
<th>Electrical Devices</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\frac{d[R]}{dt})</td>
<td>Capacitor (C_R) (outgoing current branch)</td>
</tr>
<tr>
<td>((k_a + k_b)[R])</td>
<td>Voltage-controlled current source (G_{R_1}) (outgoing current branch)</td>
</tr>
<tr>
<td>(-k_{-a}[A])</td>
<td>Voltage-controlled current source (G_{R_2}) (incoming current branch)</td>
</tr>
<tr>
<td>(-k_{-b}[B])</td>
<td>Voltage-controlled current source (G_{R_3}) (incoming current branch)</td>
</tr>
</tbody>
</table>

\^[a]\ The sign of the addends of the differential equation is modelled by changing the polarity of the Voltage-controlled current source.

The computational assessment of the conversion 1a$\rightarrow$2a, \(1b\rightarrow2b\), \(1c\rightarrow2c\), allowed us to elucidate the mechanistic paths of these transformations: two consecutive pericyclic processes.
consisting of a [1,5]-H shift of the acetalic hydrogen atom, followed by a 6π-electrocyclic ring closure.

Interestingly, the initial [1,5]-H shift, causes the generation of two stereogenic double bonds and, consequently, four isomeric o-azaxylylene intermediates, \( E,E\)-INTa, \( E,Z\)-INTa, \( Z,E\)-INTa and \( Z,Z\)-INTa can be formed via the corresponding isomeric transition structures (\( E,E\), \( E,Z\), \( Z,E\), \( Z,Z\)-TS1a). Each of these four intermediates undergoes a 6π-electrocyclic closure leading to the diastereomeric spiroquinolines \( \text{trans-2a} \) or \( \text{cis-2a} \) according to the reaction paths disclosed in Scheme 3. The spirocompound \( \text{trans-2a} \) is slightly higher in energy than \( \text{cis-2a} \), and therefore, the latter was predicted to be the thermodynamically controlled product.

![Scheme 3. Mechanistic paths from the computational study for the conversion of 1,3-oxathiane-ketenimine 1a into cis- and trans-spiroquinolines 2a showing the rate constants corresponding to each step.](image)

By examining the resulting reaction profiles and the energy barriers associated to each step it was impossible to distinguish which of the two final species (\( \text{cis-} \) or \( \text{trans-2a} \)), is the kinetically controlled product.\(^{20}\) To rationalize the stereocontrol degree obtained in the experimental work, we then calculated the ratio of spiroquinolines \( \text{cis-2a}/\text{trans-2a} \) by carrying out a quantitative kinetic analysis and solving analytically the resulting system of differential equations.\(^{27}\) To this end we used two assumptions: on the one hand we applied the Steady State Approximation (SSA) and on the other hand, we considered irreversible the conversion of the intermediates into the final spiroquinolines. This last guess was made on the basis of the low values of the corresponding rate constants when compared with those associated to the rest of processes, \( k_{61,4} \ll k_{61,4}, k_{61,4}, k_{1,4}. \)\(^{28}\) Therefore, and taking into account that \( \text{cis-2a} \) is lower in energy than \( \text{trans-2a} \), we assumed the reaction under kinetic control.

Accordingly, we obtained the following solutions for \( [1a], [\text{cis-2a}] \) and \( [\text{trans-2a}] \), as well as for the ratio \( [\text{cis-2a}]/[\text{trans-2a}] \), which is a combination of the considered rate constants, and independent of the reaction time.\(^{29}\)

\[
[1a] = e^{\alpha t} \quad (6)
\]

\[
[cis - 2a] = \left( \frac{\beta}{\alpha} \right) [e^{\alpha t} - 1] \quad (7)
\]

\[
[trans - 2a] = \left( \frac{\gamma}{\alpha} \right) [e^{\alpha t} - 1] \quad (8)
\]

\[
\frac{[cis - 2a]}{[trans - 2a]} = \left( \frac{k_{61} \cdot k_{62}}{k_{61} + k_{62}} \right) + \left( \frac{k_{63} \cdot k_{64}}{k_{63} + k_{64}} \right) + \left( \frac{k_{65} \cdot k_{66}}{k_{65} + k_{66}} \right)
\]

\[
With k_i = k_{i} \cdot \frac{e^{\alpha t}}{t} \quad (10)
\]

where \( \alpha, \beta, \gamma \) and \( \gamma \) are functions of the rate constants, and \( t \) is the reaction time in seconds. From eq. (9), we calculated a ratio \( [\text{cis-2a}]/[\text{trans-2a}] \) of 0.49 at 410 K (the temperature employed in the experimental work), quite approximated to those obtained experimentally.\(^{25}\)

These results were satisfactory because we could carry out a complex kinetic study allowing us to predict the reaction products ratio, and establish that \( \text{trans-2a} \) and \( \text{cis-2a} \) are respectively the kinetically and thermodynamically controlled products. Nevertheless, these solutions, eqs. (6)-(9), are only valid for short reaction times. Moreover, from this approach, given that the second steps were considered irreversible, it is impossible to reach thermodynamic equilibrium, and consequently the switching point does not occur.

Furthermore, despite the concordance between experimental and theoretical results, some general questions cannot be answered due to the limitations imposed by the approximations made:

Is it possible to determine the dependence of the switching time on temperature in such a complex system? Is the employed reaction time adequate for obtaining the maximal reaction yield? Is one of the species both the kinetically and thermodynamically controlled product (no switching point)?

Or, by contrast, one species is the kinetically controlled product and the other is the thermodynamically one? The application of the NSM leads to an accurate answer for each of these questions.
a. Mathematical Model

The mechanism depicted in Scheme 3 can be modelled by the following system of first order ordinary differential equations:

\[
\frac{d[1a]}{dt} = -(k_{a1} + k_{a2} + k_{a3} + k_{a4})[1a] + k_{a1}[Z, Z - INTa] + k_{a2}[E, Z - INTa] + k_{a3}[Z, E - INTa] + k_{a4}[E, E - INTa] \tag{11}
\]

\[
\frac{d[Z, Z - INTa]}{dt} = k_{a1}[1a] - (k_{b1} + k_{c1})[Z, Z - INTa] + k_{d1}[cis - 2a] \tag{12}
\]

\[
\frac{d[E, Z - INTa]}{dt} = k_{a2}[1a] - (k_{b2} + k_{c1})[E, Z - INTa] + k_{d2}[trans - 2a] \tag{13}
\]

\[
\frac{d[Z, E - INTa]}{dt} = k_{a3}[1a] - (k_{b3} + k_{c3})[Z, E - INTa] + k_{d3}[trans - 2a] \tag{14}
\]

\[
\frac{d[E, E - INTa]}{dt} = k_{a4}[1a] - (k_{b4} + k_{c4})[E, E - INTa] + k_{d4}[cis - 2a] \tag{15}
\]

The mathematical model is completed by assuming the following initial conditions:

\[
\begin{align*}
[1a]_0 &= 1 \text{ mol/L;} \\
[Z, Z - INTa]_0 &= [E, Z - INTa]_0 = [Z, E - INTa]_0 = [E, E - INTa]_0 = [cis - 2a]_0 = [trans - 2a]_0 = 0,
\end{align*}
\]

where the subscript 0 refers to time \(t=0\).

IV. Results and Discussion

The numerical analysis of the set of coupled differential equations (11)-(17) was carried out, as shown in the previous section, through the application of the Network Simulation Method by means of Pspice.

By operating in the same way as shown in the illustrative example presented above, the total system will be equivalent to a global electric network containing seven main circuits of two nodes each one, as depicted in Figure 5.
Figure 5. General network model equivalent to equations (11)-(17) corresponding to the kinetic scheme for the transformation of 1,3-oxathiane-ketenimine 1a into cis- and trans-spiroquinolines 2a.
We have considered different temperature values, $T$, ranging from 320 to 500 K. In this way, we are presumably working in the appropriate temperature range to allow the desired reaction to take place and, simultaneously, to minimize side reactions. To this end, the energy barriers corresponding to each step involved in the transformation of $1a$ into cis-$2a$ and trans-$2a$ were computed at different temperatures at the B3LYP/6-31+G** theoretical level in Gaussian09, and then the sets of rate constants ($k_{a1}$, $k_{b1}$, $k_{c1}$, $k_{d1}$) were calculated. In order to save space in the MS these sets of values are shown in Table S2 of the Supporting Info.

The results obtained for all temperatures are qualitatively the same, hence, with the aim to compare them with those obtained in reference 25, we will firstly focus on those corresponding to $T=410$ K. Thereafter, we will analyze the influence of the temperature in the switching time.

In Figure 6 we represent the concentration of the spiroquinolines cis-$2a$ (black curves) and trans-$2a$ (red curves), the thermodynamically and kinetically controlled products, respectively, as a function of time for $T=410$ K. The continuous curves correspond to the data obtained from the NSM, while the dashed curves are plots of eqs. (7) and (8) corresponding to the analytical solution previously calculated. It is important to realize, by comparing the solid and dashed curves, that theoretical solution does not differentiate between the kinetic regime, where the concentration of product cis-$2a$ goes below that of product trans-$2a$, and the thermodynamic one, where the concentration of cis-$2a$ goes above that of product trans-$2a$.

However, the continuous curves clearly show the change of regime, which is characterized by a cutoff time, the so called switching time, $t_s$. It can only be observed when the second steps, the electrocyclic ring closure processes shown in Scheme 3, are considered reversible. For that purpose, it is necessary to include in the kinetic study the corresponding rate constants $k_{d1}$. From data of Figure 6 we can determine that the switching time is $t_s=2.16\times10^3$ s for $T=410$ K.

We can also note that the time for both species to reach the stationary state is greater when we consider all reverse step processes. In fact, the dashed lines are roughly constant from $t=1.0\times10^8$ s, while the solid ones need greater times to reach the stationary regime.

Despite the apparent discrepancies, the dashed and solid curves match at sufficiently short times. To show this, in Figure 7 we represent a detail of Figure 6 until $t=5.0\times10^3$ s, which is within the typical time range employed experimentally for these pericyclic reactions. To distinguish between data that comes from the previous theoretical approach and from our numerical simulations, at short times, we have replaced the dashed lines shown in Figure 7 by dots. From the plot we can determine that the curves match until a time close to $2.0\times10^3$ s, from which they start to diverge. This result reveals two important facts regarding the two approximations made in reference 25: (a) the application of the steady-state approximation to intermediates $EE$-INTa, $EZ$-INTa, $ZE$-INTa and $ZZ$-INTa remains valid. To show this, in our numerical study we have checked that the concentrations of these intermediates are approximately constant and close to zero, not only at short times, but over the entire time range of simulation (see Figure S2 in the Supporting Information); (b) in relation to the irreversibility of the second steps (electrocyclizations of intermediates into the final spiroquinolines), we can conclude that these back step processes can be reasonably neglected at short times, as those shown in Figure 7.
physical behavior is roughly linear in a small time range, until the corresponding step takes place. We can conclude that the reaction time required to achieve the balanced regime must be greater than $1/k^*$, where $k^*$ is the rate constant corresponding to the RSL. 

The ratio $\frac{\text{cis-2a}}{\text{trans-2a}}$ obtained in ref. 25 was determined for $t=6 \times 10^8$ s and $T=410$ K. At that temperature, the rate constant of the RSL, which is the slowest of the reverse processes of the second steps, is $k_{ji} = 2.05649 \times 10^{-9}$ s$^{-1}$. Besides, rate constants $k_{jii}$ are still very small when compared with the rest of the set $\{k_j\}$ (see Table S4). This fact clearly shows that at very short times was appropriated to disregard these reverse processes, as done in the theoretical approach previously reported.

Moreover, at this point it should be noted, that when the value of the RSL rate constant is very small, the switching time (if the switching point exists) is expected to be very high, and therefore, traditional simulation algorithms become inefficient given the high CPU time consumed (see below).

As commented above, in reference 25 some of us calculated that the ratio $\frac{\text{cis-2a}}{\text{trans-2a}}$ was 0.49, obtained by employing eq. (9), which was time independent. Actually, this ratio is an increasing function of time until the stationary state is reached, where it becomes a constant. We plotted in Figure 8 the ratio of species cis-2a and trans-2a extracted from our simulations, versus the reaction time. We can conclude that, in effect, the ratio of both species is not constant and its behavior is roughly linear in a small time range, until $t=5.0 \times 10^5$

The reaction yield is another interesting variable we can predict directly from our calculations. It can be easily monitored by measuring the amount of product obtained in the reaction as a function of time. Equation (6) predicts that the concentration of the reactant, 1a, tends to zero at very long times, so the reaction yield gets a stationary value of 100%. Our simulations reveal, as can be seen in Figure 9, that the reaction yield is a monotonically increasing function of time up to $t=2.0 \times 10^8$ s. The curve gets into a stationary regime from a time close to $3.0 \times 10^8$ s, but reaches a constant value equal to 78.5%. This result may seem surprising, since these data show that the reaction yield will not reach 100%, but it is due to the fact that the concentration of 1a does not tend to zero as the steady state is reached. In fact, from these simulations we have determined that in the stationary state the concentration of 1a is stabilized at a constant value of 0.22 M at 410 K (see Figure S4 in Supporting Info). In the detail of Figure 9 we can observe that the behavior of the reaction yield is roughly linear until a time close to $1.0 \times 10^5$ s. This latter plot is relevant because indicates how to improve the reaction yield by only controlling the experimental reaction time.

Let us discuss in more detail this last assumption. It is a known fact that the rate-limiting step (RSL) is the slowest step in a series of chemical reactions, which sets the overall rate of the multi-step reaction, and generally is that requiring the greatest activation energy. In consecutive organic reactions, it is usual to find great differences between the individual rate steps, so when we determine the rate of the overall process, we are actually measuring the rate of the RSL. This statement can be easily understood in terms of probability. In our study, these rate constants $k$ have units of frequency (s$^{-1}$), which implies that the corresponding step takes place "$k$ times per second"; or equivalent, that the related process occurs once every "$1/k$" seconds. It is clear from this argument that the reaction time required to achieve the balanced regime must be greater than "$1/k^*$", where $k^*$ is the rate constant corresponding to the RSL.

The ratio $\frac{\text{cis-2a}}{\text{trans-2a}}$ obtained in ref. 25 was determined for $t=6 \times 10^8$ s and $T=410$ K. At that temperature, the rate constant of the RSL, which is the slowest of the reverse processes of the second steps, is $k_{ji} = 2.05649 \times 10^{-9}$ s$^{-1}$. Besides, rate constants $k_{jii}$ are still very small when compared with the rest of the set $\{k_j\}$ (see Table S4). This fact clearly shows that at very short times was appropriated to disregard these reverse processes, as done in the theoretical approach previously reported.

Moreover, at this point it should be noted, that when the value of the RSL rate constant is very small, the switching time (if the switching point exists) is expected to be very high, and therefore, traditional simulation algorithms become inefficient given the high CPU time consumed (see below).

As commented above, in reference 25 some of us calculated that the ratio $\frac{\text{cis-2a}}{\text{trans-2a}}$ was 0.49, obtained by employing eq. (9), which was time independent. Actually, this ratio is an increasing function of time until the stationary state is reached, where it becomes a constant. We plotted in Figure 8 the ratio of species cis-2a and trans-2a extracted from our simulations, versus the reaction time. We can conclude that, in effect, the ratio of both species is not constant and its behavior is roughly linear in a small time range, until $t=5.0 \times 10^5$

The reaction yield is another interesting variable we can predict directly from our calculations. It can be easily monitored by measuring the amount of product obtained in the reaction as a function of time. Equation (6) predicts that the concentration of the reactant, 1a, tends to zero at very long times, so the reaction yield gets a stationary value of 100%. Our simulations reveal, as can be seen in Figure 9, that the reaction yield is a monotonically increasing function of time up to $t=2.0 \times 10^8$ s. The curve gets into a stationary regime from a time close to $3.0 \times 10^8$ s, but reaches a constant value equal to 78.5%. This result may seem surprising, since these data show that the reaction yield will not reach 100%, but it is due to the fact that the concentration of 1a does not tend to zero as the steady state is reached. In fact, from these simulations we have determined that in the stationary state the concentration of 1a is stabilized at a constant value of 0.22 M at 410 K (see Figure S4 in Supporting Info). In the detail of Figure 9 we can observe that the behavior of the reaction yield is roughly linear until a time close to $1.0 \times 10^5$ s. This latter plot is relevant because indicates how to improve the reaction yield by only controlling the experimental reaction time.
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To complete the study of the reaction yield, we have also computed the dependence of this variable on the reaction time but considering irreversible the second steps shown in Scheme 3 (i.e., the 6π-electrocyclic ring closures). The results indicated that the yield reaches a constant value equal to 100% from a proper time of $1.0 \times 10^8$ s (see Figure S5 in Supporting Info). This outcome is consistent with the fact that, within this scenario, the concentration of compound $1a$ tends to zero as the steady situation is achieved.

The occurrence of the kinetic-thermodynamic switching point is a fundamental task in our numerical study. In order to achieve a deeper comprehension of the phenomenon, we need to quantify the influence of the temperature on the switching point. Finding an explicit dependence of $t_s$ on $T$ allows us to take control over the change of regime. For the new simulations, the appropriated set of rate constants $\{k_i\}$ has been chosen (see Table S4 in Supporting Information). It is worth to point out that is the variable time, not the temperature, the factor that controls the kinetic-thermodynamic switching point. The temperature only affects the position of the switching time $t_s$. This assumption can be inferred from the simulations at different temperatures. In Figure 10 a plot of the natural logarithm of $t_s$ vs. $T$ (dots) and the linear fit of the curve (solid line) are disclosed. The fit reveals that $t_s$ has a good exponential behavior in terms of $T$ as can be stated form the correlation coefficient $r$, which is equal to -0.996. The fitted expression for $\ln(t_s)$ is:

$$\ln(t_s) = -0.11T + 61.31$$

which constitutes a suitable formula for determining $t_s$ as a function of $T$ in the operating temperature range described in this work.

To conclude, we have carried out other numerical approaches to estimate the validity and consistency of the Network Simulation Method in this study. Specifically, we applied the fourth-order Runge-Kutta (RKM) and the Bulirsch-Stoer (BS) algorithms, both computed in Fortran. The Runge-Kutta method is a standard procedure in numerical analysis to solve ordinary differential equations and the Bulirsch-Stoer is an improved adaptive method designed for the same proposal, which presents a high accuracy with relatively little computational effort. We have obtained identical results from the application of these two algorithms to the set of equations (11)-(17). Furthermore, the representation of concentration versus time for all species match with that obtained from the NSM in Pspice, over the entire time range. In Figure 11 the concentrations of species $cis-2a$ (black) and $trans-2a$ (red) from the NSM (solid curves) and from the fourth-order Runge-Kutta method (dots) are depicted. We conclude that both methods give the same numerical results.
The major problem arising from the application of the RKM to our set of kinetic differential equations is the choice of the discretized step, the so-called step-size control. Generally, when employing a programming language as Fortran, it's necessary to take control over all the variables in the program, which requires special skills in manipulating the code. In our RKM simulations, the discretized step has to be manually chosen, and we have checked that solutions only converge for very low values of this variable. Moreover, the optimum choice strongly depends on $T$, so the task becomes a kind of a trial and error game. The BS algorithm due to its adaptive step-size solves this problem, but we have found that the employed computer time becomes larger than with the RKM. Besides, the BS algorithm often fails in calculating the solutions of rather complicated systems of ordinary differential equations. By contrast, Pspice does not face with the problems of the step-size control, due to its adaptive character and the choice of a suitable numerical algorithm to solve the equations. Once the electric analogy of the system has been established with the NSM, it is only necessary to execute the program, without taking into account any programming feature.

Apart from all these considerations, the main feature of Pspice is its speed of execution. Even at low temperatures, where the switching point takes longer to be reached, this software employs a CPU time in the order of seconds. For example, at $T=350$ K the switching time is approximately equal to $10^{10}$ s (see Figure 11). By comparing algorithms executed in the same CPU (Intel Core i5, 2.7GHz), standard RKM needs CPU times up to four days to properly reach the switch, while NSM in Pspice employs no more than 10 seconds.

We can summarize the important advantages of the network simulation method, in comparison with other “classical” numerical methods: (i) no mathematical manipulation of the differential equations is needed to solve the problem once the network model is designed; (ii) since the simulation code assumes Kirchhoff’s law of current, the balance of the flow variables (conservation law) is inherently conserved without adding new requirements to the model; (iii) very few devices are required to design the equivalent electric network; (iv) the method can be easily extended to other complex systems described by a set of differential equations, so it can be considered as a general approach; (v) the CPU times are very short.

V. Conclusions

The Network Simulation Method, a numerical approach based on the electric analogy of the transport processes, has been successfully employed through its implementation in Pspice, to solve a complex kinetic system. In this way, a set of differential equations, corresponding to the mechanistic paths of a tandem of pericyclic reactions, have been solved, and its kinetic-thermodynamic switching point has been located. These kinetic schemes are usually very difficult to solve analytically without approximations, which do not allow to know in an exhaustive manner the behavior of the solutions over the entire time domain.

To achieve a deeper comprehension of the switching phenomenon, the dependence of the switching time on the reaction temperature has been established, demonstrating that it is time, not temperature, the variable fundamentally controlling the kinetic-thermodynamic switch. To the best of our knowledge no previous studies have calculated the kinetic-thermodynamic switching time at different temperatures. When the switching point takes place at long times, these kinds of kinetic studies become unaffordable in practice by employing standard numerical algorithms, because the computational times required grow very fast as the temperature decreases.

In addition, this approach also allows knowing quantitatively the evolution of the concentrations of all participant species along the time, the reaction yield as a function of the reaction time, as well as when the stationary state will be reached. All these predictions let to manage a deep control over the reaction products that could be applied for synthetic purposes without laborious and expensive experimental trials.

In summary, an efficient and very fast procedure has been used for locating the kinetic-thermodynamic switching point of a tandem of pericyclic reactions. It can be applicable to other complex kinetic schemes, which must be previously scrutinized by computational methods for extracting the energy barriers of their individual reactions steps.
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4 At the best of our knowledge, we have only found a reference where this concept has a proper name, in which is referred as crossing point, see A. Neuforth, P. G. Seybolg, L. B. Kier, C.-K. Cheng, Int. J. Chem. Kinet. 2000, 323, 529-534.

5 A reviewer has opportually suggested that for two parallel reactions, where A and B are the products of kinetic and thermodynamic control, the interception of dependences of their concentrations can be mathematically considered as a fingerprint, see: [a] G. S. Yablonsky, D. Constales, G. Marin, Chem. Eng. Sci. 2010, 65, 2325-2332. [b] D. Constales, G.S. Yablonsky, G.B. Marin, Comput. Math. Appl. 2013, 65, 1614-1624. In these articles it has been recognized that the intersection points of different concentration curves and the coincidences of such intersections in time constitutes a rich source of transient kinetic fingerprints. Certainly, even though from the mathematical aspect this point could be considered just as a fingerprint, from the chemical one, and in accordance with the definition that we have proposed for the kinetic-thermodynamic switching point, this constitutes a fundamental topic, whose location and characterization would allow to take control over the products composition along time.


23 Actually, the occurrence or not of the kinetic-thermodynamic switching point in a chemical reaction leading to two different products depends on the values of the rate constants corresponding to the individual steps, which in turns depends on the relative values of energy barriers associated to those steps. Therefore, two scenarios may be present for a parallel reaction as \( A \rightarrow R \rightarrow B \), one where the switching point appears, and another with not switching point, in which one of the products should be both the kinetic and thermodynamic controlled product along overal reaction time.
27 See reference 25 and the associated supporting info.
28 Besides, we had an experimental proof indicative of the obtained diastereomeric ratio was the result of the kinetic control of the reaction. See reference 25.
29 According to eqs. (19)-(22) the concentrations of cis-2a and trans-2a are time dependent, but the ratio [cis-2a] / [trans-2a] is not time dependent.
31 Variable time on Figure 6 ranges from 0 to 1.0·10^5 s in order to clearly show the switching point. The time required to raise the stationary state for all curves is shown in Figure S1 of the Supporting Information.
32 The asymptotic behavior of the ratio [cis-2a][trans-2a] is shown in Figure S3 of the Supporting Information.
33 We have computed the reaction yield through the following expression, which defines the so called molar yield: Molar Yield (t) (%) = 100 x ([cis-2a] + [trans-2a])/[1a], where [cis-2a] and [trans-2a] are the concentration of the species 1a, cis-2a, and trans-2a at a time t (note that the transformation of 1a into cis-2a + trans-2a is an intramolecular reaction).
34 As mentioned above, the rate constants have been calculated from equation 10, \( k_i = \frac{y_{cis}}{N}, \quad e^{-cR} \), according to the transition state theory. From this equation it can be easily recognized that rate constants present a strong dependence on T.

Several computer software packages for modelling complex kinetic schemes are commercially available. The ChemKin Collection is a very popular one, mostly used in combustion, catalysis, corrosion, plasma etching and chemical vapor deposition, among other applications. However, its use is not simple enough but it request previous training. The SimKinet software, developed by the authors, is probably simpler than any commercial software for kinetic applications, it is completely free, it has a very user-friendly interface and it does not even require in-home installation. The user must basically enter the differential equations and the kinetic rate constants, without any further manipulation. Besides, as stated in the main text, SimKinet is orders of magnitude faster than other numerical methods for solving differential equations.
Fast and effective location of the switch point between kinetic and thermodynamic regimes by means of the NSM approach provides a comprehensive control over the product composition.