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Graphical Abstract: 

 

Text:  

How drug molecules perturb the conformational freedom of a DNA double helix fragment is investigated by 

molecular dynamics simulations. 
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Atomistic account of structural and dynamical changes 
induced by small binders in the double helix of a short DNA 

Barbara Fresch, F. Remacle* 

Department of Chemistry, B6c, University of Liege, B4000 Liege, Belgium 

 

Abstract 

Nucleic acids are flexible molecules and their dynamical properties play a key role in molecular 

recognition events. Small binders interacting with DNA fragments induce both structural and 

dynamical changes in the double helix. We study the dynamics of a DNA dodecamer and of its 

complexes with Hoechst33258, which is a minor groove binder, and with the ethidium cation, which 

is an intercalator, by molecular dynamics simulation. The thermodynamics of the DNA-drug 

interaction is evaluated in connection with the structure and the dynamics of the resulting 

complexes. We identify and characterize the relevant changes of the configurational distribution of 

the DNA helix and relate them to the corresponding entropic contributions to the binding free 

energy. The binder Hoechst locks the breathing motion of the minor groove inducing a reduction of 

the configurational entropy of the helix that amounts to 20 kcal/mol. On the contrary, intercalations 

with the ethidium cation enhance the flexibility of the double helix. We show that the balance 

between the energy required to deform the helix for the intercalation and the gain in configurational 

entropy is the origin of cooperativity in the binding of a second ethidium and of anti-cooperativity in 

the binding of a third one. The results of our study provide understanding on the relation between 

structure, dynamics and energetics in the interaction between DNA fragments and small binders, 

highlighting the role of dynamical changes and consequent variation of the configurational entropy 

of the DNA double helix for both types of binders.  
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1. Introduction 

Understanding the molecular basis of the interaction between DNA and small binders is of 

fundamental interest for the rational design of new therapeutic agents1, 2 and developments in DNA-

based nano technologies.3-5 Our current understanding of the molecular recognition between 

biomolecules and drug-like binders involves a dynamic process where the molecular partners 

undergo structural and dynamical adaptation to implement binding and unbinding events.6-11 The 

central role of molecular flexibility in ligand-receptor interaction is now well recognized,9, 10, 12 

dynamical modifications occurring upon binding have their thermodynamical counterpart in the 

entropic factors contributing to the overall binding free energy. Even in the computer-aided drug 

design, where static docking procedures have been applied for decades, approaches to include the 

changes of configurational entropy upon binding have been recently proposed.13, 14 All-atom 

Molecular Dynamics (MD) of nucleic acids is a powerful method to unveil mechanistic details of 

oligonucleotide flexibility that are difficult, if not impossible, to observe experimentally.15-18 DNA 

oligomers in the canonical B-helix structure are characterized by an overall simple dynamics,7 which 

on a coarse-grained scale resemble the dynamics of an elastic rod.19, 20 At a smaller scale, sequence 

specific dynamical motifs play a significant role in molecular recognition21-23 and changes in the 

flexibility of the double helix contribute to allosteric effects and cooperativity in ligand binding.24 Two 

broad classes of non-covalent DNA-binding agents have been identified,25 groove binders and 

intercalators. Groove binders fit into the DNA minor groove causing no significant perturbation of the 

DNA structure26, 27 whereas intercalators bind by inserting a planar aromatic chromophore between 

adjacent DNA base pairs28 which requires a deformation of the helical structure. 

We focus here on the dynamical changes induced on the double helix of a DNA dodecamer by the 

interaction with two small binders representative of these two different binding modes: 

Hoechst33258 and the ethidium cation. These ligands are well known and their complexes with DNA 

have been studied both experimentally and theoretically (see e.g. refs 29-31 and references therein). 
We chose them as prototypes of the two different mechanisms of interaction with the DNA double 

helix: Hoechst is a minor groove binder that binds selectively to A-rich part of the DNA sequence,7, 30, 

32, 33 while the ethidium cation intercalates between base pairs (BPs) without strong sequence 

specificity.29, 30 We use MD simulations to access the dynamics of the free oligonucleotide and of its 

complexes. The ultimate goal is to identify and estimate the thermodynamic contributions 

corresponding to the structural and dynamical changes induced by the binding.  To this end, the 

computed trajectories are characterized by principal component analysis (PCA)34, 35 that allows the 

identification of the most relevant motions. We find that the main collective mode of the free 

oligonucleotide entails a minor groove breathing motion that is involved in the molecular recognition 

process between the double helix and the minor groove binder Hoechst. The B-helix does not 

undergo important structural modifications upon binding with Hoechst, but its dynamics is strongly 

modified. We identify the changes in the dynamics of the double helix due to the minor groove 

binding and we show that they contribute to the energetics of the binding process as an entropic loss 

of about 20 kcal/mol. Contrary to the minor groove binding of Hoechst the intercalation of an 

ethidium molecule involves a structural deformation of the double helix but does not influence 

considerably the dynamics of the double helix. We characterize the structural deformations induced 
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by different binding modes of ethidium and the corresponding energetics. To study multiple 

intercalations we analyse complexes between the DNA oligonucleotides and one, two and three 

ethidium molecules. We show that the balance between the energy required to deform the helix and 

the gain in configurational entropy is the origin of cooperativity in the binding of a second 

intercalator and of anti-cooperativity in the binding of a third molecule.  

Restriction of the motion of the double helix upon ligation with minor groove binders has been 

theoretically studied in ref7 and experimentally observed with nuclear magnetic resonance (NMR) 

techniques,36 while in ref.37 cooperative effects are predicted for the intercalation of daunomycin 

molecules. We strengthen these previous results by connecting explicitly structural and dynamical 

modifications of the double helix with the thermodynamics of binding and we provide a comparison 

of the change in the dynamics of the DNA double helix induced by the two main modes of interaction 

between DNA and drug molecules (i.e. minor groove binding and intercalation). Overall, the results 

we present here show that dynamical changes of the double helix upon the interaction with small 

binders play an important role in determining the binding free energy and cooperative effects for 

multiple bindings.   

 

2. Methods 

2.1 Systems  

We investigate the dynamics of a free DNA dodecamer (5’- GGTA AATTTAGG – 3’, fig. 1a) in the 

standard B-helix form and of the complexes DNA-Hoechst33258 (1:1) and DNA-ethidium cation with 

one (1:1), two (1:2) and three (1:3) intercalating molecules. Hoechst is a fluorescent bis-

benzimidazole molecule used in several applications in pharmacology (fig. 1b).  It interacts with DNA 

by entering the minor groove with a clear selectivity for AT rich tract of the double helix.7, 32 In order 

to identify a good binding site in the AT rich central region of the considered DNA sequence, we 

performed preliminary unconstrained 6ns equilibrium simulations on two different binding 

configurations (see fig. S1 of the supplementary material). Molecular mechanics with generalised 

Born and surface area solvation (MM-GBSA) analysis38 (see Methods) has been used to evaluate the 

relative binding free energy of the two binding sites. The more stable complex (fig. 1d) has been used 

in all the subsequent simulations. The ethidium cation is a simple polycyclic aromatic molecule with 

short side chains (fig. 1c) and represents a typical DNA intercalator without strong sequence 

specificity. Intercalators bind to the DNA double helix via the non-covalent stacking interaction with 

the DNA base pairs.28, 29, 39 Depending on the binding mode, the localization of the phenyl residue of 

ethidium cation can be either into the minor groove or into the major groove of the helix. Available 

crystal structures40 do not rule out any of the two possibilities and intercalation from the major 

groove has been observed during MD simulations.41 Theoretical studies at the quantum level42-44 on 

minimal model for intercalation (two or four base pairs) indicate that the side chain of ethidium and 

even steric constraints with the nucleic acid backbone are of minor importance in the energetics of 

the binding. We study the (1:1) complex with one molecule of ethidium intercalated on the 5th ApA 

step of the double helix in two binding configurations: with the phenyl ring into the minor groove 

(eth1mg, fig. 1e) and with the phenyl ring into the major groove (eth1MG, fig. 1f). Since this latter 

complex is energetically favoured (see section 3.2) we maintain the intercalation mode in the major 
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groove to study the multiple intercalated complexes (1:2) and (1:3), reported in fig. 1g and h, 

respectively. 

 

 
Figure 1: Structural features of the DNA dodecamer and its complexes with Hoechst and ethidium cation. a) sequence of 

24 bases in the oligomer with relative numbering. The base pairs (BP) are identified by the number of the nucleotide in 

the 5’�3’ strand. The base pair steps are numbered by the left base pair, i.e. the BP step GpG between the 1
st

 BP (GC) 

and the 2
nd

 BP (GC) is number 1 and so on. The parenthesis indicates the BPs interacting with Hoechst while the arrows 

indicate the intercalation sites of the ethidium cation. b) Hoechst molecule. c) ethidium cation molecule. d)-h) Snapshots 

of low energy structures of the complexes DNA-Hoechst, DNA-ethidium cation (1:1) with the side chains of ethidium into 

the minor groove (eth1mg) and into the major groove (eth1MG), DNA-ethidium (1:2) and (1:3).      

 

2.2 Simulations 

MD simulations of the free DNA dodecamer, DNA-Hoechst and DNA-Ethidium complexes were performed using 

AMBER 1045 with the AMBER parm99/bsc0 force field46 and the TIP3P water model.47 The force fields for the 

ligand have been prepared with ANTECHAMBER and corrected according to the parameterization developed in 

ref48 for Hoechst. The initial structures were solvated in a cubic periodic box, with a minimum buffer of 10 Å 

between any DNA or solute atom and the closest box edge. Sodium counterions were added to establish 

charge neutrality. The resulting system was energy minimized using steepest descent and conjugate gradient 

methods to relax any residual unfavourable steric interactions introduced during the solvation procedure. First, 

the system (DNA or DNA complexes) was constrained (500 kcal/mol-Å2) while the water and counterions were 

subjected to 10000 cycles of minimization. Then, the full system was allowed to relax during an additional 

10000 cycles of unrestrained minimization. The DNA/Hoechst33258/Ethidium cations complexes were 

restrained (25 kcal/molÅ2) during a 20 ps, constant volume MD simulation (NVT), during which water and the 

Na+ atoms were allowed to move freely and the temperature was raised from 0 to 300K using a Langevin 

temperature control. Next, the system was subjected to 150 ps of constant pressure (NPT) MD to achieve 

proper density and 5ns (for free DNA and DNA-Hoechst) or 10ns (for DNA-ethidium complexes) of relaxation 
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before production runs. During MD the long-range electrostatic interactions were treated with the particle-

mesh Ewald method49 using a real-space cut-off distance of rcuttoff = 9 Å. The SHAKE algorithm50 was used to 

constrain bond vibrations involving hydrogen atoms, which allowed a time step of 2 fs. We report the analysis 

of 20 ns of equilibrated dynamics for the free DNA and its complexes, referred to as dna and Hoechst, for the 

free dodecamer and the complex with Hoechst. eth1MG, eth2, eth3 refer to the complexes with 1, 2 and 3 

ethidium cations, respectively, with the side chains into the major groove while eth1mg denotes the DNA-

ethidium (1:1) complex with the side chains of the ligand into the minor groove. The 20ns simulation has been 

divided into two halves called A and B of 10 ns each in order to control convergence of parameters and 

principal components analysis (see Analysis section). 

2.3 Analysis 

Free energies are estimated by using the MM-GBSA method,51 in connection with an evaluation of the entropic 

contribution by normal mode and quasi-harmonic analysis (QHA),12 as implemented in the MMPBSA.py 

module52 of AmberTool12. The MM-GBSA is a post-processing method of evaluating binding free energies of 

molecules in solution by the analysis of a set of structures collected in the equilibrated portion of a MD 

trajectory. Solute configurations are sampled from a molecular dynamics simulation using explicit solvent. For 

each solute configuration, the gas-phase energy is estimated using the same molecular mechanics potential 

that was used to perform the simulation, but all solvent molecules are ignored, and no cutoffs are used in 

evaluating the non-bonded interactions. Free energies of solvation are then re-introduced by using a numerical 

Generalized-Boltzmann (GB) calculation for the electrostatic portion and a surface-area-dependent term (SA) 

for non-electrostatic contributions to solvation. Extensive tests on 32 molecules chosen as prototypes of 

nucleic acids and proteins showed that MM-GBSA methodology reproduces solvation free energies of these 

kinds of systems with a mean error < 1kcal.53 In practice we sample 100 configurations from the simulations of 

the free DNA and its complexes. For each ensemble of configurations the estimated free energy can be 

expressed as 

MMGB
MM solG E G T S G T S= + − = −         (1) 

Where the terms on the rhs of the first equality are the molecular mechanics energy without solvent, the 

solvation free energy as provided by the MM-GBSA and the solute entropy, respectively. The brackets denote 

the average over the sampled configurations. Binding free energies are then calculated by subtracting the free 

energies of the unbound receptor and ligand from the free energy of the bound complex 

  MMGB MMGB MMGB MMGB
binding complex receptor ligand bindingG G G G T S G T S∆ = − − − ∆ = ∆ − ∆     (2) 

The entropic contribution related to the reorganization of the solvent upon binding is included in the GBSA 

methodology. The entropic variation that remains to be evaluated in eq.(2) derives from the loss of rotational 

and translational degrees of freedom ( t rS +∆ ) and from changes in the configurational entropy ( confS∆ ) of the 

molecules related to modification of the internal degrees of freedom. The translational and rotational 

contributions are evaluated according to standard statistical mechanics while the evaluation of the 

configurational contribution is a problem that can be tackled at different level of approximations.54 A common 

route to estimate configurational entropy is based on normal mode analysis and the statistical mechanics of a 

classical harmonic oscillator. The fundamental limitation of this approach applied to large molecular aggregates 

is that normal modes are calculated by diagonalization of the Hessian matrix for highly optimized geometries 

that may bear little similarity to the configurations explored in a room temperature MD simulation. Another 

common method is based on quasi-harmonic analysis (QHA)12, 24, 55 which requires the calculation of the 

eigenvalues ω  of the mass-weighted coordinate covariance matrix from the simulation. The quasi-harmonic 

approach includes some effects of anharmonic terms in the potential, at least to the extent that they influence 
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 6 

the mean square displacement, but it is still limited to motion confined in a quasi-harmonic energy basin. By 

defining the scaled energy as  the entropy is calculated by applying the formula for a quantum 

mechanical oscillator, as suggested by Andricioaei and Karplus56 

( )
3 6

1

ln 1
1

i

i

N
i

i

S k e
e

α
α
α−

−

=

 = − − − 
∑   (3) 

For a system containing N atoms it is formally necessary to include 3N-6 configurations in the quasi-harmonic 

analysis to ensure completeness of the data set. We evaluate the entropic contribution by considering the first 

5ns of the equilibrated trajectory (2500 configurations). Unless otherwise specified we exclude the terminal G-

C base-pairs from the analysis since transient opening of the terminal base pairs are frequent and introduce 

spurious anharmonic modes in the calculation. The configurational entropy of the system relates to the volume 

of conformational space accessible to a molecule at a given temperature. Since in a finite-time MD simulation 

the system might not explore all the accessible region of such a space, the entropy calculated according to 

eq.(3) depends on the length of the sampling window used to calculate the covariance matrix. In the case in 

which the system explores a smooth energy landscape during all the simulation time an estimation of the 

entropy in the limit of infinite sampling can be obtained by fitting its time dependence by the empirical 

function12, 24 

S S A tα
∞= −    (4) 

where t is the simulation time,  is the asymptotic value of the entropy formally corresponding to a 

simulation of infinite length while A and α are coefficients whose physical meaning remains unclear. We 

estimate the entropic term by normal mode analysis as well as by the quasi-harmonic approach, extrapolating 

to the asymptotic value given by (4) when appropriate.   

To understand the dynamical changes of the DNA double helix upon binding of the small ligands we analyse the 

computed trajectories in terms of Principal Components (PCs). Principal Component Analysis (PCA) is a 

statistical tool that extracts large-scale motions occurring in the MD trajectory, revealing the structure 

underlying the atomic fluctuations. It defines a new coordinate system through a linear transformation of the 

atomic coordinates. Such collective coordinates are then used to define a low-dimensional subspace (often 

called “essential subspace”) in which a significant part of the molecular motion is expected to take place.  The 

collective coordinate set is determined as a set of eigenvectors that diagonalizes the variance-covariance 

matrix of positional atomic fluctuations, after the elimination of the overall translational and rotational motion. 

In practice, an ensemble of 3N-dimensional coordinate vectors xi, for i=1,..n, is generated by recording, at a 

discrete time interval, the configurations generated during the trajectory. Each element Cpq of the covariance 

matrix is then calculated as the covariance between the p-th and the q-th entry of the coordinate vector x on 

the ensemble of n realizations, namely 

( ) ( )
1

1 n
i i

pq p p q q
i

x x x x
n =

= − −∑C        (5) 

where i
px  and i

qx  are the elements of ix , while px  and qx  denote their average over the ensemble of n 

realizations. The result is a time independent matrix of dimension 3Nx3N. A set of eigenvalues and 

eigenvectors is obtained by solving the standard eigenvalue problem = ΛCT T  with Λ being the diagonal 

matrix of the eigenvalues and T the transformation matrix whose columns are the eigenvectors of C. The i-th 

eigenvector represents the axis of the i-th collective coordinate in the conformational space, while the 

associate eigenvalue iλ  gives the mean square fluctuation along that axis. To obtain 3N-6 physically 

S∞
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 7 

meaningful eigenvalues, it is formally necessary to include at least 3N-6 configurations in the principal 

component analysis to ensure completeness of the data set. If iη represents the i-th eigenvector, or Principal 

Component (PC), of C, we can define the projection of the original MD trajectory onto the new direction 

defined by this principal component 

( ) ( )( )i ip t t= ⋅ −η x x      (6) 

The time evolution of the projections gives indication on the characteristic of the motion along the PC and 

contributes to the characterization of the underlying energy landscape.57, 58 By binning the values of the time 

dependent projection ( )ip t , one obtains the corresponding probability distribution, ( )iP p . The variance of the 

distribution of each projection is the variance of the atomic fluctuation along the i-th principal component, i.e. 

the corresponding eigenvalue, ( )2

i ip tλ = . A Gaussian distribution of the projection pi corresponds to 

sampling around one single structure and indicates that the explored region of energy landscape is well 

described by a quadratic potential (“harmonic modes”) or it is at least characterized by a harmonic envelope 

(“quasi-harmonic or singly-hierarchical modes”).59 The ability of the analysis to extract meaningful information 

on important functional motions and features of the energy landscape depends on the statistical relevance of 

the configurational subspace sampled within the simulation. To evaluate the reliability of the principal 

components it is good practice to divide the simulation in two halves and compare the corresponding modes. 

Two sets of eigenvectors iη and jυ  can be compared with each other by taking their inner product 

ij i jS = ⋅η υ      (7) 

Sub-nanosecond MD simulations of protein dynamics showed that even if the individual principal components 

extracted from different portions of the dynamics correlate poorly, the subspace spanned by the major 

principal components converges remarkably rapidly.60 The degree of overlap between essential subspaces is 

often measured as the root mean square inner product (RMSIP) of the two sets of eigenvectors  

( )2

1 1

1
RMSIP =

M M

M i j
i jM = =

⋅∑∑ η υ      (8) 

where M is the dimension of the subspaces. In order to visualise and interpret the motion defined by a PC it is 

useful to project it back to Cartesian coordinates as follows 

( )( )i i it p t= ⋅ +x η x       (9) 

We will use the Cartesian representation of the modes given by eq.(9) to illustrate the atomic displacement 

involved in the principal components. PCA analysis was carried on as implemented in the PCAsuite software.61 

The convergence of the first five PCs of the free oligonucleotide has been verified by comparing the results 

obtained by using different portions and different lengths (5 ns, 10 ns and 20 ns) of the total 20 ns trajectory. 

Deformations of the DNA double helix structure will be described in terms of the standard six base pair 

parameters (shear, buckle, stretch, propeller, stagger, opening) and six dimer step parameters (roll, tilt, twist, 

shift, slide, and rise). 62, 63 The minor groove width at the level of the i-th base pair is defined as the distances 

between the P atoms in different strands separated by 3 base pairs, i.e., the distance between P ‘(i − 2)···P(i + 2) 

across the minor groove with three intervening base pairs. Here P(i) and P‘(i) are the 5‘-phosphates of the 

complementary nucleotides that comprise base pair i, with the prime used to denote the nonsequence 

(complementary) strand. For example, the computed minor groove widths at the 5th base-pair step 
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corresponds to the distances between P‘(3)···P(7). All the analyses were performed by the different moduli of 

the AmberTools12 suite of programs.  

 

3. Results and Discussion 

3.1 Minor-Groove Binding 

We start by considering the binding of Hoechst to the minor groove of the DNA double helix. The 

structure of the DNA-Hoechst complex is showed in fig.1d. The H-bond analysis of the 20ns trajectory 

of the DNA-Hoechst complex reveals that the interaction occurs mainly through the formation of 

hydrogen bonds between the N-donors of the Hoechst and the free oxygen of the thymine bases 

T19-20-7, a weaker hydrogen bond is also established with the nitrogen of the adenine base A6, (see 

Figure 1 for the numbering convention). The end-to-end distance of the double helix (calculated as 

the distance between the –OH termination of the guanine and cytosine residues at the 5’ termini) in 

the DNA-Hoechst complex (39.7Å ± 2.3) is practically the same as for the free dodecamer (39.2Å ±
2.6). In figure 2 we report relevant parameters describing the structure of the double helix in the free 

oligonucleotide as well as in the complex with Hoechst. The height of the bars denotes the average 

value of the selected parameters while the error bars denote their variability quantified as standard 

deviation calculated along the trajectory. The first two bars (blue and green) of Figure 2 refer to the 

two halves of the 20ns DNA simulation: all the parameters show consistent values indicating 

convergence of the results and a good sampling of the helix conformations. The local flexibility of the 

DNA helix is sequence dependent, pyrimidine-purine base pair steps exhibiting the largest flexibility 

and deformability in the B-form DNA.64 Accordingly, we find that BP steps 3 and 9 (TpA) are 

characterized by a significant positive value of roll, that indicates a local bending of the helix, 

together with a lower value of the local twist. Binding of Hoechst to the DNA double helix does not 

imply significant structural reorganisations as previously reported by both experimental32 and 

theoretical7 studies. The analysis of the structural descriptors of the complex (brown bars in Figure2) 

shows that binding with Hoechst slightly affects the parameters describing the base pairs directly 

involved in the interaction (5th, 6th, 7th, 8th BPs).  Specifically, higher average values of buckle and 

more negative values of propeller deformations indicate that the bases are not co-planar within the 

base pair in order to maximize the favourable interactions with the binder. However, the base pairs 

remain relatively free to move as indicated by the fluctuations of these parameters about their 

average value. The only effect we observe on the helical descriptors is a slight over-twist of the BP 

steps ApA5 and ApA7, together with the unwinding of the TpT8 base pair step probably due to the 

steric disturbance of the piperazinyl ring of Hoechst. 
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Figure 2: Selected parameters (in degrees) describing the conformation of the base pairs and of helix. The height of the 

bars denotes the parameter average value while the error bars denote their variability quantified as standard deviation 

calculated along the trajectory. The first and the second bars (blue and green) refer to first and the second halves of the 

simulation of the free DNA oligonucleotide. The third bar (red) refers the the simulation of the DNA-Hoechst complex.     

  

We calculate the binding free energy for the Hoechst complex by applying the MM-GBSA scheme 

described in the Methods section, eq.(2). The contributions to the GBSA free energy of binding are 

reported in Table 1. The interpretation of the experimental thermodynamic binding data of minor-

groove binders usually assumes that the contributions to the binding free energy arising from 

conformational changes are negligible compared to other forces driving ligand-DNA complexation.25, 

27 This assumption is motivated by the observation that the structures of the double helix and of the 

ligand are not considerably distorted as observed from x-ray crystallographic studies. Thus, the 

binding of a ligand to the minor groove of DNA is treated as a rigid-body association. This view is 

supported by the successful application of the single trajectory (ST) protocol to evaluate the binding 

energy from molecular dynamics simulations.65 Within the ST approach, the MD procedure is 

performed only for the ligand–DNA complex, followed by the extraction of the trajectories of the 

free molecules, which is equivalent to the assumption that the conformations of the DNA and the 

ligand in the bound and unbound states are similar. In practice, taking all structures from a single 

simulation cancels the noise resulting from sampling inconsistencies and the error inherent in force-

field and implicit solvation energies, and it is often preferred.66 For the DNA-Hoechst complex, we 

implement both the single trajectory (ST) and the multiple trajectory (MT) protocols. In the multiple 

trajectory approach the MM-GBSA energy contributions of the receptor and the ligand in the 

unbound state are evaluated on trajectories obtained from separate simulations. The two 

approaches give very similar results for the DNA-Hoechst complex (see Table 1). The dominant terms 

of the MM-GBSA binding free energy analysis are Van der Waals and electrostatic interactions, as 

expected for a positively charged binder establishing H-bond interactions with the DNA bases. The 

estimation of the entropic contribution by normal mode analysis and quasi-harmonic analysis (QHA), 

both calculated with a ST protocol, shows a remarkable agreement. The result of the MM-GBSA/ 

normal mode analysis in the single trajectory approach gives a binding free energy of -34.5 ± 6 

kcal/mol and comparable values are obtained by considering the MM-GBSA energy difference 

calculated with the multiple trajectory approach or by using the QHA estimation of the entropy 
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calculated with the ST protocol. This value is considerably higher than the experimental binding 

energy, evaluated between -7kcal/mol and -12kcal/mol depending on the binding site and the 

measurement technique.32, 33 We then estimate the configurational entropy of the receptor (i.e. the 

DNA double helix) from the trajectory of the free oligonucleotide. It is 20 kcal/mol higher than the 

value estimated by using the dynamics of the double helix in the bound state. By using the free 

oligonucleotide as receptor we calculate a binding free energy of -11.3 kcal/mol in excellent 

agreement with the experimental values. The extra entropic contribution deriving from considering 

the dynamics of the free oligonucleotide rather than the dynamics of the bounded receptor suggests 

that ligation modifies the dynamics of the double helix and this is what we analyse in details below.  

To investigate the dynamical effects of the binding we analyse the trajectories of the free 

oligonucleotide and of the Hoechst complex in terms of Principal Components (PCs) of the motion of 

the sugar-phosphate backbone and of the whole double helix. A backbone-only analysis is helpful to 

disentangle different components of the molecular recognition process: variation in the sugar-

phosphate backbone affects the minor groove width producing specific movements essential to 

clamp the ligands.7, 67 We found, however, that the main collective modes resulting from the 

backbone PCA are very similar to those obtained from all-atom analysis.12 In order to assess the 

robustness of the analysis we first consider the dependence of the PCs obtained from the covariance 

matrix of the backbone atoms on the simulation length. In Fig.3a we report the similarity between 

the first 5 modes obtained from the first (dnaA) and the second halves (dnaB) of the total 20ns 

trajectory in the form of the matrix of the inner products between them, see eq. (7). The higher value 

of the products clustered along the diagonal shows the good convergence of the main principal 

components. The overlap of the essential subspaces spanned by the first five PCs of the two different 

portions of the trajectory calculated as the RMSIP defined in eq.(8) amounts to 0.9. The motions 

described by the eigenvectors are oscillatory about the mean structure, with no net drift that could 

suggest a change in the overall conformation of the molecule. The corresponding probability 

densities, shown in figure 3b for the fist eigenvector, are well described by Gaussian distributions 

expected for motions that explore quasi-harmonic energy basin. These observations establish the 

robustness of the PCs resulting from the total 20 ns trajectory of the free oligonucleotide. The first 

two modes resulting from the analysis of the backbone atoms and from the all-atom PCA are shown 

in Fig 3c: both modes correspond to bending of the duplex as also results from a normal modes 

analysis of the DNA double helix20, 68 and resemble the normal motions of a simple elastic rod.  
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Figure 3: Principal Component Analysis of the free DNA 

dodecamer: a) Matrix of the inner products between the 

principal components, eq.(7), obtained by dividing the 

trajectory into two halves. b) probability distribution of 

the projection of the atomic positional fluctuations 

along the 1
st

 principal component, eq.(6). c) 

Visualization of the atomic motion obtained from eq. (9)

involved in the 1
st

 and 2
nd

 principal components of the 

only-backbone and all-atom PCA. For the backbone 

modes, the two limit structures together with the traces 

of the intermediate configurations of the backbone are 

shown. For comparison, in the representation of the all-

atom PCs the trace of the backbone motion involved in 

the modes is reported. The changing colours of the 

traces denote different snapshots during the oscillation.   

 

 

 

 

 

 

 

The first principal component entails a “groove breathing” motion in the central portion of the 

double helix (see figure 1c and the animation available in supplementary materials), with the 

backbone of the two strands getting far apart during the bending. This motion favours the 

recognition of a minor groove binder like Hoechst7 that has to reach the central region of the double-

helix in order to establish the H-bond with the DNA bases. The analysis of the principal components 

on the 20ns trajectory of the DNA-Hoechst complex reveals the presence of a large-amplitude 

anharmonic motion (see figure SI-2 in the supplementary material) that is due to the transient 

fraying of the terminal base-pair GC1. To avoid the introduction of spurious effects we refer to the 

principal components obtained from the first 5ns of the simulation, i.e. prior to the un-pairing of the 

terminal base-pair. The total variance due to the backbone motion registered during 5ns of the 

dynamics of the Hoechst complex is smaller that the variance describing the dynamics of the free 

oligonucleotide during the same time (a summary on the variance data obtained from PCA and the 

overlap between essential subspaces are reported in Table SI-1 of supplementary material).  The 

question whether individual PCs calculated on relatively short simulations are meaningful, especially 

with reference to functional motions in protein, has been subject of debates.60, 69, 70 For the DNA-

based systems considered here, the convergence analysis performed in the free oligonucleotide 

trajectory shows that the first five PCs obtained by analysing a 5ns trajectory are essentially the same 

obtained by using the whole 20 ns trajectory. Moreover, the elimination of clearly anharmonic 

modes corresponding to a barrier crossing and exploration of new energy basins (see also the 
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discussion in Figure SI-2) insures that the motions represented by the PCs are the modes 

corresponding to a well-defined and quasi-harmonic energy basin that is sufficiently sampled during 

5ns of dynamics. The similarity matrix between the first five principal components of the dynamics of 

the backbone in the free DNA oligonucleotide and in the complexes with Hoechst is reported in 

Figure 4a and suggests that the first PC of DNA-Hoechst backbone dynamics is analogous to the 

second PC of the free oligonucleotide. The visual inspection of the modes (see Figure 4b and the 

mode animation in SI) confirms that in the DNA-Hoechst complex the first and the second modes are 

switched: the 1st PC is the bending around two hinges while the 2nd PC corresponds to the bending 

around the central hinge. However, despite the high overlap of the two vectors, the 2nd mode of the 

Hoechst complex is quite different from the 1st mode of the free oligonucleotide for what concerns 

the motion of the central region of the double-helix. As one can noticed from the representation of 

the 2nd PC in figure 4b, the central part of the helix remains rigid while the analogous mode in the 

free oligonucleotide contains the groove breathing motion. The change in the groove width is thus 

suppressed by the presence of the Hoechst molecule. The groove is locked in the conformation that 

maximizes the favourable interaction between the DNA and the binder. The suppression of the 

groove breathing dynamics is reflected in the minor groove width calculated during the 20 ns 

simulation in the central part of the double helix reported in figure 4c. The average width of the 

groove decreases for all the central base pairs (from BP 4 to 8) in the Hoechst complex and the width 

variation (quantified as twice the standard deviation along the trajectory and represented by the 

error bars) is greatly reduced especially for the base pairs directly interacting with the binder. The 

configurational entropy of the double-helix in the free DNA oligonucleotides and in the Hoechst 

complex for different simulation length are reported in figure 4d. We excluded from the analysis the 

four GC base pairs located at the termini of the double helix since they bring an-harmonic 

contributions due to reversible openings observed along the trajectory. The difference in 

configurational entropy of the double helix is independent from the simulation length and equals 

20kcal/mol, as we previously estimated in the first 5ns of the trajectory. By fitting the entropy with 

eq. (4) we find an asymptotic value of 482.2kcal/mol in the Hoechst complex and 502.6kcal/mol for 

the free oligonucleotide, which again correspond to a negative variation of 20kcal/mol in the 

configurational entropy of the DNA double-helix. We can thus conclude that the binding with 

Hoechst restricts the flexibility of the double helix especially by locking the breathing motion of the 

minor groove. This dynamical modification is reflected in an entropic penalty for the binding that 

amounts to 20 kcal/mol and it is thus critical to recover a binding energy compatible with the 

experimental value.   
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Figure 4: Principal Component Analysis of the DNA-Hoechst complex: a) Matrix of the inner products between the 

principal components of the backbone motion of the complex and the free oligomer. b) Visualization of the atomic 

motion obtained from eq. (9) involved in the 2
nd

 principal components of the only-backbone and all-atom PCA in the 

Hoechst complex, see legend of figure 2. c) average value and fluctuation of minor groove width calculated during the 

20ns simulation in the central part of the double helix for the Hoechst complex (black) and the free oligomer (red). d) 

QHA entropy as a function of the simulation length and fitting (dashes) with eq.(4).  

 

Table 1: MMGBSA analysis of the DNA:Hoechst complex in the single and multiple trajectory protocol. 

Decomposition of ΔGbinding in the MM-GBSA scheme: Van der Waals (VDWAALS), electrostatic (EEL), polar 

(EGB) and non-polar (ESURF) contributions to the solvation free energy, total gas phase (DELTA G gas) and 

solvation (DELTA G solv) binding energy, and resulting MM-GBSA binding energy (DELTA TOTAL). Estimation 

of the translational, rotational and configurational entropy by normal mode and quasi-harmonic analysis 

from the single trajectory and QHA estimation by considering the free DNA as receptor. All the values are in 

kcal/mol.  

Energy Components 

 

Average/Std. Err. 

(STP) 

Average/Std. Err. 

(MTP) 

VDWAALS -64.63 ± 0.24 -63.7 ± 2.2 

EEL -573.7 ± 1.2 -586.2 ± 13 

EGB 590.6 ± 1.1 603.9 ± 12 

ESURF -6.95 ± 0.01 -7.07 ± 0.1 

DELTA G gas -638.3 ± 1.3 -648.6 ± 13 

DELTA G solv 583.6 ± 1.1 596.9 ± 12 

DELTA TOTAL -54.73 ± 0.32 -51.7 ± 6 

   

Entropy Term TΔS Normal Mode/QHA QHA 

Translational -13.1 ± 0/ -13.1 -13.06 

Rotational -11.25 ± 0.02/ -11.26 -11.2 

Vibrational 4.1 ± 1.6/ 2.36 -16.1 

DELTA S total -20.2 ± 1.6/ -21.9 -40.4 

bindingG∆  -34.5 ± 6/  -32.7 -11.3 
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3.2 Intercalation of one ethidium cation 

In the complex DNA-ethidium (1:1) the chosen intercalation site is the ApA5 base pair step. We 

compare two intercalation modes: in eth1mg the phenyl ring of the ligand is into the minor groove 

while in eth1MG the phenyl ring points toward the major grove of the helix (figure 1e and f). Unlike 

the binding to the minor groove discussed above, it is clear that intercalation requires structural 

change in the double helix. The first step in the binding process of each intercalator is the drug-

induced creation of the intercalation site.71-74 The intercalation site differs from the undisturbed DNA 

by a doubling of the base–base stacking distance followed by unwinding and conformational changes 

of the sugar phosphate backbone. Because of the formation of the intercalation site, a MM-GBSA 

estimation of the binding free energy in a single trajectory protocol overestimates the binding free 

energy since it does not take into account the energy spent to deform the double helix. The binding 

energies obtained for the two complexes are reported in Table 2 while the complete results of the 

analysis, including the different MM-GBSA contributions to the total energy of each species are 

reported in Table2 of the SI. In the first column of Table 2 we report the binding energy calculated 

with the ST protocol that ignores the energy required to form the intercalation site. By comparing 

the MM-GBSA energy of the receptor calculated within the ST protocol and the energy of the free 

DNA oligonucleotide we calculate the energetic penalty associated to the creation of the 

intercalation site that is 

 ( ) ( ),( )MMGB MMGB ST MMGB
deformation receptorG G eth1 G DNA∆ = − .                   (10) 

Rather unexpectedly, we found that the energies required to create the intercalation site for the two 

binding modes are significantly different, the energy required for eth1mg (23.8 kcal/mol) being more 

than twice the energy required for the eth1MG complex (9.9 kcal/mol). By adding the deformation 

energy, eq. (10), to the ST binding energy we obtain the MM-GBSA estimation of the binding energy. 

The intercalation mode of eth1MG is energetically favoured mainly because it requires less energy to 

deform the double helix. The estimation of the entropic contribution does not change this result 

since the QHA estimation of the entropy of the two complexes gives comparable value (equal within 

1 kcal/mole, see Table 2). In comparison to the minor groove binding of Hoechst, the intercalation of 

a single molecule of ethidium does not modify much the configurational dynamics of the double 

helix, we observe only a slight increase of configurational entropy upon binding that suggests an 

enhanced flexibility of the helix with respect to the unbound state. The total solute entropy variation 

accompanying the binding is still negative due to the lost of global translational and rotational degree 

of freedom.  By taking into account the different deformation energies, we find that the binding 

configuration with the phenyl ring into the minor groove is less favoured than the binding energy of 

the ethidium with the side chain directed toward the major groove. The total binding energy of -

4.7kcal/mol we obtain for eth1mg compares well with the value calculated with different theoretical 

methodologies29 for the same binding configuration. For the binding in the eth1MG the calculated 

binding energy amounts to -9.6 kcal/mol, both values compare fairly well with the experimental 

estimation of -7kcal/mol.75  

In order to understand the structural origin of the different energies required to create the 

intercalation site in the two binding configurations we compare, in figure 5, the parameters 

describing the average structure of the double helix in the two complexes eth1MG (second bar) and 

Page 15 of 24 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



 15

eth1mg (third bar). The values characterizing 

the free oligonucleotide helix are also reported 

for reference (first bar).  

 

 

Figure 5: Selected parameters describing the 

conformation of the base pairs and of helix in the free 

oligonucleotide (blue), eth1MG (green) and eth1mg 

(brown). The height of the bars denotes the average 

value of the selected parameters while the error bars 

denote their variability quantified as standard deviation 

calculated along the trajectory.      

 

 

The average step rise of the intercalation site 

ApA5 increases from 3.34 Å ± 0.31 in the free 

oligonucleotide to 7.33 Å ± 0.36 and 7.10 Å ±
0.39  in eth1MG and eth1mg, respectively. This 

is a local deformation since the rise parameters 

of the neighbouring BP steps are unaffected by 

the intercalation (Figure 5e) in good agreement 

with previous results obtained for other small 

intercalators.29, 37 The end-to-end distance of 

the helix in the complex is also enhanced by 

about 4 Å with respect to the free helix. The 

formation of the intercalation site involves a roll 

deformation in the corresponding BP step,71 we 

found that the intercalated BP step is 

characterized by a negative roll in eth1MG and a 

positive roll in eth1mg indicating the opening of 

the BP step in the direction of the side chains of 

ethidium (fig 5f).  This is accompanied by a 

further opening of the intercalation site due to 

opposite values of buckle in the two BPs directly 

interacting with the intercalator (see panel a of 

figure 5). On the other hand the staking interaction with the ligand reduces the value of propeller of 

the same BPs. Intercalation entails significant untwisting of the intercalation site and increased twist 

fluctuations, with a more marked untwisting for the binding mode eth1mg (from 34.5° ± 4.5 of the 

free ApA5 to 23.2 ± 7.6 of the intercalated ApA5 in eth1MG and 5.3 ± 8.4 in eth1mg). Also the values 

of shift and slide (fig. 5c-d) show that the configuration of the double helix, especially in its central 

part around the intercalation site, is more disturbed when the side chains of ethidium are directed 

into the minor groove. The more prominent deformation of the double helix caused by the presence 

of the ethidium with the phenyl group into the minor groove is the origin of the higher energy 
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required to create the intercalation site and of the consequent decreasing of the binding energy in 

eth1mg with respect to eth1MG.        

Table 2: Analysis of the binding free energy in the intercalated complexes. The energetics refers to the single 

intercalation process, i.e. the unbound state of the (1:n) complex is defined as the (1:n-1) complex, for 

n=1,2,3. 
,( )MMGB ST

bindingG∆  is the MM-GBSA free energy of binding obtained in a single trajectory approach while 

MMGB
deformationG∆  denotes the difference in free energy between the deformed helix and the free 

oligonucleotide. The sum of these two terms give the MM-GBSA binding energy. The configurational entropic 

contribution to the binding energy is evaluated by QHA. All the values are in kcal/mol.   

 ,( )MMGB ST
bindingG∆  MMGB

deformationG∆  MMGB
bindingG∆  confT S∆ (*) TOTT S∆  

bindingG∆  

eth1mg -41.7 23.8 -17.9 9.8 -13.2 -4.7 

eth1MG -33.9 9.9 -24.0 8.6 -14.4 -9.6 

eth2 -33.3 17.7 -15.6 21.0 -2.1 -13.5 

eth3 -34.2 25.7 -8.5 19.5 -3.6 -4.9 
(*) all the entropic term are evaluated by QHA over 5ns of simulation and they refer to the change in entropy due to the last intercalation 

event. In the evaluation, the terminal G-C base pairs have been excluded to avoid anharmonic contributions resulting from base-pair 

opening events.   

 

3.3 Multiple Intercalations 

According to the results discussed in the previous section, we study multiple intercalations by 

inserting the ligand with the side chains directed toward the major groove of the helix. The second 

intercalation into the position TpT7 (eth2, see fig 1g) produces the same effects described above at 

the level of the involved base pairs. The rise of this second intercalation site also increases to 7.2 Å 

and this is reflected by the end-to-end distance that amounts to 47.1 Å ± 2.5 (7.9 Å longer than the 

free dodecamer). A significant unwinding of the central part of the helix is observed: in addition to 

the un-twisting of the TpT7 BP step that accommodate the ligand, the intercalation of the second 

ethidium induces a further untwisting of the first intercalation site (ApA5) and of the ApT6 step 

located between the two intercalation sites.  Probably to compensate the unwinding of the central 

part of the helix a significant increment on the twist of the steps TpA3 and 9, which are the second 

next BP step from the intercalation sites, is observed (the plot of the parameters for the multiple 

intercalated complexes are available in figure SI-3). As noticed above the TpA pyrimidine-purine base 

pair steps in position 3 and 9 represent the most flexible point of our sequence. Even if relatively 

distant from the intercalation sites, their relative conformational freedom compensates the 

unwinding of the central part of the helix. The third molecule of ethidium is intercalated in TpA9 

reducing the twist of this base pare step to 12.6° ± 9.7. The average end-to-end distance of the DNA-

ethidium complex (1:3) amounts to 54.9Å ± 2.7, meaning that the intercalation of the third ethidium 

cation in position 9 causes a higher elongation than the previous intercalations in position 5 and 7. 

Since the rise of the TpA9 after intercalation is comparable to the rise of ApA5 and TpT7, the 

increased elongation is due to the important unwinding of the base pair step TpA9. 

In order to compare the dynamics of the double helix in the free oligonucleotide and in the 

intercalated complexes we investigate the principal components of the helix dynamics in the 
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trajectory of the free DNA and those of the (1:1), (1:2) and (1:3) complexes. Intercalations with 

ethidium decisively enhance the flexibility of the backbone and of the entire double helix, as it is 

shown by the higher total variance registered during the trajectory of the bounded helixes (see Table 

SI1). The principal component analysis of the helix motion in the (1:1) complex dynamics shows that 

the principal modes are qualitatively the same as those of the free oligonucleotide, while the 

similarity is gradually lost by increasing the number of intercalating molecules (the similarity matrices 

between the intercalated complexes and the free DNA are reported in figure SI-4). In Figure 6a the 

first mode is represented for all the ethidium complexes: the motion of the backbone includes the 

breathing dynamics of the minor groove already observed for the free oligonucleotide. The average 

minor groove width (figure 6b) is increased upon intercalation for the base pairs directly interacting 

with the binder and also for next-neighbour base-pairs while the amplitudes of the minor groove 

width fluctuations are not affected by the first two intercalation at the BP steps 5 and 7. As it is 

suggested by the end-to-end distance of the complex, the third intercalation in the more flexible 

TpA9 step involves structural and dynamical changes that are more pronounced than for the two 

intercalations at ApA5 and TpT7. Upon the third intercalation the amplitude of the minor groove 

width fluctuation around the base-pairs 7 and 8 increases significantly, suggesting that all the bottom 

half of the double helix (i.e. BPs from 6 to 12) becomes more flexible. To quantify the motional 

freedom gained by the double helix upon multiple intercalations we calculate the atomic fluctuations 

along all the PCs of the backbone dynamics and we show in figure 6c the total backbone fluctuations 

for each base pair and for each complex. The first intercalation of ethidium in position 5 does not 

change significantly the flexibility of the double helix. In the complex 1:2 we observe that the 

backbone around the central base-pairs, especially AT6 and TA7 that are in between the two 

intercalators, becomes more floppy. The third intercalation between TA9 and AT10 considerably 

changes the dynamical freedom of the entire bottom half of the double helix. This result clearly 

shows that, even if the structural modifications due to intercalation have a local character,29, 37 the 

influence on the dynamical properties of the double helix propagates through several base pairs and 

the dynamics of a consistent part of the system is perturbed. The increased motional freedom of the 

helix correlates with an increment of its configurational entropy. In figure 6d we report the 

configurational entropy of the double helix in the three ethidium complexes as a function of the 

simulation time and we compare it with the one of the free oligonucleotide. The results obtained for 

the (1:2) and (1:3) complexes have to be taken with caution since the first principal component is 

clearly anharmonic (see fig 4 in SI) and thus inconsistent with the quasi-harmonic assumption of 

eq.(3). Nonetheless, the calculated entropies indicate a clear qualitative trend: a positive 

configurational entropy variation of the double helix accompanies each intercalation event, this 

variation is of the order of 5kcal/mol for the first two intercalations at ApA5 and TpT7. The entropy 

variation of the double helix following the third intercalation is up to four times larger, which is 

consistent with an overall higher flexibility of a large part of the helix. The long range dynamical 

modifications can play a role in the cooperativity found for the intercalation of other small 

intercalating molecules37 since an enhanced flexibility of the helix may favour the formation of an 

extra intercalation site. In order to study the energetic of multiple intercalations we applied the MM-

GBSA method to the ethidium complexes. We focus on the energetic of the single intercalation, 

meaning that the unbound state of the (1:n) complex is defined as the (1:n-1) complex, for n=1,2,3. 

The results are summarized in Table 2. By neglecting the deformation energy, i.e. in the STP 

approach, the MM-GBSA binding energy is practically the same for all the intercalation events and it 

is around -34 kcal/mol. The evaluation of the deformation energy follows eq.(10): to define the 
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deformation energy involved in the second intercalation, the energy difference in the rhs of eq. (10) 

refers to the energy of the complex (1:1) extracted as receptor from the trajectory of the complex 

(1:2) that has to be compared with the energy of the complex (1:1) in its own trajectory. The same 

scheme is applied for the third intercalator. The MM-GBSA energy required to create the 

intercalation site increases monotonically with the number of intercalators already present in the 

helix. We find 9.9 kcal/mol for the first intercalation site, 17.7 kcal/mol for the second intercalation 

site and 25.7 kcal/mol for the third intercalation site. Accordingly, the MM-GBSA free energy of 

binding without the inclusion of the solute entropy decreases for subsequent intercalation events 

with no sign of cooperative effect. The entropic contribution coming from the solute entropy has 

been estimated by QHA by subtracting the entropy of the (1:n-1) complex and the ligand from the 

entropy of the (1:n) complex for n=1,2,3 and the result are reported in Table2. The entropy variation 

due to the loss of global translational and rotational degrees of freedom upon binding is constant for 

all the intercalations and amounts to about -23kcal/mol. Each intercalation entails a gain in 

configurational entropy. For the first intercalation it amounts to confT S∆ = 8.6 kcal/mol and  this 

value raises to confT S∆ ≃ 20 kcal/mol for the second and the third intercalations. The balance 

between the MM-GBSA free energy of binding and the entropy variation due to the change in the 

solute dynamics gives a binding free energy, eq. (2), that depends on the number of molecules 

already intercalated in the helix. We calculate bindingG∆ = -9.6 kcal/mol for the first intercalation at 

the ApA5 step, bindingG∆ = -13.5 kcal/mol for the second intercalation at TpT7 and bindingG∆ = -4.9 

kcal/mol for the third intercalation at TpA9. We thus find a cooperative effect for the second binding, 

which results to be more favourable than the first one as already found for other intercalators.37  

Cooperativity arises mainly from the gain in conformational freedom and the consequent gain in 

configurational entropy of the (1:2) complex with respect to the (1:1) complex. Despite the gain in 

configurational entropy, the third intercalation is disfavoured because of the higher energetic cost 

required for the creation of the intercalation site.         
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Figure 6: a) Visualization of the atomic motion obtained 

from eq. (9) involved in the 1
st

 principal component of 

the all-atom PCA in the intercalated complexes. b) 

average value and fluctuation of minor groove width 

calculated during the 20ns simulation in the central 

part of the double helix for the free oligomer (black), 

eth1mg (red), eth2 (green) and eth3 (blue). c) Total root 

mean square atomic fluctuations grouped by base 

pairs. d) QHA entropy of the double helix in the free 

oligonucleotide and in the intercalated complexes as a 

function of the simulation length and fitting with eq.(4).  

 

     

 

 

 

 

 

 

 

 

 

 

 

4. Conclusions 

We analysed the structural and dynamical modifications occurring in the double helix of a DNA 

dodecamer upon binding with small ligands. As prototype of minor groove binder, we consider the 

Hoechst molecule, while we used the ethidium cation to study intercalation. Changes in the dynamics 

of the double helix entail an entropic contribution in the thermodynamics of binding that cannot be 

ignored. In particular, we find that binding with Hoechst causes the minor groove to be locked in a 

configuration that is narrower than in the free oligonucleotide and the suppression of the groove 
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breathing motion involved in the molecular recognition of the drug molecule. The consequent 

negative variation in the configurational entropy of the double helix contributes 20 kcal/mol in the 

binding free energy of the complex and it has to be taken into account in order to obtain binding 

energies comparable with the experimental values. On the contrary, intercalation enhances the 

flexibility of the helical scaffold. We studied two binding configurations of the ethidium cation, 

finding that the orientation of the ligand with the side chains directed toward the major groove 

requires fewer changes in the helical structure and it is thus slightly favoured over the configuration 

in which the side-chains are into the minor groove. The energetics of subsequent intercalations 

depends on the number of previously intercalated molecules. Structural deformations upon 

intercalation are localized but dynamical changes propagate through the base-pairs and affect the 

flexibility of the entire double helix. Due to the balance between the energy required to create the 

intercalation site and the gain in configurational entropy of the solute upon intercalation, we find a 

cooperative effect that favours the intercalation of the second ethidium molecule but disfavours the 

intercalation of a third molecule. The study of multiple intercalated complexes considered here 

points out that the thermodynamics of multiple bindings is a complex problem. Further 

investigations are required to elucidate a number of interesting issues as, for example, whether the 

dynamical changes are site-dependent, whether the favoured binding mode changes depending on 

the binding mode of the previously intercalated molecules, possible site specificity arising after the 

first intercalation and the role of the total length of the oligonucleotide. Overall, our results highlight 

the important influence of dynamical changes in the DNA double-helix on the thermodynamics of 

molecular recognition process, for both minor groove binding agents and intercalating drugs. 

Principal Components Analysis reveals that the main changes in the dynamics of the double helix 

upon binding occur in the slower, collective motions of the DNA double helix. Since these global 

modes characterize the DNA double helix dynamics rather independently of its specific sequence, we 

are confident that the main results we reported are also robust with respect to changes in the 

sequence of the dodecamer.       
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