PCCP

Accepted Manuscript

st s s s This is an Accepted Manuscript, which has been through the
Royal Society of Chemistry peer review process and has been
accepted for publication.

Accepted Manuscripts are published online shortly after
acceptance, before technical editing, formatting and proof reading.
Using this free service, authors can make their results available

to the community, in citable form, before we publish the edited
article. We will replace this Accepted Manuscript with the edited
and formatted Advance Article as soon as it is available.

You can find more information about Accepted Manuscripts in the
Information for Authors.

Please note that technical editing may introduce minor changes

to the text and/or graphics, which may alter content. The journal's
= standard Terms & Conditions and the Ethical guidelines still

‘z?@ﬁs&é%: apply. In no event shall the Royal Society of Chemistry be held

responsible for any errors or omissions in this Accepted Manuscript

Or any consequences arising from the use of any information it

contains.

ROYAL SOCIETY
OF CHEMISTRY WWW.rsc.org/pccp


http://www.rsc.org/Publishing/Journals/guidelines/AuthorGuidelines/JournalPolicy/accepted_manuscripts.asp
http://www.rsc.org/help/termsconditions.asp
http://www.rsc.org/publishing/journals/guidelines/

Page 1 of 32 Physical Chemistry Chemical Physics

Linear Free Energy Relationships in RNA
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Abstract

RNA cleavage transesterification is of fundamental reaction in biology tlcatadyzed by
both protein and RNA enzymes. In this work, a series of RNA transestdiifitmodel reac-
tions with a wide range of leaving groups are investigated with density-furadtealculations
in an aqueous solvation environment in order to study linear free englagjonships (LFERS)
and their connection to transition state structure and bonding. Overalltsrestained from
the polarizable continuum solvation model with UAKS radii produce the besaticorrela-
tions and closest overall agreement with experimental results. Reactiona pathr leaving
group are predicted to proceed via a stepwise mechanism with a late tranttierhat is
rate controlling. As leaving group becomes more acidic and labile, the lsaofidroth early
and late transition states decrease. LFERs for each transition state aretedmpith the

late transition state barrier showing greater sensitivity to leaving grédp por sufficiently
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enhanced leaving groups, the reaction mechanism transits to a concedeanisen charac-
terized by a single early transition state. Further linear relationships wekeddor bond
lengths and bond orders as a function of leaving grakipand rate constant values that can
be used for prediction. This work provides important benchmark linear énergy data that
allows a molecular-level characterization of the structure and bondingedfdhsition states
for this important class of phosphoryl transfer reactions. The relateparted herein can be
used to aid in the interpretation of data obtained from experimental studiesnetatalytic

and catalytic mechanisms.

Introduction

Cleavage of the phosphodiester bond of RN& a fundamental phosphoryl transfer reaction in
biology? that is catalyzed by both protein enzymes such as RNa$e and RNA enzymes such
as the class of small self-cleaving nucleolytic ribozyfhethat include the hammerhe&d!Chair-
pin,1112 hepatitis delta virus3-1varkud satellitd 1% and gimS?%-23 ribozymes. The first step
in this reaction involves a cleavage transesterificatioerahy the 20H position on the RNA
ribose ring becomes activated, and makes an in-line attackepadjacent phosphate, proceeding
through a pentavalent transition state or intermediatet rasulting in a 23'-cyclic phosphate and
a cleaved 5leaving group (Scheme 1). Consequently, there is greaesttén understanding the
mechanisms whereby proteins and RNA enzymes are able tyzathis reaction.

A powerful experimental method to study catalytic mechanisto examine linear free energy
relationships (LFERS) that provide insight into the naturéhe transition state through exami-
nation of the sensitivity of the reaction rate constant @uikbrium constant) to chemical modi-
fications at key positions such as the nucleophile and lgayinup?*-3? For example, Brgnsted
coefficients have been utilized to estimate effective obaieyveloped on the leaving group in the
transition states and measure the effect of leaving group@mneaction rate$>33-3'The Leffler

index?9:38-41gerves as an indicator of the extent of bond formation andl fission in the tran-
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sition state, and to locate its position along reaction doate. In this way, LFERs are used to
make qualitative inferences about the nature of the tiansstate geometry, bonding and charge
distribution.

The goal of this work is to establishcquantitative connection between LFER data and molec-
ular structure and bonding relevant for RNA cleavage traeséisation reactions. Toward this
end, we have performed density-functional calculationsafset of RNA transesterification model
reactions illustrated in Scheme 1, with different leavingugps shown in Scheme 2. The results are
compared with available experimental data, and provide@ldd atomic level picture of mecha-
nism. Further, relationships are established that alledigtion of bond lengths and bond orders
in the rate controlling transition states that can be useaddan the quantitative interpretation of

LFERs in enzymes and ribozymes.

Computational Methods

To explore the in-line mechanisms of RNA transesterificatimdel reactions and analyze linear
free energy relationships, stationary points (minima aadsition states) along the reaction coor-
dinate for the in-line mechanisms were identified using GAUSN09*? suite of programs with
the M06-2X*3 density-functional model and an ultrafine numerical intion grid (pruned from
99/590 radial/angular points). Geometry optimizationsemearried out with the 6-31++G(d,p)
basis set with default convergence criteria. Frequenclysisaat the same theoretical level were
performed to establish the nature of all the stationarytgand to allow evaluation of thermody-
namic quantities. Reaction pathways were verified withmsid reaction path calculations. Elec-
tronic energies for optimized geometries were further egfiny single point calculation using the
6-311++G(3df,2p) basis set. This protocol for geometryrogation and energy refinementis des-
ignated herein by the abbreviated notation M06-2X/6-31G3elf,2p)//M06-2X/6-31++G(d,p).

Thermodynamic properties at 298.15K were obtained fronttteeretical calculations using stan-
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dard statistical mechanical expressions for separablatidmal, rotational and translational con-
tributions in the canonical ensembfeand have been described in detail elsewlére.

Bond orders for bonds in the transition states were investijasing Natural Bond Order
(NBO) analysié®47 at the same level of theory and basis set as for the geometirpipation.
Calculated Wiberg bond orders are normalized by dividing Otiee Wiberg bond order calculated
for a bridging P-O single bond in dimethyl phosphate (takelnet a fully formed P-O single bond).

Solvent effects are important in phosphoryl transfer ieasf® and were examined using the
same geometry optimization/energy refinement protocob{R/6-311++G(3df,2p)//M06-2X/6-
31++G(d,p), as for the gas phase calculations, but withesiolv effects included self-consistently
and with full geometry optimization using the polarizabtstnuum model (PCM>Cwith two
different sets of solvation radii (UFE and UAKS®?). The UFF radii is the default used in the
Gaussian PCM solvation model, whereas the UAKS radii wereanigeed for use with Kohn-
Sham density functional calculations at the PBE0/6-31GHallof theory?*? Our experience has
been that the UAKS radii are generally reliable for statrgnaoints that are stable minima, and
fairly transferable to density-functional models thategsimilar densities (including the M06-2X
functional used here, see for example references 53, 54)nifation of the model in its current
form, however, is that the radii do not necessarily adjusicimy along the reaction path, and are
not necessarily reliable for all transition states or tramsintermediates. During the calculation,
the default UAKS radii in the intermediates differed fronosle in the transition states. In order to
make these radii consistent, we used an averaging stf&tedyereby the radii of oxygen atoms
connected to phosphorus in the intermediates were set tovédrage radii of oxygen atoms of the
leaving group and nucleophile in the nearyby transitiotesta (see Supporting Information for

details).
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Results and Discussion

A series of RNA transesterification model reactions (Schejnard herein studied with 17 dif-
ferent leaving groups (Scheme 2) that fall into the follogviiive general classes: 1) alkoxide,
2) hetero-alkoxide, 3) alkanethiolate, 4) aryloxide andc&jboxylate anions, and range from
electron-donating poor leaving groups to electron-wigtwdng enhanced leaving groups. In all
of the model reactions studied here, the first step involresassociation of the nucleophile - an
intramolecular process that initiates formation of a fivemmbered ring involving a pentavalent
phosphorane species. There are two formal associativeanischs that lead to the same products:
a concerted mechanism that proceeds through a singletiosnsiate, and a stepwise mechanism
that proceeds through two transition states that are siyphby an intermediate. A concerted
mechanism is described as either synchronous (havingasiohdgrees of bonding to the nucle-
ophile and leaving group in the transition state) or asymechs (having differing degrees of bond-
ing to the nucleophile and leaving group in the transitiatest For either stepwise mechanisms
or concerted asynchronus mechanisms, the transitionsstate further be designated as either
“early” or “late”, depending on where along the reaction hoate they occur. We denote a tran-
sition state as being “early” if it is characterized by a drdagree of bond formation/cleavage with
the nucleophile/leaving group, respectively. Converselyate” transition state involves a nearly
fully formed bond with the nucleophile and a nearly cleavedd with the leaving group. For
the “enhanced” leaving groups (withkp values less thar 13) considered here, the mechanisms
are concerted asynchronous and proceed throughréytransition state (TS1). Alternatively, for
relatively poor leaving groups (withKa, values greater thasy 13) the mechanisms are stepwise
and proceed through bodarly andlate transition states (TS1 and TS2, respectively) separated by
a shallow metastable intermediate (I). As described inildetéow, early andlate refer to the loca-
tion of the transition state along a reaction coordinateithelves the difference in leaving group

and nucleophile distances with the reactive phosphorugaive and positive reaction coordinate
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values indicate early and late transition states, respyji

Representative examples of rate-limiting transition stedeeach of these leaving group classes
are presented in Figure 1. Free energies of transitionsstatermediates and products relative to
reactants of model reactions, calculated using both UFRB&IES solvation radii, are listed in
Table 1 along with experimentaKgs of the leaving group conjugate acids in water &t5Acti-
vation free energies for rate-limiting transition statésnodel reactions calculated at2&nd 80
are presented in Table 3 together with available experiah@atrriers.

In this work, we consider three following Brgnsted-type etations*-2°

BL = dlogk/dpKa (1)
BZ = Ologk?/dpKa ?)
Beq = 0l0gKeq/dpKa 3)

wherek! andk? are the rate constants estimated from the free energy tsafoeTS1 and TS2,
respectivelyKeq is the equilibrium constant estimated from the reactioa &eergy, andig, refers
to the leaving group conjugate acid (LgH). Also of intersgtie so-called Leffler indé® (afission)

which is defined as a ratio between the Brgnsted correlat®ns a

Qfisson = 010gk/d10gKeq = Big/Beq (4)

wheref 4 andk are the Brgnsted correlation and the rate constant, regglgctior the rate-
controlling transition state.

The calculated Brgnsted correlatioﬁ,%, /3,% and B are plotted in Figure 2 for both UFF
and UAKS solvation radii. Th g values from available experiments are summarized in Table 2

together with our calculateiy at 25 and 80 for comparison. Finally, we examine correlations
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between bond lengths or bond orders &ogk or pK; values in Figures 3 and 4, respectively.
All quantitative correlation relationships have been eciéd and are compiled in a single table

(Table 4) for reference.

Experimental Reference Data

Several model reactions with various aryl and alkyl leavgngups have been investigated exper-
imentally at different temperatures to analyze LFERs of RN#sesterification; the measured
Brgnsted coefficients are shown in Table 2. Lonnkerg.%° analyzed original measured kinetic
data®®56 of uridine 3-phosphate diester cleavage and derived a non-linear Bxaestrelation
with a convex break atty of 12.58; two significantly different Bransted valugg(and 37) of
-0.52 and -1.34 were obtained for model reactions with amgllakyl leaving groups, respectively.
The referencgBey value of -1.74 is taken from phosphoryl transfer of phosphoronoaniorr?’
the B value has been widely used as an estimationfgrof RNA transesterification model
reactions>33

It should be mentioned that the experimental model systeFalite 2 that is closest in structure
to the system examined in the present computational workhigiPoxypropyl phosphate diesteft.
This data was analyz&el by fitting to a non-linear Bragnsted correlation model, aligiothe au-
thors note that the data was not sufficient to obtain defsmiBvansted parameters. Nonetheless,
the break in the Brgnsted plot appears to occur at a highgvadue than that measured for uridine
3'-phosphate diester cleavalj€® and predicted from the present calculations on a very simila

model system.

Comparison of Brgnsted Coefficients

Calculated and experimental activation free energies terlmaiting transition states are listed in

Table 3. The barrier differences between UFF and UAKS catmns are on average 0-2%.58



Physical Chemistry Chemical Physics Page 8 of 32

and 0.291.66 kcal/mol at 23C and 80C, respectively. UFF and UAKS barriers are on average
5.05+2.46 and 5.131.43 kcal/mol lower than experimental values at & cyclization of 2-
hydroxypropyl phosphate diesters. The calculated baraex generally closer to the experimental
values for the transesterification of uridineghosphates (mean signed error of G:4730 and
0.58+0.96 kcal/mol for UFF and UAKS radii, respectively).

Linear relationships between calculated logarithmic catestants for each transition state (TS1
and TS2) and the experimentd{pof leaving groups are illustrated in Figure 2. Linear catieins
from both UFF and UAKS solvation radii were overall similarth correlation coefficients ranging
in magnitude between 0.93 and 0.98. 'B@values predicted by UFF and UAKS (-0.54 and -0.52,
respectively) are in close agreement with each other, valsetmaB,% (-2.04 and -1.37, respectively)
andfeq (-2.44 and -1.74, respectively) values show greater vanats expected, thﬁlé values
are considerably greater than ﬁf& illustrating the increased sensitivity of the late tréiosi state
TS2 to nature of the leaving group. The sulfur-containirayileg groups appear as outliers for fits
of logKeq, particularly for the UFF model, due largely to overstaaition of the thiolate anion in
solution by these models.

The LFER results from the UAKS radii are in excellent agreetwéth available experimental
values for similar reactions. Calculated and experimerghles forBl}J, B|2g and e are compared
in Table 2. Theﬁ,}g’ value for predicted by both UFF and UAKS (-0.54 and -0.52peetively) are
in close agreement with experimental value (-0.52) for §ydrtixide-ion catalyzed transesterifica-
tions of uridine 3-phosphates with good leaving grou??sTheBﬁjj value predicted from the UAKS
radii (-1.37), also agrees well with the experimental vatiel.34 for uridine 3-phosphates with
poor leaving groups® The UAKS value forBeq (-1.74) is in excellent agreement with the value
measured for the phosphono monoanion transfer reagfion.

Another important quantity to analyze is the break pointhi@ LFERs corresponding to TS1
and TS2 derive; i.e., the intersection of the fitted Iinesﬂérandﬁ,%. The break point predicted

from the calculation with UAKS radii is 12.98, which is clogethe analogous experimentally
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predicted value of 12.58 The calculated value also falls within the range of the expental
pK, values for the 2hydroxyl group in uridine 3phosphate ethyl ester (12.8%),and for the
2'-hydroxyl group in chimeric oligonucleotide (13.49.

Overall, the UFF radii are in poorer quantitative agreenvatit experiment. This is not ter-
ribly surprising since the UAKS model radii were optimizedréproduce solvation free energies
when used with density functional methods, having beenldpee using PBE0/6-31G(d) param-
eterization level2 Nonetheless, the very close alignment of the UAKS resulth experiments
provides support for the supposition that one can use thdeiras a basis from which to determine
reaction mechanism, and make a quantitative connectioveleetexperimental data and transition

state geometry and bonding. These connections will be thesfof the following sections.

Reaction Mechanism

The results in Figures 1 and 2 illustrate that leaving grdwg& strong impact on the mechanisms
of model reactions. Table 1 lists the calculated relatie® fenergies of transition states, inter-
mediates and products relative to reactants for both UAKGWIRF radii models, as well as the
experimental g5 values for the leaving groups.

The K values listed in the table and discussed herein correspotie tequilibrium

LgH(aq) = Lg (aq) + H'(aq) (5)

where the leaving group anion is L¢ag). Consequently, decreasingpindicates a shift in the
equilibrium so as to favor the state where the Lg-H bond i&éndeading to the Lg(aq) species.
Decreasing leaving groug<g is thus expected to be correlated with the transesteriicagaction
free energy, since the reaction product involves a simiiateswhereby a Lg-P bond is broken
leading to the Lg (aq) species. Indeed, we observe that the reaction free enémgiable 1,AG,

generally trend toward more negative values with decrgdsiaving group Ka. Stability of the
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anion leaving group depends on its ability to electronycalithdraw electron density up to a full
-1 charge, and its solvation free energy. Hence, highvalues correspond to poor leaving groups,
and low K3 values correspond to good (enhanced) leaving groups.

As is typical for phosphoryl transfer reactions of phosplaiesters: all of the transition states
predicted here are associative in nature, meaning thapih@ach of the nucleophile to the phos-
phorus generally precedes cleavage of the bond to the pgvoup. For the purposes of discus-
sion, therefore, we introduce a coordinafethat describes the overall reaction progression as the
difference in leaving group and nucleophile bond distate@sosphorus, i.e{ = Rp_L g — Rp_nu-
With this definition of reaction coordinaté,for reactant and product states would have large neg-
ative and positive values, respectively. Referring to Sah&nthe value for the “early” transition
state (TS1) would have a small negative value, whereasaites transition state (TS2) would have
a small positive{ value, and the intermediate (I) would have a near zero vatigge by “large”,
“small” and “near zero” we mean that magnitudes are roughdyatgr than 1 A, between 1 and 0.5
A, and less than 0.5 A, respectively.

If the reaction is native transesterification where the @ojehile and leaving group have similar
pKa values, the reaction will proceed through both an early aladeatransition states, separated
by a shallow, metastable intermedi&feFor a dianionic transition state, the intermediate is high
in energy®? and not sufficiently long liveeP to undergo pseudorotatidii:®* The UAKS results
shown in Table 1 which are in good agreement with availabpegrental data indicate that the
barriers to decomposition of the intermediates are faimalé (on average 3.000.58 kcal/mol).
For reactions involving leaving groups that have compargki}, values to that of the nucleophile,
the two transition states are expected to be somewhat simienergy. However, the endocyclic
bond between the nucleophile and phosphorus must alsortekad¢count some degree of strain
energy to form a five-membered ring in the pentavalent tt@msstate, although this is expected
to be quite smallMore significant is that cleavage of the exocyclic bond rissala considerably

more strained tetravalent phosphorus species which ighighenergy. These effects have been

10
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discussed in detail elsewhef&%7 In addition to ring strain, differential solvation effe#s8.69

of the acyclic reactant and cyclic product states also plagtea The overall result, for this series
of reactions, is that for stepwise mechanisms (e.g., withr p@aving groups having highkg
values), cleavage of the exocyclic bond (TS2) is typicadliercontrolling except the case that
trifluoroethoxide serves as a leaving group where the bafi€S1 is just slightly higher than that
of TS2 by 1.51 kcal/mol.It should be noted that the present series of model readtiiffies from
native RNA transesterification reactions in that 1) the nygitéle of the former (a primary alcohol)
has a higher i, value than the secondar{(H group of the latter, and 2) the strain energy of ring
formation is expected to differ due to coupling of the secobdse ring in the case of RNA.

The trends in reactivity modeled by the LFERSs, and the ultnshift in mechanism from a
stepwise pathway involving a rate-controlling late (TS2nsition state to a concerted pathway
with a single early (TS1) transition state, can be easilyewstbod through consideration of the
Hammond effec€* 7% As the K, of the leaving group decreases, the reaction equilibrivraria
the product state that contains the solvated anionic lgayiaup. As a consequence, the TS2 bar-
rier height becomes lower, and shifts away from the prod{ies toward less positivé values).
Since chemical modification of the leaving group has a di@eck profound effect on the stability
of the exocyclic chemical bond to phosphorus, the cleavagéhh is characteristic of the rate-
controlling TS2, we expe(ﬂlé to have a large magnitude, indicating that the reactionisdighly
sensitive to modifications of the leaving group.

At some point, as thelfy, of the leaving group becomes lower, the shift and lowering $2
is such that it becomes only a decaying shoulder in the wgagtiofile and ultimately vanishes.
This causes the reaction to revert to a single-step mecahanith only an early transition state
(TS1) corresponding to formation of the endocyclic bondMeetn the nucleophile and phospho-
rus. At this point a convex break point in the LFERS occurs, fandeactions involving leaving
groups with K, values lower than the break point, the vaquBélfis smaller in magnitude than

Blzg, reflecting a diminished sensitivity to variation of theuvaeay group. Indeed, thﬁ{fJj is more

11
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than 2.5 times larger thaﬁs‘,l, which suggests Brgnsted coefficients are useful indexetetaify
mechanisms of RNA transesterification reactions. The mastmgpredicted from our calculations
is consistent with the interpretation of experimental dst®avis et al.33 and Kosoneret al.>®

on transesterification of uridiné-phosphate diesters. The computational results preséeted
indicate, for the series of model reactions consideredicgritly enhanced leaving groups lead to
concerted mechanisms that all proceed through a single B8rland LFER analysis predictsBg
value with a small magnitudd-or less enhanced and poor leaving groups, mechanismsegare st
wise, and in almost all cases the rate-controlling tramsistate is late, leading to a large negative
By value.

Further support for the supposition that the rate-limitiragnsition states for transesterification
of uridine 3-phosphate diesters with good leaving groups should bg €&8l1) is given by calcu-
lation of the Leffler index38 dfisson. Thedfission = Big/Beg=0.30, where th@q value of -0.52 is
used® The atisson Value is consistent with the average bond order of breakihg Bond in early

transition state from calculation with UAKS radii, 0.31.

Transition State Structure and Bonding

Experimental measurement of LFERS provides insight intolraeism, and qualitative inferences
can be made with regard to characterization of the tramsgtate. Theoretical calculations, on
the other hand, can provide detailed information about theeire and bonding in the transition
state. Of course, in order for this detailed information éouseful, the theoretical models must
be sufficiently validated with respect to experiment. Weehdemonstrated that the present elec-
tronic structure calculations and PCM solvation model witkk$ radii agree well with available
experiments on similar RNA transesterification model remsti Consequently, we may proceed
to derive relations that allow the prediction of structunel donding in the transition state based
on these results.

Calculated bond length (R) and bond order (N) results for thaifag (P-Nu) bond and break-

12
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ing (P-Lg) bond for both TS1 and TS2 are listed in Supportimgrimation. Linear relationships
have been identified between these bond quantities and lihdatad logarithmic rate constants
or experimental leaving grougKg values. These correlations are illustrated in Figures Bethae
regression values, along with linear correlation coeffitsgare listed in Table 4 and can be used
for prediction. Analogous correlations for TS2 were nodevit from the calculations. Nonethe-
less, we were able to reasonably relate the bond lengthsanttidyders in the transition states for

this reaction with a simple 3-parameter exponential model:
N(R) = AeB-R/C (6)

whereR is the P-Nu or P-Lg bond length (A) in the transition statej #re fitted parameters are
A=0.94,B=1.64 A andC=0.56 A. This relation allows one to infer transition statmbing from

geometry or visa versa. Plots of these relations are givBapgporting Information. The rich bond-
ing information for the rating-limiting transition state not otherwise quantitatively interpretable

from Leffler indices?

Conclusions

Herein a series of RNA transesterification model reactiorih wiwide range of leaving groups
have been investigated with density-functional calcafaiin an agueous solvation environment
modeled with two different sets of solvation radii (UFF andKS). Linear free energy relation-
ships are derived from the calculations for both early atel ieansition states. Results using the
UAKS radii agree closely with available experiments, ama/mte a model from which quantitative
information about transition state structure and bondeng lee derived. Depending on the nature
of the leaving group, reactions may proceed via a stepwisdamesm that passes through both an

early and late transition states separated by a transiemtmadiate, or through a single early tran-

13
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sition state. Brgnsted correlatior% andBEq can be used to distinguish these two mechanisms.
Further correlations are derived that connect transitiate$ond lengths and bond orders with ex-
perimental reaction rate constants and leaving grd{govplues, and between transition state bond
lengths and bond orders. Together, these results providels\tbrom which to aid in the interpre-
tation of experimental LFER data, and make predictions BBINA cleavage transesterification

reactions catalyzed by proteins and RNA enzymes.
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Scheme 1: The mechanisms of RNA transesterification modetioea with different leaving
groups (Lg). R, TS1, I, TS2 and P stand for reactant, early transitiote statermediate, late
transition state and product, respectively. Comparisoh®@RNA numbering scheme is shown in
the leftmost frame (RNA atoms that are not present in the m@@eitions are indicated in green).
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Lg: W (CHs),CHO
¥ CH3CH,CH,0
¥ CHsCH,O @ PhO
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A HOCH,CH,0 @ 4-CNPhO
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Scheme 2: 2-hydroxyethyl phosphate diester with varioasgteg groups (Lg), color/shape coded
into the following five general classes: alkoxide (red/ddviangle), hetero-alkoxide (blue/up tri-
angle), alkanethiolate (yellow/square), aryloxide (peigircle) and carboxylate (green/diamond)
anions.
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L 2.36 ?172I L 2.32 1.72

(a) CHsCH,O~ (16) (b) CHCCH,O~ (13.55)

(C) CFsCH,0~ (12.4) (d) CHsCH,S~ (10.61)

(e) p-NQPhO™ (7.95) (f) CHzCOO™ (4.46)

Figure 1: Structures of representative rate-limiting siion states for model reactions. Leaving
groups (Lg’) and the [Kzs associated with their conjugate acids (LgH) are indicatedediately
below the structures.
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Figure 2: Linear free energy relationships between caledltgarithmic rate constants (k'gand
logk?) and experimentaltss of leaving groups (top) and between calculated logaritrequilib-
rium constants (lo§eq) and experimental s of leaving groups (bottomk?! andk? are calcu-
lated rate constants for early and late transition stat84 @nd TS2), respectively. Rate constants
are obtained from density-functional calculations with P&Mvation model and UFF (left) and
UAKS (right) radii. Red down triangle, blue up triangle, y®il square, purple round and green
diamond symbols correspond to alkyl, hetero-alkyl, thioemyl and acid leaving groups, respec-
tively. Filled and empty symbols stand for TS1 and TS2, respely. Regression parameters for
logk®, logk? and lodKeq are given as well as linear correlation coefficient for r.
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Figure 3: Linear relationships between bond lengBs,(,andRg , ;, A) of early transition states
(TS1) and the corresponding calculated rate constant&{l@mnd experimental s of leaving

groups. The calculation were performed using density{fanal method with PCM solvation
model and UFF (left) and UAKS (right) radii. Red down triangbdue up triangle, purple round
and green diamond symbols correspond to alkyl, heterd;atienyl and acid leaving groups,
respectively. Regression parametersRbare given as well as linear correlation coefficient for r.
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Figure 4: Linear relationships between logarithmic bondees (IodN3 , and log\g | ) of early
transition states (TS1) and the corresponding rate catsstiaigk!) and experimentallfs of leav-
ing groups. The calculation were performed using densihcfional method with PCM solvation
model and UFF (left) and UAKS (right) radii. Red down triangbdue up triangle, purple round
and green diamond symbols correspond to alkyl, heterd;alkgnyl and acid leaving groups, re-
spectively. Regression parameters forN@gre given as well as linear correlation coefficient for
r.
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UFF UAKS Expt.
Leaving Group AG]  AG  AG) AG AG]  AG  AG) AG pKa
(CHg3)2,CHO™ 20.26 20.25 25.96 -1.56 20.03 17.66 23.82 -10.95 17.1
CH3CH;CH,O™ 18.94 19.11 24.26 -1.40 18.61 15.61 22.73 -9.40 16.1
CH3CHO™ 20.25 20.19 25.84 -0.04 19.73 16.80 23.17 -7.55 16
CH3O™ 18.96 19.07 24.43 -0.59 19.00 15.94 2236 -6.51 15.54
HOCH,CH,O™ 18.25 16.61 19.64 -6.44 19.10 17.01 2299 -12.68 15.07
CICH,CH,O~ 17.23 16.03 1855 -6.94 18.13 15.44 20.08 -19.23 14.31
FCH,CH,O™ 17.72 16.52 20.11 -5.52 19.88 15.67 21.08 -17.44 14.2
CHCCH20 16.85 15.27 17.75 -7.40 17.27 13.85 17.66 -16.66 13.55
CRCHO™ 15.87 12.49 1359 -11.28 16.62 11.91 15.11 -21.17 12.37
CH3CHS™ 14.42 e .- -33.36 16.17 - .- -30.04 10.61
CH3S™ 14.94 e .- -32.68 15.67 - - =29.45 10.33
PhO™ 14.76 - -23.07 15.70 - o -23.59 9.95
3-CNPhO 13.87 - -26.92 1405 .- - -28.18 8.61
4-CNPhO 12.62 .- -30.50 1396 - - -29.78 7.95
p-NO,PhO™ 11.99 - -32.69 13.80 - - -30.65 7.14
2,3,5,6-RPhO~ 10.96 --- -36.10 10.97 - - =37.23 5.53
CH3;COO™ 11.91 - -32.87 1122 ... - -34.95 4.46

Table 1: Free energies (kcal/mol) of transition sta#®&7), intermediatesAG;) and products
(AG) relative to reactants in RNA transesterification model tieas (Scheme 1) with different
leaving groups as well as their experimentidhp in water at 25C. AG}é andAGZé are free energy
barriers of early and late transition states (TS1 and T®2pectively. All the experimentakps
are taken from IUPAC chemical data series (No. 233xcept those of ethylene glycol and 2,3,5,6-
tetrafluorophenol, which are taken from the CRC Handbéaind Bourneet al., 3 respectively.
The Kj values of ethylene glycol and acetic acid have been coddotestatistical factors by
adding log(p/q), where p and g are the number of reactivdipasiavailable in the acid and in the
base, respectively? 4
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Model System By By Be Temp(C) Ref/Model
Expt. Uridine 3-phosphate -0.54 -1.28 --. 25 33, 56

Uridine 3-phosphate -0.52 -1.34 -.. 25 55

Uridine 3-phosphate .. <110 .- 65 75

2-hydroxypropyl phosphate-0.52 -1.09 .. 80 58, 55

Guanosine 3phosphate -0.38 --- 35 76

Phosphono monoanion e =174 25 57

Calc. 2-hydroxyethyl phosphate  -0.54 -2.04 -2.44 25 UFF
2-hydroxyethyl phosphate  -0.54 -2.03 -2.44 80 UFF
2-hydroxyethyl phosphate  -0.52 -1.37 -1.74 25 UAKS
2-hydroxyethyl phosphate  -0.52 -1.32 -1.74 80 UAKS

a Linear Brgnsted correlation coefﬁcienlﬁt( and Blé) were calculated from limited
dateP® using adjusted g, values?® and may not be statistically reliable.

Table 2: Brgnsted coefficient§,g, from experiments and calculation. The experimental coef-
ficients, B|1g and Blzg were measured for transesterification reactions with amyl akyl leaving
groups, respectively. The calculated coeﬁicielﬁs,and qu were determined from theoretical
rates derived from early and late transition states (TS1TE®8®2), respectively, of the series of
model reactions described in Scheme 1-2.
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Calc.AG Expt2AG
UFF UAKS PRPpOR  UpOR  UpOR  GpOR

Leaving Group 25%C 80C 25C 80C 80°C 25C 65C 35°C
(CH3)2,CHO™ 25.96 26.36 23.82 24.15 30.76 26.01 - -
CH3CH,CH,O~ 24.26 24.52 22.73 23.00 - - - -
CH3CH,O~ 25.84 26.37 23.17 23.56 28.55 23.37 25.30 -
CH30~ 24.43 24.75 22.36 22.67 27.09 - - -
HOCH,CH,O™ 19.64 20.10 22.99 23.52 26.66 - - -
CICH,CH,O~ 18.55 18.92 20.08 20.67 - 20.64 - -
FCH,CH,O™ 20.11 20.51 21.08 21.75 - - - -
CHCCH2O 17.75 18.23 17.66 18.11 - - - -
CRCHO™ 15.87 16.37 16.62 17.14 - - - -
CH3CH.S 14.42 14.64 16.17 16.46 - - - -
CH3S™ 1494 15.32 15.67 15.94 - - - -
PhO™ 1476 15.14 15.70 16.24 22.62 15.98 - 24.22
3-CNPhO 13.87 14.42 14.05 14.53 - - - -
4-CNPhO 12.62 13.03 13.96 14.55 - - - -
p-NO,PhO~ 1199 1241 13.80 14.50 20.12 13.46 - 22.81
2,3,5,6-RPhO- 10.96 11.38 10.97 11.39 - - -
CH3COO™ 1191 1231 11.22 11.58 - - - -

a Experimental model systems are for the cyclization reactib 2-hydroxypropyl phosphate (PRF-
pOR) 28 uridine 3-phosphate (UpORY-°6:7%and guanosine’®hosphate (GpOR}®

Table 3: Calculated and estimated experimental activatiemdnergieAG” (kcal/mol) for RNA
transesterification model reactions with different legvgroups (Scheme 1). Experimental esti-
mates were obtained from reaction rate constants usingyttiegeequation’”’
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Model y X m b r

UFF  logk! PKa -0.54 7.50 -0.98
logk? pKa -2.04 27.77 -0.96
logKeq pKa -2.44 41.01 -0.93
Iy logk! -0.0190 2.67 -0.98
Ry pKa -0.0142 253 -0.98
Rb.Lg logk! -0.0096 1.90 -0.97
Rb.Lq pKa -0.0073 1.83 -0.98
logNg, logk! 0.0152 -0.82 0.97
logN:, PKa  0.0114 -0.71 0.97
logN5, logk! 0.0109 -0.30 0.98
logNg |, pKa  0.0083 -0.22 0.99

UAKS logk! PKa -0.52 6.85 -0.98
logk? pKa -1.37 17.84 -0.93
logKeq pKa -1.74 36.05 -0.95
Tny  logkl -0.0216 2.66 -0.95
RSy pKa -0.0163 250 -0.98
Rb.Lg logk! -0.0090 1.89 -0.97
Rb.Lg pKa -0.0067 1.82 -0.98
logN3_, logk! 0.0175 -0.81 0.95
logN3, PKa  0.0131 -0.68 0.97
logN3, logk! 0.0107 -0.29 0.97
logN5,, pKa  0.0080 -0.21 0.99

Page 30 of 32

Table 4: All the linear relationships discovered in RNA trasterification model reactions. These
linear relationships are characterized by a linear egnayremx+b, together with the correspond-
ing correlation coefficients, The unit of bond length R is Angstrom (A).
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Figure 5: For Table of Contents Only. Depending on the natéiteeoleaving group, reactions

may proceed via a stepwise mechanism or through a singhe €&8dl. Brgnsted correlations can
be used to distinguish these two mechanisms.
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