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The latest advances in mesocrystal formation and non-classical crystallization of pre-synthesised 

nanoparticles have been reviewed with the focus on providing a fuller description of a number of complex 

systems and their properties and applications through examination of the crystallisation mechanisms at 

work. Two main crystallization principles have been identified; classical crystallization and particle based 

aggregation modes of non-classical pathways. To understand the non-classical pathways classical 10 

crystallization and its basics are introduced before non-classical pathways, such as oriented attachment 

and mesocrystal formation, are examined. In particular, the various destabilization mechanisms as applied 

to the pre-synthesized building blocks in order to form mesocrystaline materials as well as the 

interparticular influences providing the driving forces are analyzed and compared to the mechanisms at 

work within classical crystallization. Furthermore, the new properties of the mesocrystalline materials 15 

that derive from the collective properties of the nanoparticular building units, and their applications 

potential are presented. It is shown that this new class of materials has the potential to impact in a number 

of important areas such as sensor applications, energy conversion, photonic crystals as well as for energy 

storage, optoelectronics and heterogeneous catalysis or photocatalysis. 

1. Introduction 20 

Crystallization and crystalline materials play an important role in 

the areas of science and technology primarily because the inner 

structure of a material directly influences its properties. A well-

known example is of course the different allotropes of carbon. In 

its diamond modification carbon is a transparent, hard material that 25 

does not possess electrical conductivity while in its graphite 

modification it is black, shows non-isotropic mechanical behaviour 

and is conductive within the plane of its covalent bonds.1  

The differences in the properties of a material brought about by 

the different orientational arrangement of its component parts is 30 

extremely interesting and the controlled fabrication of one 

modification over another is clearly necessary for applications, as 

the device function and efficiency are usually based on the 

properties specific to a particular material modification. This is 

however but one reason as to why researchers are interested in 35 

gaining an understanding of the processes involved in classical 

crystallization. Already by the 18th century scientists had learned 

to use crystallization for purification and/or isolation of substances 

and thus as a means to gain access to compounds of high purity. 

Later the mechanism of single atoms, ions or molecules, which 40 

attach to crystalline surfaces during crystallization, was 

investigated. In comparison to the model of agglomeration, the 

processes that work during “real” crystallization are more complex, 

and up to now it has proven challenging for researchers to model 

accurately the theoretical pathways involved and to forecast the 45 

results of crystallization.  

In the last decades additional interest has been paid to 

nanoparticulate materials and their arrangement in solids, as 

nanoparticles provide an additional class of “building block” that 

can be designed so as to possess new and tuneable properties 50 

caused by the quantum confinement of the electronic wave 

functions. In bio-mineralization, pathways which involve non-

classical crystallization were discovered to exist and intermediates 

with highly oriented and symmetrically arranged building blocks in 

the nanometer region were established as being present, which later 55 

fuse to form iso-oriented or single crystalline materials. This has 

subsequently been further developed to encompass the principles 

of non-classical crystallization, which embraces new classes of 

materials such as iso-oriented materials or mesocrystals, which is 

the highly ordered arrangement of the individual building blocks 60 

into a three-dimensional superstructure. Additionally, these 

materials can be modified and their properties tuned and as such 

are of great interest for many applications.  

To create, modify and optimize materials using methodologies 

involving non-classical crystallization first the dominant formation 65 

mechanisms need to be identified. One route of particular interest 

is to mimic the processes involved in bio-mineralization and 

superimpose upon their formation nanoparticular building blocks 

whilst maintaining the coincident arrangement of the building 

units. The routes that are presented in this review are based on first 70 

separately producing metal and semiconductor nanoparticles and 
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then their subsequent arrangement into highly ordered 

superstructures. We present the pathways of oriented attachment 

and mesocrystal formation focusing primarily on the advantages of 

their synthetic fabrication without however going into the details of 

the mimicry of bio-mineralization. We illuminate the various 5 

nanoparticular interactions and their role in providing the driving 

forces for arrangement and place them in context with respect to 

the different destabilization methods. First we begin by introducing 

the basic ideas behind classical crystallization and crystal 

formation principles and then discuss oriented attachment and 10 

mesocrystal formation. In a later section the analogy between 

classical and non-classical crystallization methods is highlighted 

and additionally the new properties, which are a combination of the 

properties of the individual nanomaterials and the new collective 

properties brought about by their assembly into quantum dot solids 15 

and their potential applications are presented. 

 

2. Classical Crystal Growth 

Before a description of some of the ideas connected with the 

process of non-classical crystallization, especially those of oriented 20 

attachment and mesocrystal formation, is embarked upon it is 

perhaps useful to reintroduce the reader to a number of the basic 

mechanisms involved in the description of classical crystallization. 

The main principle underlying classical crystallization is the 

ordered arrangement of material into a more stable crystalline 25 

structure (Ostwald rule of stages).2,3 This may occur atom by atom, 

molecule by molecule or, in the case of salts, by the arrangement of 

ions via a precipitation reaction on an organic or inorganic nucleus 

and, in the case of unstable or metastable phases, via 

reprecipitation. The thermodynamic driving force for this process 30 

is solvent supersaturation, which is defined as the dimensionless 

ratio S (Equation [1]):  

  � �
�

���

  [1] 

where S is the relative supersaturation, a represents the 

concentration or more accurately the activity product of the 35 

individual components and KSP represents the equilibrium 

solubility product. 

2.1 Nucleation 

As mentioned supersaturation plays a major role in the nucleation 

process. A number of different methods exist for the generation of 40 

supersaturated solutions such as influencing the solubility product 

by means of a temperature reduction or by changes in pressure. 

Another possibility is to influence the concentration or activity 

product by changing the pH value, adding a large amount of one of 

the components or by reducing the solubility of the component(s) 45 

through the addition of a non-solvent to the solution.4,5 During this 

process nuclei will be created first before the particle growth 

begins. There are three different nucleation processes that lead to 

crystal growth: homogeneous nucleation, heterogeneous nucleation 

and secondary nucleation.6 We will focus here solely on 50 

homogeneous nucleation, which is the simplest case. From a 

thermodynamic viewpoint, supersaturation, which is an 

energetically unstable state, is related to the change in chemical 

potential (∆μ) as outlined by equation  [2] and 

therefore related to the overall free energy change involved: 55 

  ∆μ � 	
�� 
� � [2] 

where k is the Boltzmann constant, T the temperature and S the 

supersaturation. The change in the overall free energy during the 

nucleation process (Equation [3] ) is the sum of the free energy due 

to the formation of new volume (∆��� and the free energy which is 60 

required to create new surface (∆��): 

 ∆� � 	∆�� �	∆�� � 	

�

�
������∆� � 	����� [3] 

 In the above equation σ is the specific free interface, ρs is the 

density of the solid material and r is the radius of the nucleus. In 

Figure 1 the overall free energy during nucleation is shown and the 65 

profile of the function shows a positive maximum which 

corresponds to the critical radius r* (Equation [4]).  

 �∗ �	
��

��|∆�|
 [4] 

Nuclei sizes with r > r* will further grow and form stable entities 

as they can overcome the activation energy barrier at the critical 70 

radius. For a given supersaturation (S), the critical radius can be 

calculated and with a higher degree of supersaturation r* becomes 

smaller, as can be shown by combining equation [4] with equation 

[2].  

75 

Fig. 1 Schematic diagram of the nucleation and growth process 

showing the five stages (from monomer to ligand-capped 

nanoparticles) and the dependence of the Gibbs free energy (G) on 

the crystal size. Below a critical radius (r*), a reversible process 

occurs; for r > r* the process becomes irreversible.7 80 

When the concentration of the growth species decreases below 

the level where nucleation spontaneously takes place, the 

nucleation stops and only crystal growth will appear, as is the case 

described by the LaMer model in Figure 2.8 If the time taken for 

the spontaneous nucleation is very short and further nucleation is 85 

inhibited, particle solutions with small size distributions can be 

produced, as is often the case in colloidal synthesis. High 

monodispersity can be achieved in this process through self-

focusing of the colloidal size distribution. The smaller particles 

grow more quickly than the larger ones due to the higher free 90 

energy that acts as the driving force in the region of the critical 

size. Very monodisperse particle solutions can therefore be 

produced by quickly stopping the reaction. 
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Fig. 2 LaMer and Dinegar’s model used to describe nucleation and 

nucleus growth9 

For reactions with longer growth periods Ostwald ripening can 

occur as, due to the decreasing supersaturation occurring in the 5 

reaction mixture, the critical radius of the particles is constantly 

moving towards larger sizes, with the result that stable particles 

move into the unstable regime and therefore again begin to 

dissolve. Hence, the larger particles will further grow at the 

expense of smaller ones which eventually leads to a broader, often 10 

bimodal, size distribution.  

 

2.2 Crystal Growth 

For the purposes of this work, the working definition of 

crystals or crystalline materials as being solids with regularly 15 

arranged atoms, molecules or ions will be used. It is of interest to 

note that the definition of a crystal previous to 1992 was that of a 

three-dimensional periodically arranged material with the smallest 

structural unit being the unit cell. While this definition adequately 

describes single crystalline materials, with the discovery of quasi 20 

crystals this definition was no longer deemed to be of sufficient 

precision. Therefore, in 1992, the International Union of 

Crystallography (IUCr) defined crystals with respect to their 

discrete diffraction order i.e. over their long range arrangements 

and which therefore allowed the inclusion of both polycrystalline 25 

materials and quasi crystals.  

Single crystalline materials are seldom found in nature due to 

the inclusion of impurities and grain boundary defects. Even under 

relatively stringent laboratory conditions single crystalline 

materials are quite difficult to produce and often require a high 30 

technical outlay for their production.  

The unit cell is the smallest repetition unit in a crystalline 

material and its structure the symmetry of which strongly 

influences the morphology of the crystal and is always a 

parallelepiped of precise size and defined angles. The resulting 35 

crystals very often possess the habit of polyhedrons with smooth 

surfaces and fixed angles which, due to the unit cell are constant 

for any one material. This is as a result of the correspondence 

principle of the morphological structure and the inner arrangement 

of crystalline material, where the lattice planes of the crystal are 40 

parallel to the crystal surface. The morphology of the resultant 

crystal can be predicted using Wulff’s model, which was 

established at the beginning of the last century.10 

 

Fig. 3 Schematic diagram of the substrate surface described by the 45 

Kossel–Stranski “terrace-step-kink” model.11 

Which crystal surface finally dominates depends on the relative 

rates of growth of the different crystal facets. The more slowly 

growing facets will be present at the end of the growth period, as 

the faster growing crystal facets, which have a high surface energy, 50 

will have been eliminated. In addition, during crystallization the 

physical and chemical environment is important for the resulting 

habit of the crystal. Different additives or physical parameters 

influence the rate of growth of the single crystal facets and 

indirectly influence the morphology, a process known as 55 

exomorphism. At the end of the crystallization process, the single 

crystal facets have the same vapour pressure and the resulting 

structure, which is then termed the equilibrium form, is the form 

that shows the lowest surface energy in comparison to equivalent 

crystals of the same volume. During the growth process atoms, 60 

molecules or ions are arranged on the surface of the crystal 

structure and hence the building blocks can attach to a number 

different positions on the crystal face. As is described in the 

Kossel–Stranski model (see Fig. 3) the building blocks arrange at a 

kink or on a step as these are energetically preferred12 and as a 65 

result, the crystal facet will be assembled layer-by-layer resulting 

in the appearance of flat crystal surfaces at the end of the process. 

3. Non-classical Pathways 

3.1 Main Principles 

The concepts and ideas behind non-classical crystallization are an 70 

attempt to describe an alternative notion of the formation of 

crystalline materials, according to which the crystallization does 

not undergo the classical pathway of nucleation and crystal growth 

via atom, molecule or ion deposition, but follows a particle 

mediated aggregation or self-assembly process.13 75 

Both pathways start with particle formation induced via 

supersaturation which results in the formation of the initial building 

blocks and hence the variety of building blocks that may be present 

is quite large. Not only may crystalline building blocks be used for 

non-classical crystallization, but so too can amorphous14–19 and 80 

liquid structures20–25. In the case of crystalline building blocks, the 

classical growth mechanism is inhibited due to the reaction species 

reaching their equilibrium solubility26 or because of the temporary 

stabilization of the nanoparticles. Different steps within the non-

classical crystallization pathway have been identified and, as we 85 

are still in the initial stages of our understanding of the processes 

involved in non-classical crystallization, it is quite likely that the 

list is not as yet complete. The steps identified thus far include: 

Page 3 of 18 CrystEngComm

C
ry

st
E

ng
C

om
m

A
cc

ep
te

d
M

an
us

cr
ip

t



 

4  |  Journal Name, [year], [vol], 00–00 This journal is © The Royal Society of Chemistry [year] 

• the formation of primary building blocks such as 

intermediary clusters or, as in the case of liquid precursors, 

phase separation 

• the mesoscopic transformation of superstructures, which 

have formed from amorphous building blocks 5 

• the oriented attachment of nanoparticles  

• the formation of three dimensional mesocrystals via the self-

organization of organic-inorganic nanoparticles 

 
Fig.4 Schematic representation of both classical and non-classical 10 

crystallization. (a) Classical crystallization pathway, (b) oriented 

attachment of primary nanoparticles forming an iso-oriented crystal 

upon fusion, (c) mesocrystal formation via self-assembly of 

primary nanoparticles covered with organics.27 

These four steps13 are illustrated in Fig.4 with the classical 15 

crystal growth process presented by path (a) where primary 

nanoparticles when synthesized via atom, molecule or ion 

precipitation grow to afford large single crystals. Path (b) describes 

the mechanism of oriented attachment where, following post-

structuring on the mesoscale, it is possible with mesoscopic 20 

transformation to generate single crystals from iso-oriented 

crystals. For path (c) to occur it is necessary for temporary 

stabilized building blocks to be present. These inorganic cores with 

their accompanying organic ligand or stabilizer shell can be 

structured on the mesoscale in three dimensions. After initial 25 

fusion, it is possible to generate iso-oriented crystals and finally 

single crystals. The production of mesocrystals via non-classical 

crystallization from a variety of different materials such as PbS28–

30, CdS31, CdSe32,33, Au34, Ag35, BaCO3
36,37, CaCO3

15,38–46, 

CoC2O4 · 2H2O
47, CoPt3

48, and D,L-alanine14,49 has been observed 30 

and shows a high degree of ordering containing well aligned 

nanoparticular units. Additionally, these materials have been 

observed to possess scattering properties that are similar to single 

crystals.  

Non-classical crystallization occurs predominantly in 35 

biological systems or during biomineralization where nucleation 

and growth of the amorphous precursor phase (building blocks) 

and their subsequent aggregation into highly ordered and aligned 

structures can simultaneously take place.50,51 An example of this is 

the sea urchin spine, where amorphous precursors crystallize to 40 

form nanoparticles whose sizes are limited by impurities that 

inhibit infinite crystal growth. The impurities surround the 

nanoparticles and act as new nucleation centres for the formation 

of additional and arranged nanoparticles, which leads to 

mesocrystal formation with interlinking bridges.27 Hence, hybrid 45 

materials with specific and distinct properties can be generated 

under ambient conditions.  

The definition of synthetically prepared mesocrystals includes 

that not only do the materials contain a high degree of ordering of 

the inorganic-organic hybrid material building blocks but 50 

additionally, the nanoparticles (building blocks) should possess a 

mutual alignment along a common crystallographic axis.  

In such cases, mesocrystals form a specific class of quantum 

dot solids in which there is a growing appeal as the interesting 

properties derived from combining tailored nanoparticular 55 

characteristics with properties which derive from the nanoparticle 

arrangement may provide made-to-measure material solutions in a 

number of important application fields. Tuneable properties such as 

photonic band gaps, electronic and optical properties, and high 

surface area make these materials interesting for applications as 60 

diverse as biomedicine, solar energy or energy storage, 

optoelectronics and heterogeneous catalysis or photocatalysis.52 

3.2 Oriented Attachment 

Bottom-up approaches for nanoparticle synthesis are nowadays 

quite common and have gained in importance for both materials 65 

science research and applications. Therefore the control of the 

morphology, particle size and size distribution of the prepared 

colloidal solutions is of great consequence and, as these processes 

are well described by the classical nucleation and crystal growth 

theory, theoretical modelling of the crystal growth is possible. With 70 

increasing reaction time, the size distribution of the colloidal 

solution becomes broadened in a process known as Ostwald 

ripening.  

Penn and Banfield have determined that not all growth 

processes present in nanoparticular solutions can be described 75 

using this model.53–55 For example, TiO2 particles in hydrothermal 

synthesis grow together along a crystallographic fashion and form 

one-dimensional arrangements, the as-synthesized nanoparticles 

working in this case as building blocks. The driving force for this 

agglomeration, which is nowadays called oriented attachment, is 80 

the reduction in the surface energy achieved by fusion of the facets 

which possess the highest surface energy. For this process two 

main principles are postulated (i) fusion can take place after the 

effective collision of oriented nanoparticles or (ii) coalescence can 

be induced by particle rotation.56  85 

 For the first mechanism to occur, the colloidal solutions must 

be well dispersed in order for oriented attachment to be able to take 

place and high collision rates and free rotation of the nanoparticles 

must occur. Colloidal solutions are normally kinetically stable with 

repulsive forces between the particles hindering agglomeration. 90 

Under these conditions, the oriented attachment growth rate is 

related to the number of effective collisions and to the 

minimization in the number of high-energy facets via the reduction 

of the surface energy.57,58 An effective collision is defined as a 

collision that results in an irreversible oriented attachment. 95 

Therefore, the different orientations of the nanoparticles during 
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collision need to be aligned, in order for fusion to a congruent two-

dimensional structure at these interfaces to be possible.59–61 

Collisions, where the orientation is not suitable for coalescence or 

which do not lead to irreversible attachments are termed non-

effective collisions.  5 

 Superstructures of different dimensionalities can be 

synthesized through oriented attachment based on nanometer sized 

building units, which can be treated as zero-dimensional entities, 

such as spheres, polyhedrons and cubic structures. Thereby, one-

dimensional wire or rod like structures, two-dimensional plates and 10 

also three-dimensional self-assemblies can be formed via 

arrangement of the nanosized building blocks.62,63 One-

dimensional structures are primarily generated through oriented 

attachment based on collisions. Hence, interparticle interactions are 

possible between 0D and 0D particles as are, in the case of the 15 

formation of 1D structures, also interactions between 0D and 1D 

structures and 1D and 1D structures.13,64 These collision processes 

are statistical and as a consequence superstructures with different 

growth directions can be observed.  

 The second pathway for oriented attachment to occur is not 20 

controlled via collisions, but rather dominated by particle 

interactions in the short- and medium-range. In this range, the 

attractive forces such as van der Waals forces are greater than the 

repulsive forces such as electrostatic interactions or steric 

hindering. Normally these interaction conditions are observed in 25 

weakly flocculated colloidal states. The rotational freedom of the 

single nanoparticles is important to bring about the alignment of 

the nanoparticles along a crystallographic fashion.  

 
Fig. 5 (a) Octahedral PbSe nanocrystals grown in the presence of 30 

HDA and oleic acid. (b) TEM and high-resolution TEM images of 

PbSe zigzag nanowires grown in the presence of HDA. The 

cartoons show packing of octahedral building blocks to form the 

nanowires. (c) HRTEM image of single- crystal helical PbSe 

nanowire grown in oleic acid/HDA/trioctylamine mixture. (d) 35 

Helical nanowires formed upon annealing of straight PbSe 

nanowires, as shown in Figure 1c, in the presence of 

trioctylamine.65  

 The first step of this reaction path is the interaction of 0D and 

0D primary structures to form 1D and 2D architectures. After this 40 

formation step, a second phase occurs via the formation of 2D 

(from 1D structures) or 3D structures via self-assembly of the 1D 

and 2D architectures. This hierarchical process can produce 

mesocrystals in an intermediate state before mesoscopic 

transformation take place and iso-oriented crystals are formed.66 45 

The growth processes described above and the resulting 

morphologies of the superstructures can be additionally influenced 

by the presence of organic additives. As is postulated in Wulff’s 

facet theorem67, (i.e. at equilibrium the crystal structure with the 

lowest surface energy by constant volume develops and as a result, 50 

the crystal structure reflects the intrinsic symmetry of the lattice) 

most metals show cubic crystal growth instead of rod like 

structures.68,69 As described above the growth rate of the different 

facets can be altered by influencing the surface energy i.e. by 

adding organic molecules, through which the crystal morphology 55 

can be indirectly influenced. Another possibility by which the 

morphology can be influenced is by using organic molecules as 

templates for 2 or 3-dimensional superstructures.  

 Cho et al.65 reported on nearly defect free PbSe nanowires 

through assisted assembly using organic molecules. With different 60 

combinations of additives straight, helical, branched, tapered and 

zigzag nanowires can be formed, (shown in Fig. 5) as can 

nanorings. Not only was the oriented attachment influenced by 

these organic molecules but the nanoparticle synthesis was also  

modified through the addition of long-chained, aliphatic primary 65 

amines such as hexadecylamine, dodecylamine and oleylamine and 

finally octahedrally shaped nanoparticles were synthesized that 

contained solely {111} facets, see Fig. 5a.  

 Using another method Kotov et al.70 have nicely shown the 

stepwise progress of the oriented attachment of CdTe nanoparticles 70 

to highly luminescent crystalline nanowires. Washing steps induce 

destabilization of the CdTe nanoparticles by first removal of the 

stabilizing ligand molecules and subsequent one-dimensional 

agglomeration. A strong dipole-dipole interaction is believed to be 

the main driving force for the self-assembly. After arrangement 75 

into 1D structures a recrystallization process from the cubic zinc 

blende structure to the more stable hexagonal wurtzite structure 

takes place. This phase transition does not greatly influence the 

luminescence properties of the as-synthesized nanowires with only 

a small red shift occurring due to a loss in confinement in the 80 

growth direction of the wires. 

 Pacholski et al.71 have reported on single crystalline ZnO 

nanorods prepared via oriented attachment using quasi-spherical 

ZnO nanoparticles as building blocks. The arrangement takes place 

along the c-axis and primarily bottle-neck structures have been 85 

presented. Under the reaction conditions (reflux) communicated, 

additional conventional growth mechanisms such as dissolution 

and growth of the monomers act to smoothen the rod surface so 

that highly parallel crystal facets result.   

 Not only is oriented attachment possible for semiconductor 90 

nanoparticles but it can also be employed in the case of metallic 

nanoparticle systems. For example, Ravishankar et al.72 have 

reported on the formation of ultrafine single-crystalline gold 

nanowires by the controlled removal of primary capping ligands 

(oleylamine) from the {111} facets using ascorbic acid which leads 95 

to the destabilization and resulting aggregation of the gold 

nanoparticles in one dimension. This method works especially well 
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for gold nanoparticles as the gold-amine binding energy varies for 

the different facets. The resulting anisotropic structures show 

convex-concave surfaces with differences in their chemical 

potential and which leads to a smoothing of the surface along the 

wire.  5 

 The above-mentioned examples highlight only a small 

selection of the possibilities of employing oriented attachment. In 

addition to oriented attachment processes involving organic 

additives, oriented attachment without the help of so called 

assemblers is also possible. The oriented attachment mechanism is 10 

one of the more important non-classical crystallization pathways as 

it provides the ability to produce crystal architectures which cannot 

be produced via classical crystallization methods, opening a wide 

field of potential applications. Presently, we are far from 

comprehensively understand the growth processes and therefore 15 

lack the ability to systematically influence them. That is indeed 

why additional experimental and theoretical research is essential 

i.e. to shine more light onto these processes in order to enable 

further design of new materials using this fascinating growth 

mechanism. 20 

3.3 Mesocrystal Formation 

A second means of non-classical crystallization is the formation of 

mesocrystals. Mesocrystals are crystalline materials with crystal 

facets of some hundred nanometres up to the micrometre size 

regime. The smallest building units are normally colloidal, 25 

crystalline nanoparticles with a core-shell structure, composed of 

an inorganic core with an organic stabilizing shell. These building 

blocks are arranged in a unit cell, which forms the entire 

mesocrystal via a translational shift and which results in an inner 

crystalline structure analogous to that of single crystals. With these 30 

nanoparticular superstructures single crystals can be formed during 

a fusion process via the formation of an iso-oriented crystal to 

produce single crystals as shown in Fig.4.73  

 With this distinctive architecture new material properties can 

be derived because, as mentioned previously, the nanoscopic 35 

effects are still present within the individual building blocks of the 

macroscopic mesocrystal as are new properties which derive from 

the collective interactions of the building units. It is this 

combination of properties that is of great interest for many 

applications, amongst which are those based on photonic band 40 

gaps74 or tuned electronic and optical properties in the case of 

semiconductor building blocks75. 

 Aggregates of particles have been observed since the first 

crystallization experiments, but normally they were not observed to 

display any homogeneous architecture or size and the main focus 45 

of the research in this period of time lay in investigating various 

aspects of the classical pathway. In the last few decades however, 

partly due to the improved analysis methods, these particle 

agglomeration processes have been more intensively examined. 

Amongst the first experiments on mesocrystals without defined 50 

habit were undertaken by Matijevic et al. and were concerned with 

various Ce(IV)-salts in a crystallization study in the absence of 

organic additives76, where it was observed that the elongated, and 

also plate-like nanoparticles, orient themselves along one axis to 

form a one-dimensional superstructure. Earlier, Petres et 55 

al.77investigated geometrically shaped mesocrystalline BaSO4 

architectures containing a porous inner structure, which would 

normally be expected to exhibit growth according to classical 

crystallization principles similar to that of a single crystalline 

material. Studies on different materials such as CuO78,79, CeO2
76, 60 

MgO80,81, Fe3O4
82 and Eu3O4

83,84 show the variety of possible 

structures. In addition to the aforementioned materials, CaCO3 was 

also observed to form mesocrystalline materials. This CaCO3 

structure, which was synthesized in silica gel and known as the 

“sheaf-of-wheat”, was described by Dominquez et al.85 in which 65 

calcite rhombohedra orient along the c-axis. The complete structure 

behaves as a single crystal under a polarization microscope, which 

can be used to visualize the perfect arrangement of the 

rhombohedra building units.  

 Nevertheless, not only are one-dimensional arrangements and 70 

two-dimensional nanoparticular arrays86–92 possible, but so too are 

three-dimensional mesocrystals. Busch and Kniep demonstrated a 

nearly perfectly arranged 3D fluorapatite mesocrystal, synthesized 

in gelatin.93–98 The resulting elongated hexagonal mesocrystals 

showed typical single crystalline properties, which makes it 75 

difficult to determine the arrangement of the building blocks. Only 

with perpendicular thin cuts could the mesocrystalline structure be 

proven. The growth mechanism of these fluorapatite crystals was 

not influenced by the 2 w% of intracrystal gelatin, which was 

found between the building blocks.  80 

 The particular growth mechanism for these kinds of 

arrangements has not presently been fully elucidated. However, the 

growth of mesocrystals in gels seems to be appropriate , as in gels 

the local supersaturation is very high99, which leads to the 

formation of the primary building blocks. The high viscosity 85 

present in these media slows down mass transport processes such 

as convection and other processes that influence crystallization and 

thus promotes the undisturbed orientation of the building blocks 

along their preferred interaction direction to obtain an energy-

minimized structure.  90 

Formation methods 

Beside the synthesis of mesocrystals in gels,46,98 there are a variety 

of alternative methods to bring about the ordering of organic ligand 

shell containing spherical nanoparticles, especially with respect to 

metal and semiconductor building blocks. The obvious starting 95 

point for these methods is the correct synthetic protocol to provide 

the required nanoparticles in sufficient quantity and monodispersity 

and in a solvent environment which can subsequently be used to 

bring about their controlled arrangement on the mesoscale.  

 Murray et al. have shown that with their layering technique the 100 

gentle destabilization of nanoparticle solutions by a slow diffusion 

of non-solvent into the solution leads to 3D crystalline 

structures.4,75 During destabilization, the solution is kept in the dark 

and left until precipitation is complete thus ensuring that 

intermixing of the phases and convection effects are minimized, a 105 

process which is analogous to the use of gels as solvent. The 

solvent/non-solvent pair, the polarity of the non-solvent and the 

temperature are amongst the more important factors that influence 

the destabilization rate. Nagel et al.100 have used the arrangement 

mechanism of Murray et al. and applied it to monodisperse lead 110 
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sulphide nanoparticles. An additional modification to the technique 

employed by Talapin et al. introduces a buffer-layer, which is 

normally a weaker acting non-solvent than the non-solvent layer 

above, between the solvent and non-solvent.33 The buffer-layer acts 

to slow down the destabilization rate, due to the fact that the time 5 

taken for the first agglomeration of nanoparticles to occur is 

protracted, which results in better quality mesocrystals with respect 

to their size and their higher symmetry. In a step taken towards the 

optimization of the gentle destabilization method a recent 

additional study,  in which it was shown that a capillary 10 

microfluidic platform, where the destabilization via non-solvent 

forms nanoliter microfluidic plugs, can be used for the self-

assembly of inorganic nanoparticles into 3D superstructures and 

where additionally the growth kinetics could be studied, should be 

mentioned.101  15 

 It is not always necessary to destabilize the nanoparticles using 

a non-solvent in order to arrange them into ordered crystalline 

materials. Zheng et al. have used the inherently low stability of the 

nanoparticles in their reaction solution after the synthesis.102 In this 

study the nanoparticles were kept in the reaction flask without the 20 

application of the clean-up procedure and the low solubility at 

reduced temperature lead to agglomeration and growth of the first 

nanoparticle arrangements over two days. A further method based 

on supersaturation methods is the slow and controlled evaporation 

of the solvent. Normally this method is quiet common for the 25 

preparation of 2D structures27,90,103–108, but a number of examples 

exist where it has been employed to form 3D architectures 109–111.  

 To create oriented and ordered architectures, electrostatic 

interactions can also be used as has been shown by Grzybowski et 

al.112–116 In these studies oppositely charged nanoparticles were 30 

slowly destabilized via solvent evaporation. At first an equal 

amount of oppositely charged nanoparticles is established by 

titration of the nanoparticles of interest. Then a number of cleaning 

procedures follow and the precipitate is dissolved in a mixture of 

solvent and non-solvent. During the slow evaporation of the lower 35 

boiling solvent, destabilization of the nanoparticles is initiated and 

the structural arrangement is driven by the oppositely charged 

ligand shell of the nanoparticles. In this destabilization method 

nanoparticles made of different materials can be arranged into 

macroscopic mesocrystals or, as they have been called in this case, 40 

supracrystals. This method has so far only been reported in 

aqueous solution as it is based on charge pairing and is therefore 

limited to polar solvents as otherwise the surface charge on the 

ligands will be lost.  

Interparticle interactions 45 

The methods thus far mentioned are based on the slow 

destabilization of nanoparticles in order to provide sufficient time 

for the building blocks to arrange. If the agglomeration occurs too 

quickly the resulting structures are usually not highly ordered but 

often non-ordered or porous. The particle arrangement during slow 50 

precipitation primarily takes place through interparticle 

interactions. As reported by Cölfen et al., there are different 

possible mechanisms for mesocrystal formation. First, processes 

may be classified as to whether they are dynamic or static, with the 

above mentioned methods all falling under the heading of dynamic 55 

processes. During a static process, an organic matrix determines 

the outer shape of the mesocrystal formed and the building blocks 

assemble along the structures present. In dynamic pathways, which 

are more prevalent, the building blocks assemble freely into three-

dimensional mesocrystals and, as is shown in Fig. 6, three different 60 

main pathways can be used to describe their formation. 

 
Fig. 6 Three principal possibilities to explain the three-dimensional 

mutual alignment of nanoparticles into mesocrystal: (a) 

nanoparticle alignment by physical fields or mutual alignment of 65 

identical crystal faces; (b) epitaxial growth of nanoparticle 

employing a mineral bridge connecting the two nanoparticles; and 

(c) nanoparticle alignment by spatial constrains, i.e. an entropy-

driven mechanism.13 

 The first route is based on vectored physical interactions such 70 

as electrostatics and investigated by Grzybowski et al.117 Other 

forces such as van der Waals interactions, magnetic interactions, 

entropic effects, attractive depletion forces, dipole interactions and 

a host of others can also influence the resulting structures during 

the agglomeration of the building blocks. The second mechanism is 75 

based on the three-dimensional arrangement through the formation 

of interparticle mineral bridges. These bridges occur after the 

classical crystallization of the nanoparticles has stopped thereby 

allowing the temporary stabilization in the form of ligand 

molecules to take place. Mineral bridges can then grow on defects 80 

in the ligand shell. A new nanoparticle can grow on the newly 

induced surface, up to the point of complete stabilization and 

resulting equilibrium. The growth mechanism between 

nanoparticle formation and defect induced mineral bridge growth 

varies.50,118–120 The third pathway only occurs in the case of 85 

anisotropic building blocks and is based on the Onsager-theory of 

lyotropic liquids, where entropic forces result in ordered 

arrangements.   

To understand the arrangement of nanoparticles with respect to the 

above mentioned preparation techniques, it is necessary to focus on 90 

the physical interparticle interactions as it is these that are 

important for the first pathway. Therefore, the different length 

scales and magnitudes of the interparticle forces will now be the 

main focus of our discussions before further examining the specific 

types of interparticle interactions.  95 

 The Lennard-Jones potential function is the predominant model 

used in predicting the interactions between atoms and small 

molecules, where the attractive interactions such as van der Waals 

act to counter the repulsive interactions which are mostly 

electrostatic in nature. The length scales of the attractive and 100 

Page 7 of 18 CrystEngComm

C
ry

st
E

ng
C

om
m

A
cc

ep
te

d
M

an
us

cr
ip

t



 

8  |  Journal Name, [year], [vol], 00–00 This journal is © The Royal Society of Chemistry [year] 

repulsive forces are of the same magnitude as the atomic, 

molecular or ionic building units to be used in the assembly. If we 

consider nanoparticular building blocks, this condition is no longer 

valid as while the length scales over which the interactions are 

effective remains constant the size of the building blocks has 5 

drastically increased. In principle, it would be possible to calculate 

the potential over all constituent atoms of the nanoparticle and their 

interactions with other nanoparticles, but this would be costly and 

likely to contain many errors because of the necessary 

oversimplification of the interactions or in the estimation of their 10 

numerical values.117  

 
Fig. 7 Dipole ordering in nanoparticle superlattices. Top view 

([0001] plane) of (a) horizontal antiferroelectric ordering in fcc, (b) 

horizontal antiferroelectric ordering in hcp, and (c) vertical 15 

antiferroelectric ordering in sh lattices. Panels (d), (e), and (f) show 

side views ([1h2 h] plane) of fcc, hcp, and sh structures, 

correspondingly.107  

The varying ratio of the length scales of the interactions with 

respect to the particle sizes plays an important role during self-20 

assembly. To influence self-assembly, the attractive forces need to 

be strong enough to overcome the entropic effects such as the loss 

of translational and rotational movement of the building blocks. 

Initially, the attractive interactions induce cluster formation and the 

early stage of this aggregation can be described within the 25 

equilibrium theory of physical clusters,121 where the average 

numbers of n-sized clusters can be estimated. Additional 

agglomeration then follows, so that mesocrystals are formed. The 

agglomeration is an interplay between the length scale and the 

magnitude of all of the interactions involved. On the one hand 30 

short range interactions of high magnitude induce self-assembly 

whilst on the other long range interactions of small magnitude 

result in ordered arrangements. Exceeding a value of magnitude 

and interaction length within this ideal range results in the particle 

agglomeration occurring too quickly and consequently only non-35 

ordered structures or those with short range order precipitate.117 

This interplay of the length scale and the magnitude leads to the 

different destabilization methods as have been presented above and 

the different interaction potentials lead to different equilibrium 

morphologies and structures of the resulting colloidal mesocrystals.  40 

We now focus on the most commonly observed interaction 

occurring between matter, namely the van der Waals (vdW) 

interactions. These non-covalent interactions are based on the 

electromagnetic variation within molecules or bulk materials. 

Normally, the vdW interactions are attractive and their magnitude 45 

can range from being quite small up to hundreds of kT, with the 

magnitude of their interaction decreasing as a function of the sixth 

power of their separation. Generally three different types of vdW 

interactions are distinguished:  

• Keesom interactions (dipole - dipole interactions) 50 

• Debye interactions (dipole – induced dipole interactions) 

• London dispersion interactions (induced dipole - induced 

dipole interactions) 

 The vdW interactions are always present between materials and 

molecules and can lead to unintentional agglomeration between 55 

nanoparticles, which is why normally charges or ligands, which are 

employed to sterically stabilize the nanoparticular building blocks, 

are required. By contrast, this phenomenon can also be used for the 

controlled assembly of the nanoparticular units, as described in the 

works of Murray et al.75 where fcc packed 50 µm large 60 

superlattices composed of 2 nm sized CdSe nanoparticles are 

formed mainly by vdW interactions. The non-uniformity of the 

vdW interactions can influence the directional arrangement caused 

by the different ligand coverage of the crystal facets of the single 

nanoparticles. Talapin et al.107 have demonstrated that the dipole-65 

dipole interactions influence the ordering of the nanoparticles and 

it was revealed that while antiferroelectric arrangements of dipoles 

is unusual for bulk materials, this type of arrangement can be found 

in the case of nanoparticular superlattices as is shown in Fig. 7. 

Goubet et al.122 have also investigated Au nanoparticles that 70 

arrange with the help of vdW interactions during solvent 

evaporation and have found that these are not the sole interactions 

that influence the agglomeration process. Besides the vdW forces 

electrostatic forces and ligand-solvent interactions also control the 

assembly and resulting morphology. 75 

 In addition to the vdW interactions, the sum of which is 

normally attractive, electrostatic interactions, which provide 

attractive forces between oppositely charged building units and 

repulsive between like-charged nanoparticles, are also present. The 

intensity of these interactions during the self-assembly can be 80 

influenced by the concentration of nanoparticles in the solution, 

their charge and also by the dielectric constant of the solvent. 

Grzybowsi et al.112–116 have investigated this in a number of self-

assembly experiments involving gold and silver nanoparticles with 

oppositely charged ligands. In these experiments Au and Ag 85 

nanoparticles of the same size were modified by ligand exchange 

with 11-mercaptoundecanoic acid (MUA) and N,N,N-

Trimethyl(11-mercaptoundecyl) ammonium chloride (TMA). After 

titration to achieve a 1:1 ratio, the nanoparticles were redissolved 

in a mixture of distilled water and a nonpolar non-solvent (DMSO). 90 

During heating of this mixed nanoparticle solution at 70 °C over 

12 h the water evaporates and the nanoparticles slowly precipitate, 

so that the dielectric constant (ε) of the mixed solution changes. As 

is presented in equation [5], when the water, which has a relative 

dielectric constant of 78, evaporates in the mixture the dielectric 95 

constant slowly changes to that of DMSO, which is 65 at 25°C. 
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Hence, the charge screening is reduced and slow agglomeration 

starts until the point of complete precipitation is reached. 

 � � 	
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 During their investigations they have also focused on the 

length scale of the electrostatic interactions. The synthesized 5 

mesocrystals crystallize in a diamond like lattice, i.e. every 

nanoparticle is surrounded by 4 nearest neighbours. This relatively 

inefficient close packing is as a result of short range interactions; 

the screening length )*
+, calculated using Deryagin-Landau-

Verwey-Overbeek (DLVO) theory is ̴2,7 nm. Additionally, they 10 

observed that screening helps the ordered assembly during 

destabilization because in polydisperse samples smaller particles 

can stabilize those which are larger so that the long range 

interactions between them are reduced to the point where 

flocculation no longer takes place. Too high a polydispersity leads 15 

to the complete stabilization of the solution without self-assembly 

as is shown in Fig. 8. 

 
Fig. 8 Electrostatic interactions as driving force for crystallisation. 

(a) Effect of NP polydispersity on the quality of crystals. Graphs (i) 20 

to (iii) give normalised size distributions of the metallic cores of 

oppositely charged NPs used in crystallisation experiments; typical 

outcomes of these experiments are illustrated by SEM or TEM 

images shown in the bottom row (scale bars 200 nm). (b) Effect of 

small particles on the stability of the dispersed, large NPs. In the 25 

absence of small particles (1), large NPs of opposite charges 

interact by relatively strong electrostatic forces resulting in high 

chemical potential and the NPs instantly occulate to form 

amorphous aggregates (A). Small NPs of one type surround large 

NPs of the opposite charge and effectively screen electrostatic 30 

interactions between them (2) so that slow and ordered nucleation 

takes place. If small NPs of both types are present in the 

suspension (3), all large NPs are screened and interact very weakly 

remaining stable solutions. 112 

 In addition, external fields such as electrostatic and magnetic 35 

fields can also induce self-assembly as polarization forces and 

permanent dipole moments can orient within such fields. Normally 

anisotropic nanoparticles arrange along these external fields and 

form 1D and 2D structures and have even been observed to form 

3D structured films.123–125 The same 1D126–129, 2D130,131 and 40 

3D132,133 structured superlattices are also observed by applying 

magnetic fields. In addition to the one-dimensional wires chains of 

rings can also be formed. However, as no symmetrical three-

dimensional nanoparticle arrangements have so far been reported 

to form in such cases we will not focus on this assembly method 45 

further.  

 While the hard sphere model is used to describe the effects of 

van der Waals, electrostatic, magnetic and dipole interactions 

within systems composed of nanoparticles, they are better 

described as core shell systems consisting of a nearly hard 50 

inorganic core surrounded by an organic ligand shell. Interactions 

involving the ligand shell differ from those entailing core-core 

interactions. Usually, the ligands are organic molecules with 

different functionalities which can interact with the neighbouring 

molecules on the same nanoparticle, with molecules on adjacent 55 

nanoparticles and/or with solvent molecules. Generally, these 

interactions are short range, being on the length scale of Angstroms 

or nanometres, such as covalent bonds, dipole interactions, donor-

acceptor interactions and hydrogen bonds to name but a few. These 

interactions, when separately considered, are weak interactions but 60 

their summation over all nanoparticles results in them having a 

relatively strong effect. As previously described, the solvent 

influences the magnitude of the interactions, e.g. the dipole-dipole 

interaction of cis-azobenzene in toluene is -.. / 2.7	34 but in 

water it is 	-.. / 0.08	34, which is as a result of more effective 65 

screening due to the higher dielectric constant of water. Hence the 

molecular dipole interactions of cis-azobenzene in water are too 

weak to cause significant interaction and therefore charges (not 

dipoles) are required to induce significant electrostatic 

interactions.117 In some cases, these interactions can induce 70 

temporary assembly on the mesoscale through changes in 

environmental conditions or may lead to redissolution of the 

nanoparticular units. In contrast to the non-directed dipole 

interactions, donor-acceptor interactions are more specific and 

hence it is possible to interlink nanoparticles using DNA or other 75 

donor-acceptor pairs134–137, which in future could potentially be 

more widely used for mesocrystal assembly. Hydrogen bonding is 

also well documented as being able to provide interactions between 

ligand molecules and which are stronger in aprotic solvents.138 In 

all the above methods the interactions between the ligand 80 

molecules play an important role and consequently can influence 

the mesocrystal morphology. Observations concerning the degree 

of flexibility of the ligands suggest that stiffness within the ligands 

may also be important for the formation of ordered and/or non-

ordered assemblies induced via varying the temperature.139  85 

 Not only can attractive and repulsive interactions influence 

mesocrystal formation, but so too can entropic effects. These so 

called depletion forces and confinement effects (not to be confused 

with the quantum confinement effects that may be present in the 

individual building blocks) can be either repulsive or attractive. 90 
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The repulsive forces, which are due to the presence of the ligand 

shell, are primarily due to steric interactions  and act to hinder the 

particles from coming together and therefore prevent their self-

assembly.140,141 These repulsion forces depend on the length and 

the amount of ligand present at the nanoparticle surface. Attractive 5 

entropic interactions result due to the depletion force. Here, hard 

spheres come together because smaller hard spheres, ligand 

molecules or solvent molecules are present in the solution, and 

hence assembly by the bigger nanoparticles is entropically 

preferred. The force active in keeping the particles together is the 10 

osmotic pressure, which acts to push the particles together due to 

the excluded molecules in between them. This excluded volume or 

gained volume depends on the size of the depletant.142,143   

 As can be seen the variety of particle interactions that may be 

present in such systems is large and consequently nearly every 15 

interaction leads to new possible mechanistic pathways in the 

formation of mesocrystals. Also this variety adds a further layer of 

complexity in trying to understand the formation processes because 

the self-assembly process always results from an interplay between 

the different attractive and repulsive forces. Some methods such as 20 

that of Grzybowski et al. are focused on using electrostatic 

interactions, others such as those of Talapin and Pileni use van der 

Waals interactions as well as entropic and ligand interactions. The 

optimization of the methods employed depends on the combination 

of nanoparticles, ligand shell, solvent and physical environmental 25 

influences such as pressure, temperature and ionic strength of the 

solvent amongst others. This makes it quite challenging to 

reproducibly synthesize mesocrystalline materials and a large 

variation in morphology is present even within the same synthetic 

batch.  30 

Analogy to Atoms 

The analogy of forming a classical crystal from its atomic or 

molecular components to that of the formation of mesocrystals due 

to the agglomeration of single nanoparticles into a macroscopic 

structure is obvious. Despite the fact that the driving forces and the 35 

interactions present during the assembly process are somewhat 

different the resulting structures are nevertheless very similar, as 

also is the observed growth mechanism. In classical crystallization 

the first phase in mesocrystal formation is agglomeration caused by 

supersaturation, with the nanoparticles being destabilized by the 40 

addition of non-solvents or the evaporation of solvent. Bodnarchuk 

et al.101 have observed the in-situ crystal growth process of CdSe, 

PbS, Au and CoFe2O4 mesocrystals within a nanoliter microfluidic 

plug. The nanoparticles are dissolved in an ethanol/toluene droplet 

and over the time of the toluene evaporation the nanoparticle 45 

solution is stable. Only when the nucleation threshold is reached is 

crystalline material achieved. After this first agglomeration the 

growth process of these crystals goes on until the solution is 

completely clear and colourless and as a result mesocrystals were 

produced that can have different crystalline structures and 50 

morphologies. Goubet and Pileni144 as well as Kalsin et al.112 have 

demonstrated the analogy between the morphology that results 

from mesocrystals composed of nanoparticles and that of classical 

crystals. The mesocrystals show the same crystal facets and angles 

as the components of classical crystals in the same crystal lattice. 55 

Also twinning effects, which occur in classical crystallization are 

also found during the self-assembly of mesocrystals. Rupich et al.29 

describe the dependence of twinning with respect to the particle 

size of the constituent PbS nanoparticles and have calculated that 

with increasing size the twinning becomes more favourable. PbS 60 

nanoparticles with a size below 4 nm do not exhibit twinning in the 

resulting structure. However, by contrast, PbS particles larger than 

7 nm in size form multiply twinned face-centred cubic superlattices 

with decahedral and icosahedral symmetry, exhibiting 

crystallographically forbidden five-fold symmetry elements. They 65 

have also reported that the interparticle potential during 

agglomeration becomes “softer”, which also causes the higher 

degree of twinning.  

 Nanoparticle arrangements in colloidal crystals suggest that the 

principle of maximum space filling is in operation, so that in many 70 

experiments an optimized nanoparticle arrangement is 

observed.145–150 Experimental data using octahedrally shaped 

nanoparticles allows the formation of particle arrays, which depend 

on the composition of the organic ligand shell. 120,145–149,151,152 Four 

phenomenological models for this observation are proposed: 75 

• anisotropic nanocrystals without or with just a small 

ligand shell  

• hard spheres with small organic shell compared to the 

core size 

• hard spheres with large organic shell compared to the 80 

core size 

• small hard spheres with a very large organic shell, which 

is deformable and soft28 
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Fig. 9 SEM images of PbS–organic colloidal crystals with( a) 

octahedral and (b) five-armed star morphologies. (c) Comparison 

of the observed (left) and simulated (right) ED patterns detected 

along [111]SL of the PbS–organic mesocrystal. The simulated ED 5 

was obtained by superposition of the ED patterns calculated for the 

proposed models. The sets of equidistant (220), (002), and (111) 

PbS Bragg reflections are marked with white, blue, and yellow 

circles, respectively, and d) the corresponding X-ray diffraction 

pattern (Mo Ka radiation) along [111]SL.28  10 

 

 The nanoparticle arrangement between the different models 

differs and for the nanocrystals without or with a small ligand shell 

a bcc arrangement is preferred.149,153 By increasing the coverage of 

the nanoparticle surface with organic ligand molecules the form of 15 

the nanoparticles is smoothened, so that defects in the orientation 

inside of the super lattice occur. This smoothened surface acts so as 

to change the packaging from bcc to fcc.145–147  If small inorganic 

cores are covered with a thick shell of organics the orientational 

ordering becomes almost completely lost and the spheres, which 20 

can be deformed, arrange in a bcc structure.148,151 Typically, the 

crystal structure of mesocrystals can be determined using SAXS 

measurements however, using this method it is not completely 

clear if the mesocrystal has an overall crystalline structure or if it 

also contains amorphous portions within the middle of a partially 25 

crystalline structure. Only by cutting through the crystal and 

visualizing the inner structure with HRTEM can one 

unambiguously determine the internal arrangement. Simon et al.28 

have determined the inner crystalline structure of PbS-organic 

mesocrystals by using a focused ion beam cut where the crystalline 30 

inner structure of the mesocrystal could be clearly seen following 

HRTEM imaging. Electron diffraction of an internal section of the 

thin cut plainly shows the hexagonal orientation of the 

nanoparticles and additionally the atomic lattices from which the 

nanoparticles are composed display a predominant orientation 35 

preference within the structure. Single crystal x-ray measurements 

show this crystalline behaviour where a certain degree of mismatch 

of the oriented nanoparticles inside the mesocrystal exists (Fig. 9). 

Theoretical modelling of the nanoparticle orientational ordering 

inside the crystal structure shows that two arrangements in the 40 

[111]Superlattice fit to the experimental data. The space group could 

be either 739: or ;2/: as either of these nanoparticle 

arrangements would show the tendency of face-to-face 

interactions. Analogous to classical crystals, not only can possible 

space groups be examined but also unit cell parameters can be 45 

calculated. The unit cell for this structure has been calculated to 

possess a length of 15.4 nm when 5.5 nm sized nanocrystals are 

used for the assembly, where only the positions of nanoparticles in 

a =:39: crystal structure are considered.  

Properties and Applications 50 

There presently exist a number of new and interesting applications 

based opportunities grounded on the structure of the mesocrystals. 

Before some examples are introduced, it is important to understand 

the internal structure of the mesocrystalline materials. Zhou and 

O’Brien have postulated that for general classification purposes 55 

three basic types of mesocrystals may be considered.154 The first 

structures consist of nanoparticles separated by organic molecules, 

the second consists of nanoparticles connected by mineral bridges 

and additionally surrounded by organic ligands and in the third 

type of mesocrystal the nanoparticles are connected only by 60 

mineral bridges but without the presence of organic ligands. These 

different architectures influence the properties of the single 

mesocrystal entities, such as the electronic properties and the 

surface area of the nanoparticles, drastically.  

 Mesocrystals with bare surfaces show highly accessible surface 65 

areas and are well suited for heterogeneous catalysis of gaseous 

compounds and photocatalysis as shown by Zeng et al.155, Tartaj et 

al.156 and Yu et al.157. Zeng et al. used CoO and Zn1-xCoxO/Co1-

yZnyO nanocomposites to catalyse, in a heterogeneous catalytic 

reaction, the oxidation of CO to CO2. Both materials exhibit 70 

catalytic activity already at a relatively low temperature of 60°C, 

which increases up to temperatures of 120-140°C. The high surface 

area of the synthesised mesocrystalline material and the surface 

decoration with hydroxyl groups, which are essential for the CO 

adsorption, are responsible for the high catalytic activity. Yu et al. 75 

reported on an NO removal via a photocatalytic reaction at the 

surface of TiO2 nanowires. The mesocrystalline rutile nanowires 

c 
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show a high catalytic activity because the nanowires have a high 

aspect ratio, which allows a fast charge transport, a large surface 

area with many open pores for the diffusion of NO and the efficient 

penetration of light.  

 Not only are catalytic reactions on the high surface area of the 5 

mesocrystalline materials possible, but in addition these materials 

are appropriate electrode materials. Pang et al. synthesised W18O49 

mesocrystals, which show good electrochemical properties and 

have a high electron-proton transport rate. In addition, they show a 

large pseudocapacitance and a superior stability, which makes 10 

them potential materials for use as supercapacitors.  

Mesocrystals which possess an organic ligand shell around them 

and whose preparation was described above, are usually not 

suitable for use in catalytic approaches as the surfaces are 

relatively inaccessible but do possess other interesting properties 15 

such as closed intracrystalline pores, which is advantageous for 

thermal and dielectric insulation.  

 Zhu et al. have reported on superstructures and the SERS 

properties of gold nanocrystals of different shapes.158 These noble-

metal nanocrystal materials possess a plasmon resonance and have 20 

many potential applications in e.g. optical waveguides, 

superlensing, photon detection and surface-enhanced Raman 

scattering (SERS) for sensing and imaging applications.158  The 

SERS sensitivity is highly dependent on the structure of the Au 

mesocrystals so that the hotspots and the strength of the antenna 25 

effect vary. Not only do the size, shape and type of the single 

building blocks influence the SERS signal, the interparticle 

distance in the nanoparticle arrangement also changes the signal 

intensity. The difficulty in this reported study was the production 

of highly monodisperse Au nanoparticles of different shapes and 30 

their controlled assembly into 3D structures. Single-crystalline 

rhombic dodecahedral nanoparticles arranged into an fcc triangular 

superstructure showed the highest SERS effect. Additionally, the 

SERS effect was measured to be stronger along the edges and 

corners than in the middle of the superstructures. The presence of a 35 

higher number of hotspots makes these materials especially 

interesting as chemical and biological sensors, as immunosensors 

and for analytical measurements due to their high sensitivity.  

The SERS effect was also observed for Ag nanoparticle 

arrangements as described by Fendler.159 Additional collective 40 

properties of Ag nanoparticles deriving from their shifted 

resonances in absorption spectroscopy due to Lorentz field effects 

and changes in reflectance measurements have also been 

described.160  

 The arrangement of magnetic nanoparticles into ordered 45 

superstructures opens up a class of materials with unique magnetic 

properties. The ferromagnetic nanoparticles so arranged are 

potential candidates for magnetic storage media. The idea is that 

each ferromagnetic nanoparticle corresponds to one bit of 

information. Up to now, there are several challenges to overcome 50 

before their application becomes a reality, such as their limited 

thermal fluctuation and their superparamagnetism at room 

temperature.161 Magnetic nanoparticles capped with organic 

ligands and arranged into mesocrystals show collective behaviour 

caused by long-range dipolar interactions because contact between 55 

the nanoparticles is hindered by the ligand shell so that exchange 

interactions are neglected.162 When 3-D ordered and non-ordered 

arrangements of magnetic nanoparticles are compared, the ordered 

assemblies possess a more square-like hysteresis loop and a higher 

blocking temperature, with the consequence that superparamagnet 60 

behaviour occurs at higher temperatures. Due to the higher 

ordering present within mesocrystals, the coupling constant 

between the nanoparticles increases with decreasing interparticle 

distance, which corresponds directly to the increase in dipolar 

interactions.161 For applications of these magnetic 3D 65 

superstructures the interactions between the magnetic nanoparticles 

and their complicated underlying behaviour need to be investigated 

further. 

 The magnetic properties of such mesocrystals can also be used 

in biomedical and targeting applications. Ge et al. have reported on 70 

a method by which water soluble Fe3O4 mesocrystals that still 

exhibit superparamagnetism may be produced, which is normally 

limited in Fe3O4 nanoparticles to a domain size of approximately 

30 nm.163,164 Additionally the magnetic response to external 

magnetic fields, which is caused by the higher magnetization per 75 

particle into the arrangement, is much stronger than that of the 

single magnetic nanoparticles. Coating the mesocrystals with a 

silica shell allows the coupling via specific silane chemistry ligands 

to surfaces and molecules.164 

 Another field of application is in the area of photonic crystals. 80 

The 3D arrangement of spherical particles into macroscopic 

ordered structures leads to spatially periodic structures. The 

nanoparticle sizes need to be in the range of the photon wavelength 

to influence the propagation of electromagnetic waves. Using 

template free fabrication of photonic crystals has many advantages 85 

e.g. the easily tuneable photonic bandgap via size variation of the 

building blocks and relatively inexpensive fabrication. An inherent 

disadvantages are the imperfect structures that result from 3D self-

assembly and, as is often observed, the absence of a full photonic 

bandgap. 90 

 In addition, electronic properties of the isolated nanoparticle 

arrangements are of great interest. Yang et al. investigated the 

electronic properties of 3D Au colloidal crystals with scanning 

tunnelling microscope (STM).165  The STM tip required higher bias 

voltages because of the insulating organic layers around the 95 

nanoparticular building blocks which resulted in a lower effective 

voltage. Additionally, conductance due to the collective nature of 

the structure could be observed. In contrast to the conductance of 

any one given nanocrystal a slight additional modulation was 

witnessed to be superimposed on the collective conductance 100 

background, which mimics the Coulomb staircase structure 

normally observed from isolated nanoparticles. As most 

experiments on the electronic behaviour of nanoparticles are made 

on layers with a defined thickness and size it was also possible to 

determine that the application of a thermal treatment increases the 105 

conductivity166, which brings these structures one step closer to 

being used in promising applications involving low-cost, high-

performance energy conversion and storage technologies. 

Furthermore, Simon et al.167 have reported on the fibrillation within 

two dimensional arrangements of PbS nanoparticles, where 110 

crystalline PbS bridge-like connections between the individual 

nanoparticles were observed to form. These crystalline 
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interconnects could potentially provide the 2D material with good 

electrical properties and the formation of such interconnects may 

also extend to the 3D systems that have been reported in the 

literature28 using these particles. However, such investigations have 

yet to show if PbS mesocrystals have potential uses in the field of 5 

nanoelectronics and energy conversion. 

 The mechanical properties of mesocrystals are also of interest 

with respect to potential applications and therefore it is necessary 

to understand them with respect to device integration and such 

parameters as robustness and durability. Measurements have been 10 

performed with PbS mesocrystals in the group of Shevchenko et al. 

where the collective mechanical response of the material was 

undertaken, and which has been reported to be in the range 

between hard sphere colloidal crystals and opals.30,168,169 The 

observed response can be compared with that of hard and stiff 15 

polymers, but shows a greater degree of hardness. This increased 

hardness comes from the dense packing of the spheres, which 

distributes the stress over the complete material and this results in 

an increased hardness and modulus. However, the fracture 

toughness is significantly diminished as only ligand-ligand 20 

interactions keep the inorganic cores inside of the material. The 

ligand-ligand interactions lead to a behaviour which is analogous to 

stiffness and elasticity in polymers. Podsiadlo et al. have also 

shown the dependence of increasing nanoparticle size on hardness 

(H) and elasticity (E).169 If the NP size increases in H then E also 25 

increases. The combination of the organic-inorganic core-shell 

material makes the material behave like nanoparticle-filled 

polymers. Thus, the mechanical properties can be influenced by 

ligand-ligand interactions and can be optimized through further 

investigation. Not only were the mechanical properties of PbS 30 

mesocrystals undertaken but also those of Au mesocrystals were 

measured and it was reported that the formation processes 

influence the Young’s modulus of the different structures.170 

Furthermore, Natalio et al.171 have reported on needle-like calcite 

crystals with a Young’s modulus of 14 GPa. The aligned calcite 35 

nanocrystals, with silicatein-α occluded in the domain boundaries, 

contains between 10 and 16% organic component, which accounts 

for these remarkable mechanical properties.  

Consequently, the relatively high stiffness combined with the 

elasticity caused by the nanoparticular structure is in accordance 40 

with the embedding and integration of these functional materials 

into technical devices.  

 All the examples presented here make it clear that the 

properties of mesocrystals depend on the internal structure of the 

mesocrystals and hence it is possible to vary and optimize the 45 

properties as required for different applications. Both mechanical 

stability and electrical conductivity are very important 

characteristics for the integration of the functional materials into 

devices and first procedures to optimize the materials regarding 

their conductivity and hardness have been undertaken. It is 50 

important for many applications that the mesocrystalline materials 

are not static materials as is the case for bulk materials. With small 

changes such as a different ligand shell, the properties can be 

widely varied and it is possible to optimize the properties with the 

end application field in mind. 55 

4. Conclusion 

In summary, the examples covered within this review illustrate the 

increasing importance in recent years of non-classical 

crystallisation mechanisms for providing a fuller description of 

many complex systems. In particular, their use in elucidating the 60 

synthetic pathways involved in oriented attachment and non-

classical crystallisation as related to systems in which pre-

synthesised nanoparticles are used as building blocks has been 

focused upon. The advantageous size-tuneable properties of the 

different nanomaterials can be maintained via their temporal 65 

stabilisation in the presence of ligand molecules during mesoscopic 

assembly. Employing such techniques macroscopic solids, 

composed of materials whose properties result from various 

degrees of quantum confinement, and additionally a new set of 

collective properties that derive from the ordered assembly, can be 70 

generated. The analogies between classical crystal lattices and 

those of nanoparticles are impressive and in some cases the inner 

structure of the macroscopic solids are so similar to those of 

classical crystals that, because of the single crystal behaviour of the 

resulting crystals, the mesocrystal structures can only be identified 75 

with thin cut techniques such as focused ion beam techniques. 

Additionally this review provides an overview of the techniques 

that can be employed to provide structuring as well as the possible 

interparticle interactions that influence the resulting arrangements 

to provide further property variations and applications. While much 80 

has been achieved in order to attain our present state of 

understanding, there is certainly much additional fundamental 

work yet to be done in order to more fully characterise the 

interactions at work in such systems, and in particular the length 

scales over which they effectively operate. However, such 85 

investigations will be necessary if we are to comprehend with 

greater clarity how to ultimately control the structuring and 

properties of mesocrystalline solids and even more so if we are to 

utilise them in such a way as to reach their full application 

potential. 90 
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"In this work the oriented attachment and mesocrystal formation via non-classical  
pathways have been reviewed with particular emphasis being placed on their  
self-assembly mechanisms as well as the new collective properties of the resulting  
crystalline nanoparticular arrangements and their potential uses in applications." 
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