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Graphical abstract 

 

 

 

Near-infrared (NIR) spectroscopy combined with principal component 

accumulation (PCAcc) method was used to identify 12 classes of different Chinese 

patent medicines.  
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 2

Abstract 19 

Discrimination of pharmaceutical products has been an important task in 20 

pharmaceutical industry and pharmaceutical safety. In this study, principal component 21 

accumulation (PCAcc) method was investigated for discrimination of Chinese patent 22 

medicines. In PCAcc method, an accumulation strategy is utilized to combine the 23 

classification information contained in multiple PC subspaces by using a rotation, a 24 

projection and a summation operation. To improve the performance of classification, 25 

continuous wavelet transform (CWT) is applied as the pretreatment method to 26 

eliminate the background. The results show that, among the 12 classes of Chinese 27 

patent medicines, 8 classes are correctly classified, and a total of ten samples are 28 

misclassified for the other four classes. Compared with the results obtained by 29 

principal component analysis (PCA), radial basis function artificial neural network 30 

(RBF-ANN) and partial least squares discriminant analysis (PLSDA), PCAcc 31 

produces the best classification.  32 

33 
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 3

Introduction 34 

Near-infrared (NIR) spectroscopy is a fast and nondestructive analytical 35 

technique and has been widely used in food industry, agriculture, petroleum industry, 36 

and etc.
1,2
 In the last decades, the technique has attracted considerable attention in 37 

pharmaceutical industry for quantitative analysis, qualitative analysis and on-line 38 

control of pharmaceutical products.
3-5
 Due to its flexibility in measurement, NIR 39 

spectroscopy is suitable for analysis of samples in different pharmaceutical forms. 40 

The technique has been extensively studied for quantifying active principal 41 

ingredients (API),
6,7
 excipients,

8-10
 and water content

11-13
 in pharmaceutical products. 42 

Moreover, because NIR spectroscopy has advantages of rapid and nondestructive 43 

analysis, it has been used to monitor the production process of pharmaceutical 44 

products, e.g., assessing tableting process,
14-16

 monitoring blend uniformity of solid 45 

dosage forms
17
 or API concentration in powder mixing process.

18
 On the other hand, 46 

NIR spectroscopy has a characteristic that could capture both chemical and physical 47 

information of the samples. The parameters of pharmaceutical products such as 48 

hardness, particle size, compaction force and dissolution rate can be determined by 49 

the technique. NIR spectroscopy was also used to provide the information of 50 

polymorphic form,
19-21 

which affects dissolution property of the pharmaceutical 51 

products.  52 

Discrimination of geographic origins or manufacturer and identification of 53 

counterfeit drugs have been an important task in pharmaceutical industry. However, 54 

in some cases, e.g., the same pharmaceutical product from different manufacturers, 55 
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 4

there is no significant difference. Therefore, efficient methods are needed to classify 56 

the similar samples by exploring the tiny difference between the products. Pattern 57 

recognition techniques combined with NIR spectroscopy have attracted considerable 58 

attention for variety discrimination. Principal component analysis (PCA) is one of 59 

the most popular and straightforward pattern recognition methods, and has been used 60 

to taxonomic discrimination, quality assessment and discrimination of geographic 61 

origins of pharmaceutical products, and etc.
22
 For example, PCA was employed to 62 

discriminate three types of Indigowoad Root samples from different origins
23
 and to 63 

identify counterfeit drugs.
24
 In the method, the relation between the samples can be 64 

directly observed by the plot of principal components (PCs). In our recent work, 65 

classification of azithromycin tablets from four manufacturers was studied by PCA 66 

and the effect of morphology was examined by preparing the samples in different 67 

forms.
25
 The results show that both the samples from different manufacturers and the 68 

samples in different forms can be satisfactorily classified with the help of 69 

chemometric methods. Moreover, least-squares support vector machine (LS-SVM) 70 

was adopted for discrimination of Rhizoma Corydalis and mint tea samples from 71 

different sources. The results demonstrated that the method can find the non-linear 72 

relation between the spectra and predicted properties.
26,27

 Furthermore, K-means 73 

method has been used to discriminate tablets from different manufacturers.
28
  74 

The aim of this work is to establish an approach for rapid identification of 75 

Chinese patent medicines. NIR spectroscopy was used as a tool for fast and 76 

destructive analytical technique to obtain the information of the samples, and 77 
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 5

chemometric methods, including continuous wavelet transform (CWT) and principal 78 

component accumulation (PCAcc), were employed to explore the small difference 79 

between the spectra. 12 classes of different Chinese patent medicines or the same 80 

medicine from different manufacturers were studied to demonstrate the performance 81 

of the method in discrimination of Chinese patent medicines.  82 

 83 

Experiment and data description 84 

NIR spectral dataset of Chinese patent medicine is supplied by National 85 

Institutes for Food and Drug Control. The dataset includes NIR spectra of five 86 

Chinese patent medicines produced by different manufacturers. Table 1 summarized 87 

the information of the samples. The samples of one medicine from one manufacturer 88 

were taken as a class. The capital letters A, B, C, D, and E were used to denote the 89 

five medicines and a number following the letter was used to code the manufacturer.  90 

Table 1 91 

The spectra are divided into calibration and prediction set by Kennard-Stone (KS) 92 

method.
29
 In order to use the same number of spectra in calibration set for the 12 93 

classes of medicines, 22 spectra of each class (a total of 12 × 22 = 264 spectra) were 94 

used and the remaining spectra as listed in Table 1 were taken as prediction set.  95 

All the spectra were recorded on an MPA FT-NIR spectrometer (Bruker, 96 

Germany) in the wavenumber range 3999.7-11995.3 cm
-1
 with the digitization interval 97 

3.857 cm
-1
. In the calculations, the variables from 4246.6 to 8913.7 cm

-1
 (1211 data 98 

points) were used. Fig. 1(a) displays the measured spectra of the samples. It can be 99 
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 6

seen that most of the spectra are similar and highly overlapped. The reason is that 100 

Chinese patent medicines are mixture of several herbs in composite formulae. Thus, 101 

there is no significant difference between the medicines. On the other hand, the 102 

chemical constituents in component herbs may vary with harvest season, geographic 103 

origin, drying processes and other factors. This may cause the difference between the 104 

samples of the same medicine from different manufacturers.  105 

Figure 1 106 

Generally, signal preprocessing methods such as multiplicative scattering 107 

correction (MSC),
30
 standard normal variate (SNV)

31
 and derivative are used for 108 

correcting the scattering effect and background removal. In our previous works, CWT 109 

has been proved to be an efficient tool for removing the variant background and 110 

noise.
32,33

 Therefore, CWT is applied as the pretreatment method to eliminate the 111 

background in this work. In the calculation of CWT, Haar wavelet with a scale 112 

parameter 20 was used. Fig. 1(b) shows the preprocessed spectra. It can be seen that 113 

the variant background is removed compared with the spectra in Fig. 1(a). However, 114 

the spectra are still overlapped. Therefore, it is impossible to distinguish the 12 classes 115 

of the medicines directly by the spectra, although there are differences between these 116 

spectra.  117 

 118 

Calculations 119 

PCA has been the basic method for classification or discrimination analysis. In 120 

PCA, the information contained in first two or three PCs are generally used for 121 
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 7

inspection of classification. However, high-order PCs may contain the classification 122 

information. In order to use the information sufficiently, PCAcc was proposed in our 123 

previous works.
34,35

 The essential of PCAcc method is an accumulation strategy to 124 

accumulate the classification information contained in multiple PC subspaces. 125 

Therefore, the difference between the spectra of the samples in any PC subspaces is 126 

used for the classification. A rotation, projection and summation operations are 127 

included in the calculations. For building a PCAcc classification model, PCA is 128 

applied on the calibration set. In order to explore the information contained in 129 

different PC subspaces, a large number of PCs can be used. By using the information 130 

in PC subspaces, a decision tree can be obtained, in which each node has two 131 

branches. One branch contains the samples of one class and the other one contains the 132 

samples of remaining classes. For each decision node, the class with the largest 133 

difference from the others is separated out. The process is repeated until only one 134 

class remains. The classifier in each node is built with the accumulation, which 135 

includes the following operations: (1) finding the axis maximizing the distance 136 

between one class and the other classes using Fisher criterion
36
 in each PC subspace; 137 

(2) rotating all the PC subspaces to the same direction; and (3) accumulating the 138 

information of the effective subspaces. The effective subspace is defined as the one 139 

producing a “minimal increase”
34
 to the classification. In the end, an accumulation 140 

sequence (of the PC subspaces) and a threshold to produce the best classification can 141 

be obtained as the classifier of the node in the decision tree.  142 

For predicting an unknown sample, a decision can be obtained by testing the 143 
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 8

sample along the decision tree. In each node, the spectrum of the sample is projected 144 

into the PC subspaces, rotated, and then an accumulation is performed according to 145 

the sequence. The classification or discrimination will end when the sample is 146 

classified to the end node, i.e., the node containing only one class, using the classifier 147 

and the threshold.  148 

Detail procedures of PCAcc method can be found in our previous works.
34,35

 In 149 

this paper, resolution is still employed as a quantitative measure of the difference 150 

between classes, which is defined by
34
 151 

ΒΑ

ΒΑ

+

−
=

ss

mm
Rs                                              (1) 152 

where Rs is the resolution between class A and the other classes (denoted as B), mA, 153 

mB, sA and sB are the mean values and standard deviations of the two classes, 154 

respectively.  155 

 156 

Results and discussion 157 

Discrimination using PCA 158 

PCA is the most commonly used unsupervised pattern recognition method. In 159 

this work, PCA is employed to investigate the classification of the medicines. The 160 

result shows that the first four PCs explain more than 98% of the variance. Therefore, 161 

most information of the spectra is included in the first four PC subspaces. Fig. 2(a) 162 

and (b) shows the distribution of the calibration samples in PC1-PC2 and PC3-PC4 163 

subspace, respectively. It can be seen that, in PC1-PC2 subspace, 5 classes of the 164 

medicines can be separated, including E1, E2, C1, A3 and A4, and in Fig. 2(b), A3 is 165 
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 9

almost separable from the others in PC3-PC4 subspace. For the samples of the other 166 

classes, however, it is too difficult to separate them by the four PCs. This result 167 

evidently indicates that the difference between the samples may be contained in the 168 

high order PCs although explaining very small variance in the spectral data. 169 

Furthermore, even for the separable classes, it is obvious that the in-class variance is 170 

much larger than the between-class variance. The result clearly demonstrates the 171 

difficulty in classification of Chinese patent medicines by using PCA.  172 

Figure 2 173 

Building PCAcc model  174 

In order to use the comprehensive information contained in the PCs to improve 175 

the classification, PCAcc model was studied for discrimination of the medicines using 176 

the spectra in the calibration set. In the method, all the possible information for the 177 

classification contained in multiple PCs is used. In order to use more information, 12 178 

PCs were used in the calculations. Therefore, a total of 66 PC subspaces are included 179 

in the accumulation.  180 

To demonstrate the effect of the accumulation, the variation of Rs in the 181 

accumulation process for the last node to separate the class D1 and D2 is shown in Fig. 182 

3(a). Clearly, 21 PC subspaces that increase the separation of the two classes are 183 

accepted and the Rs value increases from 0.97 (the best PC subspace) to 1.60 (the 184 

accumulated value). The result means that 21 of the 66 PC subspaces contain the 185 

effective information for the separation and acceptable classification of the two 186 

classes is obtained. Statistically, when the value of Rs is above 1.5, it can be known as 187 
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 10

a complete separation.  188 

Figure 3 189 

Fig. 3(b) shows the Rs values of the accepted PC subspaces in the accumulation. 190 

Clearly, even for the accepted subspaces, the Rs values vary significantly. The largest 191 

value can be as high as 0.97 and the smallest one can be as low as 0.12. All the values 192 

are lower than 1.0 and more than half of the values are lower than 0.5. This indicates 193 

that the discriminating information in an individual PC subspace is limited. Therefore, 194 

the accumulation is necessary. Moreover, a sharp increase can be seen in Fig. 3(a) 195 

when the PC subspace No. 9, 10, 13 and 14 was accumulated. This indicates that the 196 

PC subspaces with a higher Rs value may have a significant contribution to the 197 

accumulation. However, there are also cases that the accumulation of the PC 198 

subspaces with higher Rs value does not produce significant contribution to the 199 

separation, e.g., the PC subspaces No. 16, 18, and 20 in the figure. This maybe 200 

accounted for by the fact that the information contained in these PCs is similar with 201 

that in the previously accepted PCs.  202 

Figure 4 203 

Figs. 4(a) - (k) shows the discrimination sequence of 12 classes of medicines. 204 

The balls in the bottom line display the situation of the calibration samples. The long 205 

vertical line in the center denotes the threshold of the classification, and two short 206 

vertical lines denote the mean values of the two classes. The position of the long line, 207 

i.e., the threshold, is determined by the two short lines, locating at the middle of the 208 

two lines. Moreover, the accumulated Rs values are labeled in the figure.  209 
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 11 

Fig. 4 shows the sequence of the separation in the training process. Clearly, C1 is 210 

the first class to be separated. This is because the Rs value between C1 and the other 211 

11 classes is the largest one. After removing the samples of C1, B2 is selected as the 212 

second class to be separated with the reason that the Rs value between B2 and the 213 

other 10 classes is the largest one. The remaining classes are separated in an order of 214 

B1, A2, A4, A3, E2, E1, A5, A1, D1 and D2. The sequence forms a decision tree with 215 

11 nodes. From the Rs values labeled in the figure, it can be known that all the values 216 

are bigger than 1.5, indicating a good classification. With detail examination of the 217 

figures it can be found that all the samples are correctly discriminated except for one 218 

sample in class D1 and three samples in class D2, as shown in Fig. 4 (g) and (k), 219 

respectively.  220 

 221 

Discrimination of the prediction samples  222 

In order to validate the efficiency of the PCAcc model for the 12 class medicines, 223 

discrimination was performed using the spectra of the prediction set. Along the 224 

decision tree, a spectrum is repeatedly identified with the classifier in the node until 225 

the sample is classified into a class. The operation for the identification in each node 226 

includes the projection into the accepted PC subspaces in the node, the rotation, the 227 

accumulation, and then identification with the threshold. The results for the samples 228 

in the prediction set are shown by the balls in the upper line in Figs. 4(a) - (k). From 229 

the figures, it can be seen that all the samples are correctly classified except for one 230 

sample in class E2, one sample in class A5 and eight samples in class D2, as shown in 231 
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 12

Figs. 4 (g), (i) and (k), respectively. Further investigation shows that all the 10 232 

samples are misclassified from class D1. Therefore, the large diversity of the samples 233 

in class D1 is the reason for the misclassification. From Table 1 it can be seen that the 234 

samples in class D1 and D2 are same medicine from different manufacturers. This is 235 

the reason for explanation of the eight samples misclassified from D1 into D2.  236 

Table 2 237 

To further investigate the performance of the method, the values of the true 238 

positive (TP) and false positive (FP) obtained by PCAcc, PCA, radial basis function 239 

artificial neural network (RBF-ANN) and partial least squares discriminant analysis 240 

(PLSDA) were summarized in Table 2. The two parameters are generally used to 241 

evaluate the performance of a classifier, which are defined as the ratio of the number 242 

of correctly classified and misclassified samples, respectively, to the total number of 243 

the samples in the class. From the table, it can be seen that PCAcc method produces 244 

the best result for the prediction set. Among the 12 classes of Chinese patent 245 

medicines, 8 classes are correctly classified, the true positive accuracies for the other 246 

four classes (E2, A5, D2 and D1) are 100%, 100%, 100%, 67.7%, and the false 247 

positive accuracies are 10%, 9.1%, 100%, 0.0%, respectively. Clearly, the results for 248 

all the 12 classes are acceptable except for the true positive accuracies of class D1 and 249 

the false positive accuracies of class D2. However, only five classes can be classified 250 

by PCA, and it is difficult to obtain acceptable results by RBF-ANN and PLSDA, 251 

because the true positive accuracies for some classes are lower than 50% and the false 252 

positive accuracies are even higher than 60%.  253 
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 13

 254 

Conclusions 255 

Discrimination of the 12 classes of Chinese patent medicines was studied using 256 

NIR spectroscopy and PCAcc method. CWT was adopted to eliminate the variant 257 

background in the NIR spectra. Because PCAcc method uses the accumulation of the 258 

information contained in multiple PC subspaces, an acceptable classification was 259 

achieved for different medicines or the same medicine from different manufacturers. 260 

Due to the advantage of the PCAcc in exploring as much as the classification 261 

information in the NIR spectra of the samples, PCAcc produced the best classification 262 

compared with the results of PCA, RBF-ANN and PLSDA.  263 
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Figure captions 324 

Fig. 1 Measured (a) and preprocessed (b) spectra of 12 classes of Chinese patent 325 

medicines.  326 

Fig. 2 Distribution of the calibration samples in PC1-PC2 (a) and PC3-PC4 (b) 327 

subspaces for 12 classes of medicines.  328 

Fig. 3 Resolution parameter (Rs) of the accepted subspaces (a) and their accumulated 329 

effect (b) in the discrimination of D1 and D2.  330 

Fig. 4 Distribution of the samples along the accumulated PC axis for the calibration 331 

and prediction set of the medicines.  332 

333 
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 334 

Figure 1335 
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 336 

Figure 2 337 

338 
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Figure 3 340 

341 
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 342 

Figure 4 343 
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Table 1 Information of the samples in the calibration and prediction set  345 

Medicine Manufacturer Class Label 
Number of 

samples 

Calibration 

set 

Prediction 

set 

A 

1 A1 40 22 18 

2 A2 45 22 23 

3 A3 45 22 23 

4 A4 40 22 18 

5 A5 33 22 11 

B 
1 B1 42 22 20 

2 B2 47 22 25 

C 1 C1 52 22 30 

D  
1 D1 53 22 31 

2 D2 30 22 8 

E  
1 E1 39 22 17 

2 E2 32 22 10 

Total   498 264 234 

 346 

347 
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Table 2 Comparison of the classification accuracy by different methods. 348 

Class Method
a
 

Accuracy (TP, %) Accuracy (FP, %) 

Calibration set Prediction set Calibration set Prediction set 

C1 PCAcc 100.0 100.0 0.0 0.0 

PCA 100.0 96.7 0.0 3.3 

RBF-ANN 77.3 76.7 22.7 30.0 

PLSDA 86.4 46.7 31.8 33.3 

B2 PCAcc 100.0 100.0 0.0 0.0 

RBF-ANN 77.3 92.0 22.7 24.0 

PLSDA 72.7 80.0 27.3 68.0 

B1 PCAcc 100.0 100.0 0.0 0.0 

RBF-ANN 90.9 80.0 22.7 0.0 

PLSDA 59.1 80.0 22.7 25.0 

A2 PCAcc 100.0 100.0 0.0 0.0 

RBF-ANN 45.5 52.2 45.5 21.7 

PLSDA 54.6 65.2 54.6 43.5 

A4 PCAcc 100.0 100.0 0.0 0.0 

PCA 90.9 100.0 0.0 0.0 

RBF-ANN 72.7 83.3 45.5 44.4 

PLSDA 72.7 66.7 50.0 50.0 

A3 PCAcc 100.0 100.0 0.0 0.0 

PCA 100.0 100.0 9.1 0.0 

RBF-ANN 90.9 100.0 63.6 43.5 

PLSDA 81.8 56.5 50.0 43.5 

E2 PCAcc 100.0 100.0 4.6 10.0 

PCA 100.0 100.0 0.0 0.0 

RBF-ANN 95.5 100.0 0.0 0.0 

PLSDA 86.4 100.0 18.2 30.0 

E1 PCAcc 100.0 100.0 0.0 0.0 

PCA 100.0 100.0 0.0 5.9 

RBF-ANN 95.5 100.0 4.6 0.0 

PLSDA 68.2 82.4 31.8 11.8 

A5 PCAcc 100.0 100.0 0.0 9.1 

RBF-ANN 45.5 18.2 18.2 45.5 

PLSDA 54.6 54.6 31.8 18.2 

A1 PCAcc 100.0 100.0 0.0 0.0 

RBF-ANN 54.6 72.2 13.6 22.2 

PLSDA 54.6 72.2 13.6 27.8 

D1 PCAcc 95.5 67.7 13.6 0.0 

RBF-ANN 59.1 54.8 27.3 6.5 

PLSDA 50.0 48.4 31.8 9.7 

D2 PCAcc 86.4 100.0 0.0 100.0 

RBF-ANN 81.8 100.0 27.3 75.0 

PLSDA 59.1 75.0 36.4 50.0 
a 
PC1-PC2 was used in PCA method, and the same latent variable number as in 

PCAcc was used in PLSDA. 33 hidden neurons were used in RBF-ANN. For the 

classes that can not be discriminated by PCA, the result was not listed.  

 349 
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