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A first-principles molecular dynamic method is proposed to calculate the absolute redox potentials of 5 

liquid water. The key of the method is the evaluation of the difference between the vacuum level and the 
average electrostatic potential inside liquid water, which employs an average over both space and time. 
By avoiding the explicit use of the Kohn-Sham levels, such as the position of the valence band maximum, 
as the reference energy for the excited electrons, we are able to calculate water redox potentials accurately 
using a semi-local density functional and an entropic contribution estimated from experimental data. 10 

Introduction 
Oxidation-reduction potential (or redox potential) is a 
fundamental quantity in electrochemistry, which measures the 
tendency of a chemical species (an ion or a molecule) to gain or 
lose electrons to another species, typically in aqueous solutions. 15 

Standard hydrogen electrode (SHE) is the accepted standard, with 
respect to which the redox potentials of other species are 
measured.1 The definition of SHE is based on the electrochemical 
half reaction 
  2H+(aq) + 2e–  H2(g)   (1) 20 

such that, in the SHE scale, the redox potential for hydrogen gas 
production from aqueous protons is zero. One can also define the 
redox potential with respect to the vacuum level (called absolute 
redox potential or Eabs).2 The absolute hydrogen production 
potential, Eabs(H+/H2), is intimately related to the proton 25 

hydration energy, ΔGhyd(H+), which is also an important 
fundamental quantity determining, e.g., the acidity constant (or 
the pKa value) of a chemical species in aqueous solution.3 The 
two quantities are connected through the Born-Haber cycle, as 
illustrated in Fig. 1, namely, the sum of Eabs(H+/H2) and 30 

ΔGhyd(H+) equals to the sum of the atomization free energy of 
hydrogen molecules and ionization free energy of hydrogen 
atoms. 
 Not only is Eabs essential in the fundamental definitions 
mentioned above, but it is also necessary in determining other 35 

physicochemical properties when aqueous solution is involved. 
Currently, photocatalytic splitting of water into hydrogen fuel 
using semiconductor electrodes is a highly pursued approach to 
converting solar energy to chemical energy. In a semiconductor-
based photoelectrochemistry setup, Eabs with respect to the band 40 

edge positions of the semiconductor electrodes measures the 
ability for a reaction to move forward. For example, for hydrogen 
and oxygen production reactions to take place simultaneously and 
effectively, the semiconductor band edges should straddle the 
redox potentials for H2 production, i.e., Eabs(H+/H2), and O2 45 

production.4 

 
Fig. 1 Born-Haber cycle showing the relation between the proton 
hydration energy and the absolute hydrogen production potential. 

 Theoretical design has become a valuable approach to the 50 

search and optimization of semiconductor materials for water 
splitting.5 The success of such an approach, however, relies 
critically on how accurately the theoretical calculations can 
reproduce the redox potentials. First-principles calculations, such 
as those based on the density functional theory (DFT),6 have been 55 

widely used to study various material properties. Yet, the study 
on the redox potential using DFT is still challenging. This is 
partly because of the difficulty of first-principles methods dealing 
with the electrochemical reactions in a liquid solvent. Cluster 
models,7 which may be combined with empirical methods such as 60 

those based on polarizable continuum models,8 are the commonly 
used method in this context. In recent years, there has been 
important advancement in the calculation of redox potentials 
using DFT-based molecular dynamics (MD) under the periodic 
boundary condition (PBC).9 So far, such theories have focused on 65 

the relative redox potential with respect to SHE. To calculate the 
absolute redox potential under the PBC, it is necessary to 
introduce an interface with vacuum into the calculation, for which 
there is still not a computationally viable approach. Additionally, 
there is the concern on the reliability of the DFT10 because the 70 

method, in particular, the Kohn-Sham (KS) eigenvalues, suffers 
from the well-known band-gap errors.11 
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 In this paper, we propose a method, based on first-principles 
MD simulations, to directly calculate the absolute redox potential 
without resorting to any Born-Haber cycles. Here, we focus on 
the hydrogen production reaction, but the method can be 
straightforwardly applied to other aqueous reactions where 5 

referencing to the vacuum level is required. We formulate Eabs in 
such a way that avoids the use of the KS eigenvalues for the 
reason mentioned above. We make use of the fact that the DFT 
method within the semi-local approximations is able to produce 
reasonably accurate electron charge density, and hence 10 

reasonably accurate electrostatic potential. We propose a space-
time averaging scheme to calculate the difference between the 
vacuum level and the average electrostatic potential inside liquid 
water. Our calculated absolute hydrogen production potential is 
4.37 eV below the vacuum level at room temperature, which is in 15 

good agreement with the recommended value of 4.44 eV based 
on experimental measurements,2c despite that our calculated KS 
band gap of liquid water is only 4.5 eV, which is considerably 
smaller than the experimental value of 6.9 eV.12 

Results and discussion 20 

We first rewrite Eq. (1), i.e., the H2 production step in Fig. 1, as 
  H+(aq) + e–(g)  water + ½H2(g).  (2) 
By having the electron in the vacuum (denoted by g throughout 
this paper), the change in the Gibbs free energy in Eq. (2) defines 
Eabs(H+/H2) as  25 

  Eabs(H+/H2) 
  = G(H+(aq)) – G(water) – ½G(H2(g)) + eVvac, (3) 
where G(water), G(H+(aq)), and G(H2(g)) are the Gibbs free 
energies of pure water, a proton in water, and H2 gas, 
respectively. The last term, eVvac, is the potential energy of an 30 

electron of charge e at the vacuum level Vvac. In a cluster-model 
calculation, the eVvac term can be conveniently set to zero. 
However, for bulk water calculated using a PBC as in the present 
case, this term needs to be evaluated explicitly. This is because 
Vvac and G(H+(aq)) in Eq. (3) must have the same reference 35 

potential. 
 Using the relation G=U+PV–TS, Eq. (3) can be expressed as 
  Eabs(H+/H2) 
  = U(H+(aq)) – U(water) – ½U(H2(g)) + eVvac – TΔS 
  ≡ ΔU + eVvac – TΔS.   (4) 40 

Here, U(water), U(H+(aq)) and U(H2(g)) are the total energies of 
pure water, a proton in water, and an isolated H2 molecule, 
respectively. We have ignored the contribution of the PV term, 
which is on the order of 0.01 eV. To evaluate ΔU + eVvac, we 
used first-principles MD simulations. The entropy contribution 45 

TΔS can also be evaluated based on the MD simulations.13 
Reliable results, however, usually require simulations in nano-
second scale, which are currently beyond the capability of our 
computer resources. In the present study, we adopted the 
available experimental results. The entropy term TΔS is given by 50 

  TΔS 
  = TS(H+(aq)) – TS(water) – ½TS(H2(g)) 
  = TS(H+(aq)) – TS(water) – TS(H+(g)) + TS(H+(g))  
  – ½TS(H2(g)),     (5) 
where the first three terms defines the proton hydration entropy, 55 

which is experimentally measured to be –0.40 eV at 298 K and 1 
bar,14 and the last two terms can be obtained using the standard 

database,15 which gives +0.14 eV at 298 K and 1 bar. Thus, TΔS 
=  –0.26 eV were used. 

 60 

Fig. 2 MD simulations of pure water and proton hydration in water. (a) 
and (b) are for the results from using supercells containing 32 and 64 
water molecules, respectively. The left panels show the potential energy 
evolution in the last 40 ps of the simulations. The right panels show the 
histograms of the potential energy, i.e., the probability density P. The 65 

gray lines are for the term U(H+(aq)) in Eq. (4), while the pink lines are 
for the term U(water)+½U(H2(g)). 

 Our MD simulations were based on the DFT as implemented 
in the VASP program.16 To evaluate the term ΔU in Eq. (4), we 
employed supercells containing 32 and 64 water molecules, 70 

respectively. The volume of the supercell was set according to the 
experimental density of water at room temperature (0.997 g/cm3). 
For a cubic 64-molecule supercell, this corresponds to a length of 
12.43 Å. The generalized gradient approximation of Perdew, 
Burke and Ernzerhof (PBE)17 was used for the exchange-75 

correlation functional. The ionic dynamics was based on the 
Newton’s equation of motion using forces calculated with the 
Hellmann-Feynman theorem. We used projector augmented wave 
(PAW) potentials18 to describe the core-valence interaction and 
planewaves up to kinetic energy of 340 eV as the basis set. The 80 

Brillouin zone was represented by the Γ point. Our simulations 
were conducted in the canonical ensemble using the Nosé 
thermostat19 to control the temperature at 298 K. The time step 
was chosen to be 0.25 fs. Zero-point energy was not included in 
our MD simulation. With the above settings, it takes about 230 85 

total CPU hours (Intel Xeon Nehalem 2.6 GHz) to perform 1 ps 
simulation using the 64-molecule supercell. 
 We obtain the liquid water structure by equilibrizing a 
randomized ice structure at 298 K in 80 ps simulation. We then 
inserted a proton into the water and carried out MD simulations 90 

for 60 ps. The evolutions of the potential energy (gray colored) in 
the last 40 ps are shown in Fig. 2, while the results in the first 20 
ps are omitted because that period contains the equilibrization of 
the proton in water. To confirm that our pure water is reasonably 
equilibrized, we also continued the simulation of pure water for 95 

another 60 ps. The results in the last 40 ps are shown in Fig. 2 
(pink colored), together with those of the proton. To obtain 
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U(H+(aq)) and U(water)+½U(H2(g)) in Eq. (4), we considered 
two different approaches: first, we took the average of the 
potential energy over the 40 ps (the left panels in Fig. 2); second, 
we generated a histogram from the MD simulation (the right 
panels in Fig. 2) and then fitted it to a Gaussian function. The 5 

values for ΔU in Eq. (4) evaluated from these two approaches 
(namely, dashed lines in the left panels and peaks in the right 
panels) agree to each other to within 0.01 eV. From the 64-
molecule supercell, we obtained ΔU = 1.12 eV, while from the 
32-molecule supercell, we obtained ΔU = 1.09 eV. It is expected 10 

that further increasing the supercell size will change the result by 
less than 0.03 eV. 
 The calculation of U(H+(aq)) requires the use of a positively 
charged supercell. In order to remove the divergence in the 
electrostatic interaction of the periodic images of positive 15 

charges, we applied a uniform negative charge background in the 
supercell calculation. The fictitious interaction energy arising 
from the use of the PBC and the charge background can be 
estimated using a Madelung correction ½αq2/εL,20 where α is the 
Madelung constant (α ≈ 2.84 for a cubic cell), q is the charge 20 

inserted to the supercell (q = 1 for H+), ε is the static dielectric 
constant of liquid water (ε ≈ 80 at room temperature), and L is the 
length of the supercell (L ≈ 12.43 Å for a 64-molecule supercell). 
Thus, we obtain a Madelung correction of 0.02 eV to the total 
energy. Applying the correction to the result for 64-molecule 25 

supercell, we obtain ΔU = 1.14 eV. The Madelung correction 
typically overestimates the error due to the use of the uniform 
charge background21 so that including higher-order terms will 
make the correction smaller. 
 Next, we evaluate eVvac in Eq. (4). Note that if Eabs(H+/H2) in 30 

Eq. (4) were calculated without the eVvac term, then it has been 
assumed that the electron has a potential energy equal to the 
reference energy of the H+-in-water supercell, which is usually 
taken as the average electrostatic potential of the entire supercell 
in a planewave-based code.22 This implies that the correct Vvac 35 

should be the difference between the vacuum level and this 
reference energy. In the dilute limit, the average electrostatic 
potential of the H+-in-water supercell can be approximated by 
that of the corresponding charge neutral supercell of pure water. 
This allows us to calculate Vvac using the supercell setup shown as 40 

an inset in Fig. 3(a), which contains both a bulk-like water region 
in a slab geometry and a vacuum region. In such a geometry, Vvac 
is simply the difference between the average potentials in the two 
regions. For crystalline materials, it is usually straightforward to 
obtain Vvac using the slab geometry. For liquids, however, there is 45 

still not a scheme in the literature for averaging inside the bulk. In 
addition, the water slab always exhibits a macroscopic dipole 
along the direction perpendicular to the slab/vacuum interface, 
resulting in a tilted electrostatic potential in the vacuum region. 
This tilted vacuum potential can be made flat by flipping over the 50 

water slab about the center of the slab and averaging the 
potentials from the unflipped and flipped slabs. 
 In principle, if one can perform a sufficiently long time MD 
simulation on the slab geometry, the electrostatic potentials in 
both the bulk water and vacuum regions should be flat due to the 55 

averaging of the water slab configurations over time evolution. 
However, we found that such a converged result cannot be 
obtained in currently affordable simulation time. So, the question 

is how to generate a series of water slabs that can effectively 
sample the configuration space. Instead of the time average, we 60 

propose a space-time average scheme, where we generate a series 
of slab supercells, as illustrated in the inset of Fig. 3(a), with the 
geometry of the water region taken from a snapshot of the bulk-
water simulation. The spatial averaging is accomplished by first 
dividing the cubic supercell of the snapshot into N slices along, 65 

for example, the z direction, as shown in Fig. 3(b). Then, the 
slices from i to i+N are used to build a water slab by appending a 
vacuum region. In this process, H atoms always follow the O 
atoms that they are bonded to. We can build N different slab 
supercells in this way by taking i from 1 to N. The electrostatic 70 

potentials for all these slab supercells are calculated and then 
averaged. This spatial averaging is repeated for a series of other 
snapshots extracted from the bulk-water simulation.  

 
Fig. 3 (a) Electrostatic potential of water slab supercell along z-direction, 75 

which is averaged over the xy-plane. The inset shows a schematic of the 
supercell setup, where the water region is a cubic region. Because of the 
periodicity in the xy-plane, the water region forms a slab, which is 
separated from its periodic images by vacuum regions. (b) shows the 
scheme for performing the spatial averaging based on a supercell obtained 80 

from a snapshot from the MD simulation on bulk water. Two cubic 
supercells are shown. 

 The final space-time averaged electrostatic potential along the 
z-direction is shown in Fig. 3(a), where we used N = 50 slices and 
12 snapshots from 40 ps bulk-water simulation. The potentials for 85 

the last snapshot with i = 10, 20, 30, 40, and 50 are shown in Fig. 
4(a). It can be seen that the potentials inside the water region 
have large fluctuations before the spatial averaging, which were 
commonly observed in previous studies,23 while after the spatial 
averaging the potential becomes flat in both the water slab and 90 

vacuum regions. Fig. 4(b) shows the spatial-averaged potentials 
from all the 12 snapshots over 40 ps simulation time. It was 
found that the change in the potential over simulation time is 
rather small (within 0.1 V). Overall, the difference between the 
potentials in the vacuum and water region gives Vvac, as shown in 95 

Fig. 3(a), which is found to be 2.97 V.  
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Fig. 4 (a) Electrostatic potentials of the water slab supercells used for 
spatial averaging, as illustrated in Fig. 3(b). The cases with i = 10, 20, 30, 
40, and 50 are shown in dashed lines. The thick solid line shows the 
average from i  = 1 to 50. (b) Spatial-averaged potentials for the water 5 

slab supercells generated from 12 snapshots over 40 ps MD simulation of 
bulk water. 

 Now, summing up ΔU (1.14 eV), eVvac (2.97 eV), and –TΔS 
(0.26 eV) following Eq. (4), we obtain Eabs(H+/H2) = 4.37 eV 
below the vacuum level. Here, it is necessary to discuss the 10 

possible sources of error in our calculation. While the use of 
bulk-terminated water surface and the space-time average 
described above ensures the removal of surface dipole in our 
calculation, as evidenced by the vanishingly small change in Vvac 
in Fig. 4(b), a small dipole potential (0.1–0.2 V) may exist at real 15 

water/vacuum interface.24 Another possible source of error is that 
the semi-local density functionals, such as PBE, often over-
structure the liquid water.25 It has been suggested that increasing 
the simulation temperature could empirically mitigate this 
effect.25 We have performed MD simulation at 350 K obtaining 20 

ΔU = 0.99 eV. The change in ΔU reflects the fast kinetics at 
higher temperature that weakens the binding of proton in water. 
The eVvac term, evaluated to be 2.94 eV at 350 K, is found 
relatively insensitive to the simulation temperature. Overall, the 
simulation at 350 K yields Eabs(H+/H2) = 4.19 eV, about 0.18 eV 25 

lower than that at room temperature. Finally, it is worth 
mentioning that one may evaluate the pH value from first-
principles using, e.g., the recently proposed microscopic theory.26 
Here, since the concentration of H+ used in our calculation is 
close to the standard condition (i.e., 1 M concentration or about 30 

one H+ per 55.5 water molecules), the error in our result related to 
the pH value is expected to be insignificant. 
 Experimentally, Eabs(H+/H2) has been measured by several 
different approaches. An early experiment suggested a value of 
4.73 eV, while two later experiments suggested values of 4.43–35 

4.44 eV.2 The value of 4.44 eV has been widely quoted in the 
literature, which was obtained by using the work function of 
metal Hg (4.50 V) and the standard potential difference (-0.0559 
V) between a Hg electrode and a model SHE.2c Our calculated 
results are in reasonable agreement with experiment. Thus, by 40 

formulating the absolute redox potential without explicitly 

referring to any KS eigenvalues, our calculations establish the 
validity of using semi-local approximations, such as the PBE 
functional, to obtain reasonably accurate redox potentials through 
MD simulations for thermodynamic and electrochemical 45 

problems of ions in solvent. This could be a significant advantage 
over MD simulations using higher-level approximations such as 
the hybrid functionals, which are still computationally 
demanding.27  
 The theoretical calculation and experimental measurement of 50 

surface potential at water/vacuum interface have been discussed 
in several recent works.23 The Vvac term here constitutes the 
majority of the surface potential. The possible missing part is the 
surface dipole potential as discussed above. The good agreement 
of our calculated redox potential with experiment suggests that 55 

the surface potential as discussed in the literature23 could be 
measured by electrochemical methods with reasonable accuracy. 
In addition, our results also shed light on how to simulate 
solid/solution interface, which is a highly desirable objective. In 
particular, it shows that much of the chemistry of the solvated 60 

ions can be adequately described by the semi-local functionals. 
However, the result for an interface will suffer from the 
replacement of eVvac in our formulation by the chemical potential 
of electrons at either the conduction band minimum or the 
valence band maximum of the solid, as they are KS eigenvalues. 65 

These are single-particle levels for which the corrections can be 
calculated by static higher-order methods. It is reasonable to 
expect that the corrections can also be empirically instated into 
the MD simulations to yield correct physics. 

Conclusions 70 

A first-principles molecular dynamics method is proposed to 
calculate the absolute redox potential. Using a space-time 
averaging scheme, we are able to calculate the difference between 
the vacuum level and the average electrostatic potential of liquid 
water. By avoiding the explicit use of the KS eigenvalues such as 75 

the position of the valence band maximum for the excited 
electron, we were able to calculate water redox potentials. The 
results using the PBE functional are in good agreement with 
experiment. We attribute the success of the method to the 
reasonably accurate charge density given by DFT under the local 80 

or semi-local approximation. This establishes the validity to 
apply these highly effective and efficient approaches to study 
both the energetics and dynamics of the more complex 
solid/solution systems. 
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