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Received Xth XXXXXXXXXX 20XX, Accepted Xth XXXXXXXXX 20XX
First published on the web Xth XXXXXXXXXX 200X
DOI: 10.1039/b000000x

We present a computationally efficient pairwise potential for use in molecular dynamics simulations of large graphene or carbon
nanotube systems, in particular those under mechanical deformation, and also for mixed systems including biomolecules. Based
on the Morse potential, it is only slightly more complex and computationally expensive than a harmonic bond potential, allowing
such large or mixed simulations to reach experimentally relevant time scales. By fitting to data obtained from quantum mechanics
(QM) calculations to represent bond breaking in graphene patches, we obtain a dissociation energy of 805 kJ mol-1 which reflects
the steepness of the QM potential up to the inflection point. A distinctive feature of our potential is its truncation at the inflection
point, allowing a realistic treatment of ruptured C-C bonds without relying on a bond order model. Results obtained from
equilibrium MD simulations using our potential compare favorably with results obtained from experiments and from similar
simulations with more complex and computationally expensive potentials.

1 Introduction

Due to their favorable physical properties, graphene sheets and
carbon nanotubes (CNTs) have attracted considerable interest,
leading to a large body of theoretical and experimental results.
For theoretical studies of these highly conjugated π-systems
at atomistic level, quantum mechanics (QM) calculations,
classical Molecular Dynamics (MD) simulations or coupled
quantum mechanical/molecular mechanical (QM/MM) calcu-
lations have been used. QM-based methods take the electronic
degrees of freedom into account, and therefore allow consider-
ing electronic delocalization, electronic excitation, and optical
properties1,2. However, for large scale simulations involving
more than a few thousands atoms, QM calculations become
computationally too expensive, even if tight-binding methods
are applied. On the contrary, MD calculations can easily scale
to millions of atoms, allowing simulations of molecular sys-
tems that reach experimental length scales.

For MD simulations of graphene and CNTs, many poten-
tials have been proposed3–10, most of which are based on
multi-body interactions. These potentials have been devel-
oped, applied and improved over decades, and in various stud-
ies have proven to model well properties of graphene and
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CNTs. Lately, there is a growing interest in MD simulations
mixing graphene and CNTs with biomolecules11–14. Such
simulations would combine a force field specific to carbon
compounds (like AIREBO7) with a biomolecular one, or use
a force field which is able to describe both components (like
ReaxFF9). Both AIREBO and ReaxFF use the concept of
bond order, which correctly takes into account changes in the
electron delocalization, an important feature of the aromatic
graphene or CNT systems. However, the usage of bond order
potentials leads to several disadvantages with regard to effi-
ciency and implementation. One of them is a small integration
time step (0.1–0.5 fs) which is needed to handle smooth tran-
sitions between the different hybridization states; by contrast,
harmonic potentials used in biomolecular force fields allow a
time step of 1–4 fs, making possible simulations on biolog-
ically relevant time scales. A mixed simulation would need
to use the smaller of the two time steps and make the simu-
lation significantly more computationally demanding, unless
a multiple time step scheme is used. Another disadvantage
of a bond order potential is that any pair of atoms can be-
come bond partners and an atomic neighbor search has to be
performed at each time step; by contrast, a biomolecular force
field is typically used with a list of bonds built only once, at the
start of the simulation. The neighbor search can take a signif-
icant percentage of the overall computation time and is much
more complex to implement than a list of bonds. For these
reasons, the software packages typically used for biomolecu-
lar simulations15–17 avoid implementing bond order potentials
and use mainly pairwise potentials. Bond order potentials are
implemented mostly in software packages used for materials
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research, which either do not include biomolecular force fields
or lack validation when used with them. Hence, a pairwise
bond potential for graphene and CNTs would be desirable
for efficient simulations bringing together carbon based and
biomolecular components, opening a simple avenue for mixed
simulations including graphene or CNTs to the biosimulation
community. The aim of our work is the development of such
a potential, striking a good compromise between reproducing
several important mechanical properties of graphene and hav-
ing a high computational efficiency and low implementation
complexity.

Biomolecules or assemblies of them are soft and interact
weakly with graphene and CNTs under ambient conditions.
As a consequence, the bonds in these carbon based com-
pounds are not stretched far away from their equilibrium bond
length and a simple pairwise harmonic bond potential de-
scribes their elongations well. Away from ambient conditions
(like higher pressure) or when mechanical stress can produce
significant deformations of the graphene sheets or CNTs, C-
C bonds can elongate far from their equilibrium bond length
and even break, both of which are not well represented by a
harmonic bond potential. A more realistic model for such sit-
uations uses the Morse potential, a pairwise potential already
used to represent C-C interactions in graphene and CNTs3.
The Morse potential is already implemented in GROMACS
and can be straightforwardly implemented in other MD pack-
ages for biomolecules. It is only slightly more computation-
ally expensive than a harmonic bond potential and at the same
time is able to correctly reproduce the energy convergence to-
ward the dissociation energy upon stretching, making it suit-
able to model bond breaking. Building on these advantages,
we here introduce a simple modification of the Morse poten-
tial which allows monitoring bond breaking in graphene and
we parametrize it by fitting to high level quantum mechani-
cal calculations on graphene patches. In addition, we compare
mechanical properties of our model with those obtained from
experiments or from MD simulations with a more complex
potential. Finally, we show that our potential is significantly
more computationally efficient than other reactive force fields
used to model carbon based compounds.

2 A truncated Morse potential

In MD simulations, the harmonic potential, typically used
in proteins to model bonds between atoms, cannot represent
bond breaking, as the attractive force increases linearly with
the distance between atoms. The more complex potentials
derived for carbon structures are so-called bond order poten-
tials which correlate the hybridization of the carbon atom with
bond strength, also allowing them to model bond breaking.
However, they need to take into account not only the bond but
also its environment, including in some cases long-range in-

Fig. 1 The variation of energy and force with respect to the
interatomic distance for the original (dashed line) and truncated
(solid line) Morse potentials. r0 represents the equilibrium bond
length, rc represents the critical bond length, and D is the
dissociation energy.

teractions8. Thus, these potentials are computationally much
more demanding and mostly incompatible with biomolecular
force fields and MD packages.

The Morse potential has often been used to model bond
breaking because, at large bond elongations, the attractive
force decreases exponentially towards zero. Its applicability
to fracture of graphene and CNTs has been investigated by
Belytschko et al.3 which concluded that, for small initial de-
fects, the inflection point of the potential and much less the
dissociation energy determines the fracture strength.

We can define the bond length at the inflection point of the
Morse potential, corresponding to the maximum of the attrac-
tive force, to be the critical bond length, rc, where the bond
resists the most to rupture; for any length greater than this, the
bond can be considered broken. However, for a bond stretched
far beyond the critical bond length, the Morse potential has a
non-zero restoring force that causes unrealistic bond reforma-
tion. To prevent bonds from reforming, we introduce a modi-
fication to the Morse potential: for bond lengths lower than or
equal to rc, it retains the form of the original Morse potential,
while for bond lengths higher than rc the potential remains
constant, retaining its value at rc, which translates into a zero
force (Fig. 1). As a consequence, a bond elongated beyond
its critical length is unable to converge on its own towards the
equilibrium bond length. Only if the stress which leads to the
bond elongation is reduced or removed, thermal fluctuations
or other potentials could act on the two atoms connected by the
bond, bringing them closer than the critical bond length and
leading to a reforming of the bond. Unrealistic reformation
of bonds stretched to several nanometers is thereby avoided.
When a bond crosses its critical length, our implementation
of this potential reports the bond as broken and can optionally
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stop the MD simulation. Its obvious limitation is the inability
to simulate bond reforming between different carbon atoms or
between carbon atoms and other atomic species without major
code modifications in MD software packages; if such reaction
mechanisms are expected, a slower, more complex bond order
potential (like AIREBO or ReaxFF) should be used instead.

The form of the Morse potential between atoms i and j, as
implemented in GROMACS, is:

VMorse(ri j) = Di j[1− e−βi j(ri j−bi j)]2 (1)

where Di j is the dissociation energy, βi j is a constant defin-
ing the steepness of the energy well and bi j is the equilibrium
distance; βi j can be derived from the force constant for the
harmonic bond potential and Di j

18. As the OPLS-AA force
field has already been parametrized for groups which include
aromatic rings, we use the force constant and the equilibrium
length for an aromatic C-C bond (392459.2 kJ mol-1 nm-2 and
0.140 nm, respectively).

Di j is typically obtained from experimental data or QM cal-
culations. Belytschko et al.3 use a value of 518 kJ mol-1, the
same mentioned by Atkins19; GROMACS includes a value of
480 kJ mol-1. Other systems of conjugated double bonds have
similar dissociation energies, namely 485 kJ mol-1 for vinyl-
vinyl and phenyl-vinyl and 493 kJ mol-1 for phenyl-phenyl20.
These values usually model the elongation of an individual
bond, showing the variation of one bond potential with the
inter-atomic distance while keeping constant all other inter-
actions. Such a situation is impossible in graphene, given its
network of identical bonds. We therefore use a two-step ap-
proach for calculating Di j: gradually shifting a set of C atoms
out of the graphene plane in QM calculations and using the
obtained energy profiles as reference to fit MM calculations,
where Di j acts as the fitting parameter.

The graphene patches and sets of atoms gradually shifted
from the graphene plane are shown in Fig. 2. The sets of
shifted atoms were chosen by adding layers of C-C bonds to
a core consisting of a C atom or an aromatic ring. We de-
fined the graphene patches such that the set of shifted atoms
is surrounded by at least one layer of intact aromatic rings,
to mimic the remaining planar graphene sheet. Shifting these
atoms from the graphene plane elongates a certain number N
of C-C bonds and simultaneously disturbs the same number N
of aromatic rings. Dividing the difference obtained from a QM
energy profile by N would give a combined energy of one C-C
bond elongation and one aromatic ring disturbance, but sepa-
rating the two components is impossible. Therefore, instead of
trying to identify the energy corresponding to the elongation
of an individual aromatic C-C bond, we considered the energy
change of the whole atomic system as a reference to which we
fit the MM energy profiles of the same system.

We used Gaussian09 for unrestricted calculations with the
6-31+G* basis set and the following methods: DFT (B3LYP,

Fig. 2 Geometry of the graphene patches used for gradually shifting
carbon atoms (black) out of the graphene plane (gray), identified by
2 numbers: the total number of atoms (including hydrogen atoms)
and the number of carbon atoms shifted from the graphene plane.
The sets of shifted atoms are defined by adding layers of
carbon-carbon bonds to a core consisting of a carbon atom (52-1,
94-4, 94-10 and 118-19) or an aromatic ring (72-6 and 108-12).

BP86), hybrid (M06-2X, BHandHLYP) and self-consistent
charge density functional tight binding (SCC-DFTB). With
each method, we first ran an energy optimization for each
graphene patch and then used the optimized structure as start-
ing point for a rigid scan. To achieve a good precision of
the QM energy profile, we chose a resolution of 0.001 nm
for shifting the sets of atoms up to 0.01 nm from the plane,
a resolution of 0.01 nm from 0.01 nm to 0.2 nm and a res-
olution of 0.02 nm from 0.2 nm to 0.5 nm, for a total of 45
single point calculations for each graphene patch. We note
that for the 118-19 patch (Fig. 2), several single point B3LYP
calculations did not converge; the energy decreased but con-
tinued to show small fluctuations. To minimize errors from
missing points in the fitting procedure, we assigned to each
point the lowest energy reached during the SCF calculation.
Due to the small range of these energy fluctuations, using the
average instead of the lowest energy would not affect the re-
sults. We used the least square method to fit the MM to QM
energy profiles. We performed the MM potential energy eval-
uations used for parametrizing the Morse potential with GRO-
MACS 4.5.3, with the parameters for aromatic carbons of the
OPLS-AA force field21 for the description of angles, proper
and improper dihedral angles, and for the Lennard-Jones po-
tential. No charges were assigned to atoms. Lennard-Jones
interactions were calculated up to a 1 nm cut-off.

The fitting procedure starts from a random initial guess for
Di j, corresponding to which the rc is computed as the inflec-
tion point of Eq. 1. As the bond is considered broken beyond
the critical length and the potential is truncated, we fit MM po-
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Fig. 3 Potential energy profiles for graphene patches from Fig. 2 for displacements up to 0.5 nm, comparing different QM methods. For the
118-19 patch, the M06-2X and BHandHLYP energy profiles could not be obtained due to unconverged calculations.

tential energies to the QM energy profiles only for the range of
bond lengths between the equilibrium bond length, r0, and the
critical bond length, rc. We approach the optimal Di j during
the fitting, and accordingly adjust rc, i.e. fit to a different num-
ber of QM data points at each fitting step. The final Di j defines
the final critical bond length rc. Consequently, the truncated
Morse potential reproduces the increase in energy from zero
to the inflection point.

We implemented the truncated Morse potential in GRO-
MACS 4.5.3 by modifying the original Morse potential func-
tion. Although the potential function is continuous, retaining
its value at rc for bond lengths larger than rc (Fig. 1), our im-
plementation does not compute potential energy and force be-
yond rc for efficiency, effectively setting both of them to zero.

For validation, we performed equilibrium MD simulations
with this potential using GROMACS 4.5.3. We employed an
integration time step of 1 fs and a 300 K velocity rescaling
thermostat22 with a time constant of 100 fs. For comparison,
additional MD simulations using the AIREBO potential were
performed with LAMMPS23 version 17Feb2012 with an in-
tegration timestep of 0.5 fs, a 1.02 nm cut-off and including
the Lennard-Jones and torsion terms. The computational effi-
ciency was measured against the Tersoff and REBO potentials
as well as ReaxFF with the same version of LAMMPS. For
ReaxFF, we used the reax/c pair style with atom charges set
to zero and charge equilibration disabled. Otherwise, param-
eters were identical to those described above for the energy
evaluations.

3 Results

3.1 Parametrization

Fig. 3 shows the energy profiles obtained for the various
graphene patches in Fig. 2. We observe a good agreement of
the profiles obtained with different QM methods, suggesting
our results to be overall robust with regard to the choice of the
level of QM theory. We also note that the results from the com-
putationally inexpensive SCC-DFTB method are often close
to those obtained with the higher-level methods, in agreement
with the findings of Cai et al.24. Although M06-2X is sup-
posed to outperform B3LYP25,26, we used the B3LYP energy
profiles as reference for the MM fitting because they are the
smoothest of the high-level methods and because M06-2X
data for the 118-19 patch is missing. Furthermore, B3LYP is
often used for parametrizing new compounds with the OPLS-
AA force field27,28. For the rupture of benzene as a smaller
reference system, B3LYP also compared favorably to higher
level methods (MP2 and CCSD), which capture electron cor-
relations and can be assumed to be more appropriate for sys-
tems with unpaired electrons, like those resulting from rup-
ture of aromatic systems (see Fig. S1, ESI†). We applied the
fitting procedure to the B3LYP potential energies shown in
Fig. 3 for all six graphene patches from Fig. 2 independently.

Table 1 Dissociation energies Di j for different graphene patches,
using the B3LYP data as reference for MD fitting

Graphene patch 52-1 94-4 94-10 118-19 72-6 108-12

Di j (kJ mol-1) 590 805 805 805 979 805
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The resulting values for Di j are listed in Table 1. We ob-
served that the same value of 805 kJ mol-1 appears for four out
of the six graphene patches and we therefore used this value
in our force field. The corresponding critical bond length is
0.184 nm and the maximum force to which the bond can re-
sist is 6285.6 kJ mol-1 nm-1. We note that Di j is only used as
a bond-characteristic parameter in the fitting procedure, and
therefore primarily reflects the slope in the potential up to the
inflection point. Thus, Di j should not be directly compared
with the dissociation energy known for an aromatic bond. For
the 52-1 and 72-6 patches we found Di j values of 590 kJ mol-1

and 979 kJ mol-1, respectively, i.e. values that are significantly
different from the recurrent value of 805 kJ mol-1. We hypoth-
esise that the deviations result from differences in electronic
conjugation, as electrons in these two specific subsets are not
able to delocalize through conjugated double bonds after being
shifted away from the graphene sheet. In the 52-1 patch there
is no possibility of conjugation as only one atom is shifted,
while in the 72-6 patch the benzene radical is a six-fold radical
with none of the unpaired electrons being stabilized by conju-
gation. In contrast, in the other four cases, unpaired electrons
at the outer carbon atoms are conjugated with the remaining
delocalized π-system of the shifted subset of carbon atoms.

Fig. 4 shows an example of results from the fitting proce-
dure for the 94-4 patch, with a Di j of 805 kJ mol-1. We ob-
tained a very good agreement between the QM and MM en-
ergy profiles; the contribution from the Morse potential to the
MM energy is significantly larger than the contributions from
the other potentials, supporting our approach of using the orig-
inal OPLS-AA potentials to describe most of the interactions
while involving only the Morse potential in the fitting proce-
dure. We note that the fitting was performed up to a displace-
ment of 0.12 nm of the subset of atoms from the graphene
patch, as at this distance the C-C bond length has reached the
critical bond length of 0.184 nm.

3.2 Validation

3.2.1 Equilibrium bond lengths in graphene. From
QM energy optimizations, we found in the same graphene
patch C-C bond lengths in the range 0.136 to 0.144 nm,
while Reddy et al.29 observed bonds ranging from 0.139 to
0.147 nm. In both cases, the graphene patches remained pla-
nar. Our truncated Morse potential uses an equilibrium C-C
bond length of 0.14 nm to retain full compatibility with the
original OPLS-AA parameters; from MM energy minimiza-
tions we also obtained planar structures. As expected, in an
equilibrium MD simulation at 300 K, thermal motions of the
atoms lead to fluctuations in bond lengths: in-plane motions
can both lengthen and shorten the bonds, while out-of-plane
motions can only lengthen the bonds. Fig. 5 shows the bond
lengths distribution during the last 500 ps of a 1 ns simulation

Fig. 4 Comparison between the potential energy profile obtained
with B3LYP and the fitted MM force field using a truncated Morse
potential with Di j=805 kJ mol-1, for the 94-4 graphene patch. The
individual contributions to the MM potential energy are also shown.
The displacements from the graphene plane correspond to bond
lengths up to the critical bond length, and thus to those used in the
fitting procedure.

with the truncated Morse potential. The average of 0.142 nm
(±0.002) fits well within the range of values found from the
QM calculations and is close to the average of 0.140 nm
(±0.002) obtained from similar calculations using the com-
putationally more expensive AIREBO potential. The critical
bond length is significantly higher (by around 30%) than the
average C-C bond length such that the probability of the crit-
ical bond length being reached, and therefore of bond break-

Fig. 5 Distribution of C-C bond lengths in an equilibrium MD
simulation at 300 K using the truncated Morse potential. For
comparison, the range of bond lengths observed in a B3LYP
optimized graphene patch and the critical bond length corresponding
to a Di j of 805 kJ mol-1 are also shown.
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Table 2 Wavelength and amplitude of ripples obtained from equilibrium MD simulations with the truncated Morse potential; averages and
standard deviations (in parenthesis) are shown for cases where several simulations have been performed

Shape Side or Radius (nm) Atoms Wavelength (nm) Amplitude (nm)
armchair zigzag armchair zigzag

square

100 394470 22.50 19.23 0.49 0.27
50 99182 15.14 22.04 0.18 0.42
20 16026 11.49 12.11 0.13 0.10
10 4074 9.87 10.49 0.06 0.07

circle

100 1236250 18.60 (0.51) 19.69 (0.32) 0.28 (0.01) 0.24 (0.01)
50 309658 15.88 (0.29) 17.55 (0.73) 0.19 (0.03) 0.20 (0.04)
25 77710 13.88 (0.56) 15.12 (0.52) 0.13 (0.02) 0.13 (0.02)

12.5 19594 10.71 (0.30) 11.52 (0.53) 0.09 (0.01) 0.08 (0.01)

ing, is practically zero in an equilibrium MD simulation. Only
a significantly higher kinetic energy or applying mechanical
stress could elongate the bond enough to break it. Further-
more, the maximum force to which the bond can resist is at
least one order of magnitude larger than forces typically used
for protein unfolding in pulling simulations30,31, which is in
line with the much higher mechanical stability of graphene
as compared to proteins in atomic force microscopy experi-
ments32,33. Thus, graphene sheets modeled with our truncated
Morse potential can be used as substrates in biomolecular sim-
ulations.

3.2.2 Ripples in graphene during equilibrium MD. In
experiments, free-standing graphene has been shown to spon-
taneously form ripples34. Using theoretical calculations, Fa-
solino et al.35 and Abedpour et al.36 suggested that they oc-
cur due to thermal fluctuations of the atoms, while Shenoy
et al.37 suggested that they are induced by edge stress in a
whole nanoribbon due to its small width. Thompson-Flagg
et al.38 calculated a characteristic distance of penetration of
ripples due to edge stress of 0.32 nm and held the presence of
adsorbed OH (and possibly other) molecules responsible for
the ripples throughout the sheets.

To study the vibrational behavior of graphene sheets mod-
eled with our force field, we performed equilibrium MD
simulations for finite sized sheets of shapes and dimensions
listed in Table 2. We measured the amplitude and wave-
length of the ripples in the graphene sheets by employing the
one-dimensional FFT method described by Thompson-Flagg
et al.38 and averaging over the last 500 ps of 1 ns equilib-
rium MD simulations. For the circular graphene sheets we
used a single line scan going through the center of the sheet in
the horizontal direction (armchair orientation) or vertical di-
rection (zigzag orientation). To estimate the variability of the
results, we performed a series of 100 independent equilibrium
MD simulations for the 25 nm circular graphene sheet.

We observed ripples appearing spontaneously throughout

the sheets in all simulations at 300 K, while the sheets re-
mained planar when they were not coupled to a thermostat.
Most of the sheets are significantly larger than the nanorib-
bons of Shenoy et al.37 or the distance of penetration38, so the
rippling of the entire sheets cannot be induced exclusively by
the edge stress. Thus, our results suggest that thermal fluctua-
tions of the atoms can produce ripples as they were observed
in experiments, thereby validating our model.

Meyer et al.34 reported ripples with amplitudes of 0.2–2 nm
and wavelengths of 2–20 nm from experiments. Theoretical
calculations suggested amplitudes of 0.07 nm35, 1 nm38, or
0.21–0.28 nm (depending on armchair or zigzag orientation)37

and wavelengths of around 8 nm35, 9 nm36, 10 nm37, or 3–
5 nm38. From simulations with the truncated Morse poten-
tial, we obtained the wavelengths and amplitudes listed in Ta-
ble 2. From a smaller set of similar calculations with the more
computationally expensive AIREBO potential we obtained the
data listed in Table 3. We observed a general agreement of the
results obtained with the truncated Morse potential with the
ones obtained with the AIREBO potential and with the pre-
vious experimental and theoretical ones. Similar to Shenoy
et al.37, we also observed slight differences in the results for
the armchair and zigzag orientations. More specifically, we
found with both the truncated Morse and the AIREBO po-
tential the wavelength in the zigzag orientation to be larger

Table 3 Wavelength and amplitude of ripples obtained from
equilibrium MD simulations with the AIREBO potential on circular
graphene patches

Radius (nm) Atoms Wavelength (nm) Amplitude (nm)
armchair zigzag armchair zigzag

50 309658 17.02 17.32 0.21 0.19
37.5 174472 18.62 11.64 0.22 0.60
25 77710 13.20 16.01 0.13 0.11

12.5 19594 11.17 13.21 0.08 0.07

6 | 1–9

Page 6 of 9Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



Table 4 The 2D elastic modulus (E2D), Young’s modulus (E) and
Poisson’s ratio (ν) obtained from MD simulations with the truncated
Morse potential for armchair and zigzag orientations

Orientation E2D (N m-1) E (GPa) ν

armchair 263.3 786.0 0.20
zigzag 276.7 826.0 0.17

than in the armchair orientation for most of the graphene sam-
ples. A dependency of the results on the size of the graphene
sheet was also apparent. However, while we found the wave-
length and amplitude to overall increase with sheet size as ex-
pected, exceptions do exist for both our truncated Morse and
the AIREBO potential, and will be subject of future investiga-
tions.

3.2.3 In-plane Young’s modulus and Poisson’s ratio.
For further validation, we calculated Young’s modulus (E) and
Poisson’s ratio (ν) from MD simulations of square graphene
sheets with a side length of 20 nm using our force field. We
applied uniaxial tensional loads separately in the armchair and
zigzag directions with a constant velocity of 10−3 nm ps-1 and
a force constant of 105 kJ mol-1 nm-2; the data from the last
500 ps of 1 ns simulations was used in elastic moduli calcula-
tions. We obtained the results listed in Table 4. As graphene
is only one atom thick, elasticity was expressed by a 2D elas-
tic modulus (E2D, with units of force/length)32 from which
Young’s modulus was derived considering a graphene sheet
thickness of 0.335 nm; Poisson’s ratio was computed from in-
plane deformations. The values that we obtained for the elastic
moduli and Poisson’s ratios agree well with those measured by
Lee et al.32 and summarized by Scarpa et al.39, respectively,
further validating our model.

3.3 Computational efficiency

We compared our implementation of the truncated Morse
potential in GROMACS and LAMMPS with the Tersoff4,
REBO6, AIREBO7, and ReaxFF9 potentials as implemented
in LAMMPS. The molecular system consisted of 19594 atoms
in the shape of a 12.5 nm radius circular graphene sheet. The
edge hydrogen atoms were removed when using the Tersoff
potential, as parameters exist only for C, Si and Ge. For sim-
ulations of 100 ps running in parallel on 32 CPU cores, we
recorded the running times shown in Table 5. The results
show our potential to be almost twice faster than the fastest
of the bond order potentials (Tersoff) and more than one or-
der of magnitude faster than the slowest (ReaxFF). Such large
differences were also independently reported for comparisons
of different potentials in LAMMPS benchmarks40. When us-
ing our truncated Morse potential, the runtimes are nearly

halved in the more efficient GROMACS package as compared
to LAMMPS.

The results emphasize the computational efficiency of a
simple pairwise potential in comparison with the more com-
plex bond-order ones. For each pair of atoms, the REBO and
AIREBO potentials include a many-body term which reflects
the position and chemical nature of neighboring atoms7. The
difference between REBO and AIREBO consists in adding the
Lennard-Jones and torsion terms7; they contribute to a better
representation of the carbon based compounds, but seem to in-
crease drastically the runtime. ReaxFF is around two orders of
magnitude faster than the semi-empirical PM3 method9, but
due to its complexity (93 parameters for describing only hy-
drocarbon systems9) it is significantly slower than any other
molecular mechanics force field included in this study.

4 Conclusions

We introduce here a truncated Morse potential which is
parametrized based on data obtained from QM calculations
to represent bond breaking in graphene patches. The pairwise
potential is computationally inexpensive and simple to imple-
ment in software packages used for biomolecular simulations,
so that mixtures of graphene or CNTs and biomolecules can
be modeled straightforwardly and efficiently.

The dissociation energy profiles obtained from SCC-DFTB
calculations on graphene are similar to the ones obtained from
much more computationally expensive methods. This con-
firms previous results24 showing that the efficient SCC-DFTB
method is suitable to treat these highly conjugated carbon sys-
tems.

Our fitting procedure, which keeps the C-C bond length and
force constant fixed to the respective OPLS-AA parameters
for compatibility, yields a dissociation energy of 805 kJ mol-1,
which reflects the steepness of the QM potential up to the in-
flection point at which the bond bears the maximum force. As
a consequence, this value overestimates the typical dissocia-
tion energies of around 500 kJ mol-1 known for aromatic or
other conjugated systems. A distinctive feature of our poten-
tial is its truncation at the inflection point, which corresponds
to a bond length of 0.184 nm. This allows the realistic treat-
ment of ruptured bonds, which are generally unlikely to re-
form in fractured graphene. Due to its pairwise nature, our
potential is not well suited for simulations which involve bond
reforming; if such a process is expected, bond order potentials
should be used instead.

Results obtained from equilibrium MD simulations using
the truncated Morse potential compare favorably with exper-
imental and theoretical results. For equilibrium MD simu-
lations at 300 K, the bond lengths fit well within the range
of values obtained in QM calculations, while the probability
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Table 5 Runtimes (rounded to full seconds) for 100 ps simulations of 12.5 nm radius graphene sheets running in parallel on 32 CPU cores,
and the slowdown relative to the truncated Morse potential in LAMMPS

Potential Truncated Morse (GROMACS) Truncated Morse (LAMMPS) Tersoff REBO AIREBO ReaxFF

Time (s) 383 690 1228 1482 4976 24172
Slowdown 0.6 1 1.8 2.1 7.2 35

of bond breaking is practically zero, ensuring the integrity of
graphene sheets.

As further validation, the Young’s modulus and Poisson’s
ratio as well as the wavelength and amplitude of thermally
induced ripples fit well within the range of values measured
in experiments. In particular, our data on ripples shows a
quantitative agreement with experiments as good as the widely
used and more complex AIREBO potential. Additionally, we
find the truncated Morse potential to estimate rupture forces
of graphene sheets under a spherical indenter as accurately as
AIREBO, as shown in Part II41.

Finally, our truncated Morse potential implementation is
many times faster than the more complex reactive potentials.
We note that this gain in efficiency is due to neglecting bond
order, and thus on the expense of the accuracy in describing
the physics of graphene or CNTs.

Given the overall agreement of simulations using our poten-
tial with experiments and other theoretical data, we propose
the truncated Morse potential as a valuable force field for MD
simulations of multi-million atom carbon based compounds
and/or for simulations involving both graphene and biomolec-
ular components. Due to its computational efficiency, the trun-
cated Morse potential allows MD simulations involving large
systems to reach experimentally or biologically relevant time
scales of microseconds or beyond. Importantly, our poten-
tial also allows elasticity and fracture studies to be carried out
upon applying a tensile force. However, when it comes to
rupture mechanisms or bond reformation, bond order poten-
tials like AIREBO are the methods of choice, as the truncated
Morse potential does not describe properly bonds beyond their
critical length.

This renders our new potential a good compromise between
the accurate but complex bond order potentials and the highly
approximate harmonic bond potentials, and makes it suitable
for large or mixed simulations.
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