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Fast and efficient intramolecular energy transfer takes place in Umbelliferone-Alizarin 

bichromophore; the process is well described the Förster mechanism 
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Abstract 

In this work we present the synthesis, time-resolved spectroscopic characterization and computational 

analysis of a bichromofore composed by two very well-known naturally occurring dyes: 7-

hydroxycoumarin (Umbelliferone) and 1,2-dihydroxyanthraquinone (Alizarin). The Umbelliferone 

donor (Dn) and Alizarin acceptor (Ac) moieties are linked to a triazole ring via  bonds, providing a 

flexible structure. By measuring the fluorescence quantum yields and the ultrafast transient absorption 

spectra we demonstrate the high efficiency (~ 85%) and the fast nature (~1.5 ps) of the energy transfer 

in this compound. Quantum chemical calculations, within the Density Functional Theory (DFT) 

approach, are used to characterize the electronic structure of the bichromophore (Bi) in the ground 

and excited state. We simulate the absorption and fluorescence spectra using the TD-DFT methods 

and the vertical gradient approach (VG), and include the solvent effects by adopting the Conductor-

like Polarizable Continuum Model (CPCM). The calculated electronic structure suggests the 

occurrence of weak interactions between the electron densities of Dn and Ac in the excited state, 

indicating that the Förster-type transfer is the proper model for describing the energy transfer in this 

system. The averaged distance between Dn and Ac moieties calculated from the conformational 

analysis (12 Å) is in very good agreement with the value estimated from the Förster equation (~ 11 

Å). At the same time, the calculated  rate constant for energy transfer, averaged over multiple 

conformations of the system (3.6 ps), is in reasonable agreement with the experimental value (1.5 ps) 

estimated by transient absorption spectroscopy. The agreement between experimental results and 

Page 2 of 31Physical Chemistry Chemical Physics

P
h

ys
ic

al
 C

h
em

is
tr

y 
C

h
em

ic
al

 P
h

ys
ic

s 
A

cc
ep

te
d

 M
an

u
sc

ri
p

t



2 

 

computational data lead us to conclude that the energy transfer in Bi is well described by the Förster 

mechanism. 

 

Introduction 

 

The process of electronic energy transfer (EET) is ubiquitous in natural and artificial photochemically 

active systems,1 being of fundamental importance in the functioning of the antenna proteins of 

photosynthetic organisms2 in multi-chromophoric systems,3, 4 in photo-molecular devices5, 6 and in 

photodynamic therapy7. In photosynthesis, for example, a complex pigment-protein system (the light-

harvesting antenna) absorbs the solar photons and efficiently transfers the excitation energy to a 

reaction centre where it is converted into a trans-membrane electrochemical potential.8, 9EET 

processes occur at distances ranging from 1 Å to more than 50 Å,9 and on time scales from 

femtoseconds to milliseconds. Understanding the geometrical and electronic factors influencing the 

mechanism of EET between two chromophores is the key for the design and construction of efficient 

photonic devices and artificial energy harvesting systems that can be used, for example, in 

luminescent solar concentrators.10-12 Multi-chromophore molecules, containing two or more 

distinguishable molecular units separated by bridges of controllable length, are ideal systems for 

investigating EET processes. The properties of the bridge determines the degree of flexibility of the 

whole structure and are responsible for the “through bond” energy transfer as well as short range 

interactions.13 Furthermore, the electronic properties of the bridge can modulate the electronic 

coupling between donor and acceptor. The distance between chromophores is, along with the 

structure flexibility, one of the key parameters controlling the rate and yield of energy transfer.  

In recent past, there has been a remarkable effort, both from the experimental and theoretical point of 

view, in developing and analysing molecular systems able to perform efficient and rapid energy 

transfer upon light absorption.2, 6, 14-16 This provided a more detailed understanding both of the energy 

transfer mechanisms and of the key factors influencing their efficiency. The development of ultrafast 

non-linear spectroscopic methods and the increased computational capability, which nowadays 

allows to study with highly accurate ab-initio methods also systems of considerable size, certainly 

helped in this regard.  

From a general point of view, the efficiency of intramolecular EET can be principally related to the 

magnitude of the coupling between donor and acceptor (VDn−Ac), which depends on their electronic 

structures and to the influence of the surrounding medium, which can modulate the molecular 

interactions. Depending on the relative magnitude of the electronic coupling and on the donor 

vibronic bandwidth, we can distinguish between strong coupling, intermediate coupling and weak 
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coupling EET regimes. In the strong coupling case, the excitation is delocalized on both donor and 

acceptor. A particularly challenging and intriguing problem regards the modelling of EET dynamics 

in the intermediate coupling case. In this case, relaxation of the external bath happens on the timescale 

of EET, and mixing of the donor and acceptor states can lead to coherent dynamics on short 

timescales.1, 2, 17, 18 On the other hand, within the weak coupling regime, the rate of energy transfer  

kET  from donor to acceptor can be derived from the time-dependent perturbation theory and the Fermi 

Golden Rule as19-21 

𝑘𝐸𝑇~|𝑉𝐷𝑛−𝐴𝑐|2(𝐹𝐶𝑊𝐷)   

where FCWD represents the Franck-Condon weighted density of states, corresponding to the product 

of the densities of vibrational states in the initial and final electronic states of the system. The effective 

electronic coupling matrix element VDn−Ac can be expressed as a sum of terms,13 depending on the 

Coulomb interactions between dipoles and/or higher multipoles of donor and acceptor, and on the 

electronic properties of the connecting molecular bridge. In general, application of the Fermi Golden 

rule through the Foster expression results in a quite accurate estimate of the energy transfer rate in a 

large number of cases.20, 22 

The interplay between ultrafast spectroscopic methods and advanced theoretical modelling can give 

notable contribution to the comprehension of the mechanisms regulating the efficiency of EET in 

molecular systems. With this in mind, in this work we present the synthesis and the characterization 

of EET in a bichromophoric system constituted by two naturally occurring dyes: Umbelliferone (Dn) 

and Alizarin (Ac), whose structure is shown in Scheme 1.  
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Scheme 1: structure of Ac (right), Dn (left) and Bi (bottom). 
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Both the donor and acceptor molecules selected in our study are well known and commonly used 

dyes. Umbelliferone is a widespread natural product that belongs to the coumarin family; it is used 

in many different fields, for instance as a component in sunscreens, as optical brightener for textiles, 

as a gain medium for dye lasers and can be used as a fluorescence indicator for metal ions like copper 

and calcium. Alizarin has been used throughout history as a red dye, principally to colour textiles; it 

is the main ingredient for the manufacture of the madder lake pigments known to painters as Rose 

madder and Alizarin crimson.  

We employed femtosecond transient absorption spectroscopy for the experimental characterization 

of the system, and investigated its electronic structure by means of density functional Theory (DFT) 

computations. One of the principal aims of this work was to verify if Förster model can still be applied 

in case of very fast kinetics, which, on a first sight, would suggest the occurrence of high electronic 

coupling between the donor and acceptor. In reality, other factors can determine the fast energy 

transfer rate, as for instance the coupling with the surrounding media, or the geometrical arrangement 

of the two chromophores. It is thus important to dispose of a computational protocol able to reproduce 

the electronic properties of the system, allowing both for a comparison with its experimental spectra 

and for the rationalization of its dynamic properties. 

Our results demonstrate that in case of the analysed system, the electronic coupling between the donor 

and acceptor is weak, thus justifying the modelling of the energy transfer process through the dipole-

dipole approximation. The structural flexibility of the system and the short distance between the donor 

and acceptor moieties determine the efficiency of energy transfer and its velocity. The EET kinetic 

constant obtained from the Förster expression is well comparable with the experimental one. 

 

Methods  

Synthetic procedures 

For the synthesis of compounds Ac23, 24,4,25526we followed synthetized following the procedures 

described in the pertinent literature.27 

Synthesis of 1-hydroxy-2-prop-2-ynyloxy-anthraquinone (2). 

A 100 mL round bottomed flask was charged with Alizarin (1) (240 mg, 0.85 mmol), dry K2CO3 (629 

mg, 5.9 equiv) and 40 ml of dry acetone to obtain a deep purple dispersion. Propargyl bromide (89 

mL, 1 mmol, 1.2 equiv) was added and the dispersion was heated at 60 °C for 60 h. The solution was 

concentrated and the crude solid was added with CH2Cl2(50 mL) and the resulting suspension was 

washed with 0.5 N solution of HCl (2 x 25 mL) and finally with brine (2 x 20 mL). The organic 

solution was dried over Na2SO4 and concentrated to afford an orange gummy residue. The crude 
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reaction mixture was purified by flash column chromatography to afford 54 mg of compound 2 (23% 

yield) 

Compound 2: Rf = 0.22 (CH2Cl2); 
1H NMR (200 MHz, CDCl3): δppm 8.35-8.25 (m, 2H), 7.80 (d, J 

= 7.1 Hz, 1H), 7.72 (m, 2H), 7.45 (d, J = 7.1 Hz, 1H), 4.91 (d, J = 2.1 Hz, 2H), 2.63 (t, J = 2.1 Hz, 

1H). Ms(EI, 70 eV): m/z (%) 278 (M+), 211, 183, 126, 77. Elemental analysis calculated for 

C17H10O4-H2O (296.28), C 73.38, H 3.62, O 23.0. Found C 73.21, H 4.16. 
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Scheme 2: Schematic reaction steps for the synthesis of Dn, Ac, Bi. 

 

Synthesis of compound Bi 

A 10 mL round bottomed flask was charged with 7-(2-azido-ethoxy)-chromen-2-one (5) (100 mg, 

0.43 mmol), 1-hydroxy-2-prop-2-ynyloxy-anthraquinone (2) (120 mg, 0.43 mmol), CuBr(PPh3)3 (0.1 

equiv), DIPEA (0.85 mL) and 4.5 mL of dry and degassed THF. The solution was left under stirring 

in inert atmosphere for 7 days. The solution was concentrated and the crude reaction mixture was 

purified by flash column chromatography to afford 74 mg of compound Bi (34% yield).  

Compound Bi: Rf = 0.25 (CH2Cl2); 
1H NMR (400 MHz, DMSO-D6, 60 °C):  ppm 8.34 (s, 1H), 8.26-

8.23 (m, 1H), 8.21-8.18 (m, 1H), 7.96-7.92 (m, 3H), 7.70 (d, J = 9.6 Hz, 1H), 7.6 (d, J = 9.6 Hz, 1H), 

7.57 (d, J = 9.6 Hz, 1H), 6.99 (d, J = 2.4 Hz, 1H), 6.8 (dd, J = 9.6, 2.4 Hz, 1H), 6.26 (d, J = 9.6 Hz, 
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1H), 5.36 (bs, 2H), 4.83 (t, J = 4.8 Hz, 2 H), 4.54 (t, J = 4.8 Hz, 2H). IR (KBr): 3339 (w), 2923 (m), 

1802 (m), 1728 (m), 1268 (m) cm-1. MS (EI, 70 eV): m/z 510 (M++1), 466.Elemental analysis 

calculated for C28H19N3O7(509,12), C, 66,01; H, 3,76; N, 8,25; O, 21,98. Found C 66.35, H 3.45, N 

8.35. 

 

Absorption and Fluorescence 

The absorption and fluorescence spectra were recorded on Perkin Elmer Lambda 950 

spectrophotometer and a LS-55 fluorometer, respectively. Fluorescence quantum yields were 

obtained by measuring the corrected area of samples and standards: Anthracene (Φ = 0.27) for Dn 

and Rhodamine B (Φ340 = 0.7, Φ440 = 0.5) for Ac and Bi.28 

 

Time-resolved measurements 

The experimental instrumentation and data processing for femtosecond time-resolved transient 

absorption spectroscopy have been described in detail in previous reports.29-32 Briefly, ultrashort 

pulses (~100 fs, 800 nm, 1 kHz rep. rate, 700 μJ/pulse) are produced by a regenerative amplified 

Ti:Sapphire laser system (BMI ALPHA 1000). A BBO-based optical parametric amplifier (TOPAS, 

LightConversion provides tuneable excitation pulses. In the present experiment the excitation 

wavelength of 330 and 400 nm were obtained respectively as the fourth harmonic of the output 

(Signal) of TOPAS at 1320 nm, and as the second harmonic of a portion of the laser output. A small 

portion of the 800 nm beam was focused on a 2.5 mm thick calcium fluoride plate to generate the 

white-light continuum used for probing. The resulting spectrally broadened laser pulse spanned the 

entire visible region and extended in the near UV to roughly 325 nm. The white-light continuum was 

further split into two parts of equal intensity by a 50/50 fused-silica–Al beam splitter. One part, acting 

as the probe beam, was spatially overlapped with the excitation beam in the sample. The second part 

crossed the sample in a different position and provided a convenient reference signal. The probe and 

reference beams were spectrally dispersed in a flat-field 25 cm Czerny–Turner spectrometer, and 

detected by means of a back illuminated CCD camera with spectral response in the region 300–1000 

nm. Two different configurations of the detection system were utilized to obtain the data sets herein 

presented, which are composed of both transient spectra (absorbance of the excited state versus 

wavelength at a given pump–probe delay time) and kinetic plots (intensity of the probe versus delay 

time at a fixed wavelength). Measuring kinetic plots requires narrow bandwidth detection. The 

desired wavelengths were selected with 5 nm bandwidth interference filters. . The detection system 

for measuring the probe pulse intensity consisted of a silicon difference photodiode and a lock-in 

amplifier. The latter was synchronized to a chopper switching the pump pulse on and off at half the 
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repetition-rate of the laser system, yielding directly the differential spectrum of the probe. In every 

experiment the relative pump–probe polarization was set at the magic angle (54.7°) to discriminate 

against rotational dynamics. The reduced laser repetition rate (100 Hz) and the stirring of the sample 

by means of a micro magnet inside the cell prevented any photo-damage of the sample. The sample 

absorbance at the excitation frequency was in all cases between 0.6-0.8 OD for isolated 

chromophores, with excitation energies between 0.5-0.7 μJ/pulse. 

 

Time-resolved data Analysis 

The time-resolved spectra were corrected for the group velocity dispersion (GVD) of the probe pulse; 

optical Kerr measurements on the same solution employed in the transient absorption experiment 

provided the GVD curve. We analysed the transient signal in the time domain with the help of a home 

developed global fitting program. The time domain signal can be reproduced as the convolution of 

the appropriate molecular response function with the instrumental function IRF (the cross-correlation 

between pump and probe pulses). It was obtained from the time profile of the Stimulated Raman Gain 

(SRG) signal of the solvent: 330 nm excitation pulses produce IRF of 300 fs FWHM, while 200 fs 

FWHM is obtained with 400 nm excitation. The molecular response function for global data analysis 

of isolated Dn and Ac has the form 

1
/

( ) exp it
R t A



                            (1) 

The λ subscript indicates that the pre-exponential factor depends on the probed wavelength, while the 

exponential is wavelength-independent. The global fitting method consists of the simultaneous 

simulation, with the same kinetic model, of multiple decay traces, usually distributed on the whole 

spectral range of interest. This method allows the accurate determination of the decay constants, the 

number of equations available being substantially larger than that of the time constants to be 

determined. 

For the simulation of the kinetic traces of Bi we adopted a different model which takes into account 

the transfer process. For the short time part (up to 5 ps) of the kinetic traces we used the convolution 

of the IRF with a molecular response function given by: 

0
/

( ) (1 exp )ET
ET

t
R t A A 



                    (2) 

where
0A accounts for the amount of direct excitation of the acceptor unit, while ETA represents the 

energy transfer component. The decay of the kinetic traces was fitted with a bi-exponential function: 

1 2
1 2

/ /
( ) exp exp

t t
R t A A 


  
                                            (3) 

where 1  is related to the vibrational cooling, while 2 represents the electronic relaxation. 
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Computational details 

Ground state equilibrium structures were calculated for the isolated Dn, Ac and for Bi. In order to 

characterize the different possible conformations we investigated several local minima of the 

potential energy surface (PES). The calculated vibrational frequencies confirm that the optimized 

structures correspond to local energy minima: all structures considered have only positive eigenvalues 

of the Hessian matrix. All the computations were performed using the GAUSSIAN09 program 

package33 with the density functional theory (DFT) approach. We employed the CAM-B3LYP34-37 

functional and the aug-N07D basis set,38  as this combination has been shown to give accurate results 

in the modelling of spectroscopic properties of medium to large systems.39-41 We included the solvent 

effects by means of the conductor-like polarizable continuum model (CPCM),42-44 using the default 

parameters to define the cavity. The free energy computation at T=298.15 K and p=1 atm take into 

account the dispersion, repulsion45, 46  and cavitation energies47, using Boltzmann statistic for the 

evaluation of the relative abundances of the different conformations. We adopted the time-dependent 

density functional theory (TD-DFT)48, 49 for the simulation of the absorption and emission electronic 

spectra of all systems, using the B3LYP functional and aug-N07D basis set. Vertical excitation 

energies (VE) and energy gradients were computed for the excited electronic states on the ground-

state equilibrium geometry, including the environmental effects by means of the CPCM with the VE 

computed with the linear response LR-PCM/TD-DFT approach within the non-equilibrium solvation 

regime.50-53 We simulated the vibrationally resolved electronic spectra by means of a procedure based 

on the selection and computation of the relevant overlap integrals between the vibrational wave-

functions of the electronic states involved in the transition54-57, adopting the vertical gradient (VG) 

approach. The basic assumption is that the PES in the excited state retains the same shape as in the 

ground state, apart from a shift of the equilibrium position, which is calculated from the TD-DFT 

gradients at the ground state geometry. Moreover, it is assumed that the initial and final states' normal 

modes are the same and that the harmonic vibrational frequencies remain unchanged. This description 

of the final state PES, without its explicit calculation, reduces considerably the computational cost, 

allowing us to compute the absorption and emission spectra of all the states of the bi-chromophoric 

systems in all the relevant conformations. Such an extensive study was aimed at investigating possible 

different behaviours of the different conformations and it would have been unfeasible with more 

accurate models of the excited PESs. However, the reliability of our analysis is supported by the fact 

that the VG approach is well-suited for the simulation of the general shape of low-resolution spectra 

in solution, and it is particularly advocated in the absence of significant changes of the geometrical 

parameters during the electronic excitation and whenever the harmonic approximation is valid.58, 59 
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Due to the brightness of the relevant states for EET, we performed all computations within the Franck-

Condon (FC) approximation,60, 61 by considering only the constant zero order term in the Taylor series 

expanding the dipole moment as a function of normal coordinates. In order to simulate FC|VG 

absorption spectra, only the harmonic frequencies at ground state equilibrium geometry and vertical 

excitation energy gradients need to be calculated. For each system, we obtained the final FC|VG 

spectra by summing the singlet-state transition of all excited electronic states considered, without 

accounting for the temperature effects. The same data utilized for computing the FC|VG absorption 

spectra were used to simulate the emission spectra. This procedure, adopted for its computational 

convenience, introduces additional inaccuracies, because the initial and final electronic PES are not 

expanded around the excited-state equilibrium geometry, i.e. the FC region for the emission process. 

Stick spectra were convoluted by means of Gaussian functions with half-width at half-maximum 

(HWHM) equal to 800 cm-1, this value being chosen to reproduce the experimental line-shapes. It is 

noteworthy that an a priori estimate of the inhomogeneous broadening from the solvent 

reorganization energy (see Ferrer and co-workers62 for details) predicts for Dn an extremely similar 

value i.e. 765 cm-1. The same calculation for Ac gives an a priori HWHM of 1090 cm-1. In all 

computations were used a locally modified version of the Gaussian suite of programs. 

 

Results 

Static measurements 

Derivatives of hydroxyl-coumarin are known to be characterized by large frequency shift of emission 

and absorption bands in dependence of the solution’s pH.  Particular attention has been devoted to 

the characterization of 7-Hydroxy-4-methylcoumarin (7H4MC) and 7-Hydroxycoumarin (7HC) in 

the ground singlet S0 and first singlet S1 excited states. Several authors investigated the behaviour of 

these compounds in different solvents and pH conditions by means of static63-67 and time-resolved65, 

68-70 spectroscopic techniques, concluding that in polar non-protic solvent (like acetonitrile) the 

absorbing and emitting specie is the neutral form. The absorption spectrum, Fig. 1, consists of an 

intense band cantered at 320 nm (ε~13000 M-1 cm-1), while the fluorescence spectrum obtained with 

330 nm excitation shows a broad and unstructured band cantered at 380 nm (ΦDn=0.011). Several 

authors investigated the steady state properties of Hydroxy-anthraquinone (HAQ) derivatives using 

different spectroscopic techniques.71, 72 One of the most important properties associated to the HAQ 

is the ability to give intramolecular proton transfer in the excited state. The tautomeric reaction takes 

place in the S1 electronic state and only the 9,10 -CO and 1,4,5,8 -OH functional groups are involved 

in the process. The excited state intramolecular proton transfer (ESIPT) reaction induces a large 
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change of the electronic configuration of the molecule resulting in dual emission (normal and 

tautomeric) that, since Weller’s studies on methyl salicylate,73, 74 has been used as a marker to identify  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1  

(a) Molar absorption coefficients of Dn (black), Ac (red), Bi (blue) and the sum Dn+Ac (green). (b) Fluorescence spectra 

of Dn (black), Ac (red) and Bi (blue). Calculated vibrational resolved electronic absorption (c) and emission (d) spectra 

of Dn (black), Ac (red), Bi (blue) and the sum Dn+Ac (green). 

 

the ESIPT process. Owing to the ESIPT in the excited singlet-state, an enol-tautomer is converted to 

a keto-one, and a largely Stokes-shifted fluorescence appears.75 The experimental absorption and 

fluorescence spectra are shown in Fig.1, upper panels. The absorption maximum is located at 420 nm 

with ε = 5950 M-1cm-1. The fluorescence emission is centred at 620 nm and, with 400nm excitation, 

has a quantum yield Φ400
Ac=0.0045 .We determined also the fluorescence quantum yield with 330 

nm excitation, i.e. exciting in the spectral region where the S0→S1 and S0→S2 absorptions are 

overlapped, obtaining Φ330
Ac= 0.0042. 

The absorption spectrum of Bi, Fig.1, is very well reproduced as the sum of Dn and Ac spectra, what 

suggests that the electronic interaction between Dn and Ac in the ground state is weak. If we use the 

sum spectrum Dn+Ac as a reference, we observe a slight hypsochromic shift of the S0→S1 transition 

and a weak hypochromism on all the absorption bands. The fluorescence quantum yield, with 400 nm 

excitation, is Φ400
Bi = 0.005, a value comparable, within the experimental error of 10-15%, to the 
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quantum yield of isolated Ac. To determine the amount of energy transfer we measured the quenching 

of the fluorescence of Dn in the presence of the acceptor.76 We notice that the excitation at 330 nm 

is not a “pure” excitation, because both the Dn and Ac units absorb at this wavelength. However, as 

the absorption cross-section of Bi is very well approximated by the sum of Dn and Ac 

     Bi Dn Ac        ,    (4) 

we can calculate the relative weight of the two cross-sections at nm3301  : 

   
 

   
 

1
1

1

1
1

1

Dn
Dn

Bi

Ac
Ac

Bi

 
 

 

 
 

 





     (5) 

If we assume that the excitation is divided into the two sub-units according to their cross-sections 

ratio, then we can easily calculate the corrected fluorescence quenching and fluorescence 

enhancement of Dn and Ac. Being the fluorescence quantum yield of Dn in Bi Φ’Dn=0.0016, we 

calculate the transfer efficiency from the relation 

'

1 Dn

Dn

E


 


      (6) 

where Φ’Dn and ΦDn are the donor quantum yields with and without the acceptor, obtaining E=86%. 

This experimental evidence demonstrates that the transfer efficiency is quite high; what is left to 

understand is the mechanism of the energy transfer and the kind of interaction established between 

the two chromophoric units, a key factor in the intra-EET process. We followed two distinct 

approaches to answer the two former questions. From one side we performed quantum chemical 

calculations on the ground and excited state of both the bichromophore and the isolated Dn and Ac 

to characterize the distribution of electron density; from the other side we measured the energy 

transfer rate constant ket by means of femtosecond transient absorption spectroscopy. 

 

Time-resolved measurements 

The spectra of the isolated Dn, corrected for the GVD effect are shown in Fig.2. We can easily 

recognize an excited state absorption (ESA) band centred at 355 nm and a stimulated emission (SE) 

band at 405 nm (Fig.4 left panel). There is also evidence of a broad absorption band, compared to the 

350 nm ESA, on the low frequency side of the SE band.  

Single wavelength experiments were performed to measure the time evolution of the main spectral 

features. We selected four different wavelengths: 405, 450, 500 and 550 nm and performed the 

acquisition in the same experimental conditions used to record the transient spectra. We repeated the 
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measurements on different days and on different samples in order to guarantee the reproducibility of 

the data. 

 Fig. 2  

Left panel Transient spectra of isolated Dn at selected delays (ps) λexc=330 nm. Right panel Kinetic traces (scatter) and 

fitting curve (red line) recorded with probe wavelength (a) 400 nm, (b) 450 nm, (c) 500 nm and (d) 550 nm. 

 

We assumed the sum of three exponential functions plus a constant as the model function used in  the 

data analysis. The first exponential reproduces the cross-phase modulation artefact (XPM) that affects 

the first 100 fs.77-79 Transient absorption and stimulated emission bands grow-up with the same rise 

time that, taking into account the XPM, is comparable with our temporal resolution. This means that 

they are associated to transitions occurring from the same excited state and that the excitation of Dn 

with λexc = 325 nm directly populates the first singlet excited state (S1). The other two exponential 

functions used to fit the kinetic data have time constants of 3 ps and 27 ps. The first component 

represents the vibrational relaxation in the S1 excited state, while the second is directly related to the 

depopulation of S1. S1 is completely depopulated 200 ps after the excitation, but, as shown in Fig.2, 

the transient signal does not go to zero on the experimentally accessible time scale (maximum delay 

1.8 ns). After 200 ps all the kinetic traces show a transient absorption signal with constant intensity 

in the whole inspected temporal window. This behaviour can be explained by the presence of a lower 

energy excited state, which is populated during the decay of the S1 excited state. Static and time-

resolved studies69, 70, 80 were previously carried-out to characterize the behaviour of 7H4MC and 7-

methoxy- 4-methylcoumarin (7Met4MC) on the microsecond time scales. All the authors agree that 

both chromophores have an excited triplet T1 state that is populated after the decay of S1. This led 
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us to conclude that the S1 excited state population of 7HC rapidly decays by internal conversion, 

fluorescence emission and by inter-system crossing (ISC) towards the first triplet excited state T1. 

The characterization of the excited state dynamic of the isolated Ac is a fundamental step for the 

comprehension of the energy transfer process in the Dn-Ac compound.  We excite Ac with 330 and 

400 nm pulses, corresponding to the blue side and almost to the centre of the S0→S1 transition, 

respectively. The ESIPT is the fundamental event following the S0→S1 excitation and it is indirectly 

promoted by the energy transfer in the bichromophoric system. Since also Ac absorbs in the 400 nm 

region, it is essential to characterize the response of the isolated Ac to excitation at this wavelength 

in order to extrapolate the contribution of the direct excitation in the bichromophore. 

 

Fig. 3  

Upper panel Transient spectra of isolated Ac at selected delays (ps), λexc=400 nm. Lower panel Kinetic traces (scatter) 

and fitting curves (red line) of isolated Ac, λexc=400 nm, recorded at (a) 510, (b) 535, (c) 620 and (d) 650 nm. 

 

The left panel of Fig.3 shows the spectral evolution of Ac during the first twenty picoseconds after 

400 nm excitation. The spectrum at "zero" delay time is characterized by XPM, while the main 

features observed at positive delays are the excited state absorption (ESA) and the stimulated 

emission (SE) bands centred at 508 nm and 600 nm, respectively. The ground state bleaching (GSB) 
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expected in the blue side of the spectra is completely covered by the intense and broad ESA. The 

ESA band is broader and its vibronic structure is less pronounced in the spectrum recorded at 1 ps 

compared to the spectrum recorded at 20 ps. This is the consequence of the vibrational relaxation. 

Immediately following the excitation event the electronic population is localized on excited 

vibrational levels of the S1 state (Franck-Condon principle). The excess of vibrational energy is then 

redistributed on the various normal modes or dissipated trough collisions with the solvent molecules. 

The vibrational relaxation involves changing of the Franck-Condon factors associated to the 

transitions from the excited state and, consequently, of the intensity and shape of the bands of the 

transient spectrum. Typical effects of the vibrational relaxation are line narrowing and intensity 

increase of the transient absorption and stimulated emission bands81-83; a blue shift of the band 

maximum is commonly observed too. The spectra recorded at longer delay times are collected in the 

right panel of Fig.3; they show that the ground state recovery is complete in 1 ns. Single wavelength 

measurements (Fig.3, lower panels) were recorded at 510, 535, 620 and 650 nm following the 

procedure previously described.  All the kinetic traces were well reproduced by the convolution of 

the IRF with the sum of two exponential functions with time constants τ1=7 ±1 ps and τ2=238 ±5 ps. 

The excited state S1 decays with τ2, while the first time constant represents the vibrational relaxation 

(VR) within S1 potential well. In our transient spectra we cannot observe any dynamics attributable 

to the proton transfer; all the transient spectra belong to the excited state of the enol-form. This is 

consistent with the ultrafast (~ 50 fs) nature of the ESIPT process reported in literature for 

Anthraquinone.84-89 Excitation with 330 nm pump pulses results in transient spectra and kinetic traces 

completely analogous to the ones obtained with 400 nm excitation. The time constants, assuming a 

bi-exponential molecular response function, are τ1=8 ±1 ps and τ2=240 ±5 ps. The transient spectra 

and the comparison between the kinetic traces recorded with λexc=330 nm and λexc=400 nm are shown 

in Supplementary Information (figure S1 and S2). 

Transient spectra of Bi show the main features of Ac: the ESA band cantered around 508 nm, and the 

SE band cantered at 650 nm. The quality of the spectra is lower respect to those recorded on the 

isolated Ac because the solubility of Bi is very low, so that the maximum achievable absorbance at 

the excitation frequency was 0.2/0.3 OD. 

However, the shape of the high frequency side of the ESA band differs from that of the isolated 

acceptor (see Fig. 4). As we showed in Fig. 2, the excited state spectra of Dn are characterized by the 

SE at 400 nm and by an intense ESA cantered around 350 nm. Hence, in the spectral region between 

350 and 420 nm, the transient spectra of Bi consist of the sum of more than one contribution: namely, 

the residual ESA and SE of Dn, plus the broad ESA of Ac. This effect is particularly evident in the 

spectra shown in the upper left panel of Fig.4.  
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The spectra reported in Fig.4 clearly show a different temporal evolution in the region between 450 

and 650 nm with respect to Ac. In particular, it is evident a slower rise-time of the ESA and SE in 

respect to the isolated acceptor which shows only an increase and a slight blue shift of the ESA band 

maximum.  

 

Fig. 4  

Transient spectra of Bi (Upper left panel) and isolated Ac (Upper right panel)at selected delays (ps) λexc=330 nm. (Lower 

panel) Normalized selected kinetic traces (a) 480, (b) 510, (c) 535 and (d) 635 nm, of isolated Ac(red scatter) and Bi 

(black scatter), λexc=330 nm. The blue line represents the fitting of the kinetic traces of Bi. 

 

As we emphasized in the analysis of the Ac data, the blue shift is due to vibrational cooling. On the 

contrary, the slower rise is an indication that a second channel creates population in the excited state 

localised on then Ac unit: this is the evident marker of energy transfer between Dn and Ac. We report 

the kinetic traces and the fitting curve in Fig. 4. We modelled the data with the response functions 

described in equation 2 and 3, so that we can extract directly the energy transfer time constant 

𝜏𝐸𝑇 =1.6 ± 0.5 ps. Vibrational relaxation and decay of the electronic excited state have, respectively, 

𝜏1 =8 ± 1 and 𝜏2 =236 ± 5 ps. All the time constants obtained by analyzing the kinetic traces of Dn, 

Ac and Bi are summarized in Table 1. 
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Table 1.Time constant used for the simulation of kinetic traces of Dn, Ac and Bi. 

 Dn Ac Bi 

λexc (nm) τ2 (ps) τ3 (ps) τ1 (ps) τ2 (ps) τET (ps) τ1 (ps) τ2 (ps) 

330 3 ± 0.5 27 ± 2 8 ± 0.5 240 ± 5 1.6 ± 0.5 8 ± 0.5 236 ± 5 

400 - - 7 ± 0.5 238 ± 5 - - - 

 

 

Computational results  

 

Conformational Analysis 

We started with the conformational analysis of Dn and Ac individually in order to simulate their 

absorption and emission spectra and to build the Bi structure, see scheme 1. The optimized geometry 

of the Dn, i.e. 7HC, is planar as expected. Indeed, this planar conformation favours the occurrence of 

stabilizing extended electronic delocalization, similar to other aromatic cyclic structures. As observed 

in previous works on Coumarin derivatives,90-92 the OH substituent lies in the same plane as the whole 

molecule. From DFT calculations with the solvent effect embedded using the CPCM method, the 

conformation with the hydrogen in the OH group oriented towards the oxygen atoms of the pyranone 

ring is only 0.30 kJ/mol higher in energy than the conformation with the hydrogen at the opposite 

side; the two structures are then equally probable. No local minima were found corresponding to non-

planar conformations. 

The 1-Hydroxy-2-methoxy-anthraquinone (1-H2-MAQ) in acetonitrile was studied to model the Ac. 

Similarly to Dn, also in this case the equilibrium geometry is planar, with the C atom of the methoxy 

group (Cm) on the same plane defined by the anthraquinone atoms. Both the orientations of the 

hydrogen of the hydroxy group on the same and on the opposite side with respect to the methoxy 

group correspond to local minima, but the Gibbs free energy (ΔG) of the first orientation is  more 

than 300 kJ/mol higher than that of the second one. Therefore, only the latter, from now on called 1C, 

will be considered in the following analysis. In addition, we investigated the conformations in which 

the hydrogen is shifted on the oxygens of the pyranone ring. The 1-9-form of quinone and the1-10-

quinone (with the hydrogen at the opposite site with respect to the methoxy group) are local minima, 

but both are again significantly less stable than 1C (free energy higher by 137 kJ/mol and 98 kJ/mol, 

respectively). Similar to previous DFT studies on 1-HAQ,93 also our investigation leads to the 

conclusion that the geometry optimization of the 1,10-quinone form, with the hydrogen oriented 

towards the methoxy group, always converges to the 9,10-quinone structure. Another local minimum 
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(1D) was found for the conformation with the Cm lying outside the anthraquinone plane, and a C1-

C2-O-Cm dihedral angle equal to -73 degrees. In this structure, which has an energy higher than the 

planar conformation 1C by 11 KJ/mol, one of hydrogen atoms of the methoxy group is oriented 

towards the oxygen of the hydroxy group. The analysis of the Boltzman populations leads to the 

conclusion that 1C is the dominant structure (98.5%) with a minor contributions of 1D (1.5%). The 

statistical weight of the other conformations is null (supp. Info). 

 

Table 2: Calculated geometries of the most stable structures of the bichromophoric compound in acetonitrile: selected 

geometrical data, relative free energies in kJ/mol and Boltzmann populations. 

 

4C 

α = -75, β = -63 

γ = -64, ε = 80 

ΔG = 7.35 

P% = 1.4  

5C 

α = -180, β = -97 

γ = -65, ε = -80 

ΔG = 0.00 

P% = 26.6 

 

6C 

α = 180, β = -93 

γ = 63, ε = 79 

ΔG = 2.79 

P% = 8.6 
 

7C 

α = -179, β = -92 

γ = 66, ε = 73 

ΔG = 2.99 

P% = 8.0 

 

8C 

α = -179, β = -92 

γ = -64, ε = -79 

ΔG = 1.10 

P% = 17.1 

 

9C 

α = 180, β = 64 

γ = 66, ε = 80 

ΔG = 1.55 

P% = 14.2 

 

10C 

α = -179, β = -96 

γ = 66, ε = 80 

ΔG = 2.38 

P% = 10.2  

12C 

α = 179, β = 93 

γ = -66, ε = -79 

ΔG = 2.02 

P% = 11.7 

 

18C 

α = -76, β = -64 

γ = -64, ε = -79 

ΔG = 7.66 

P% = 1.2 
 

19C 

α = -76, β = -65 

γ = -64, ε = -79 

ΔG = 8.83 

P% = 0.8 
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AAC 

α = -78, β = -64 

γ = 61, ε = 75 

ΔG = 11.00 

P% = 0.3 
 

 

We obtained the structure of Bi by connecting the optimized structures of Ac and Dn with the five 

atoms bridge. Starting from different initial positions of the two chromophores, we explored the PES 

through energy scans along selected internal coordinates, followed by geometry optimization. The 

most stable conformers of Bi in acetonitrile are shown in Table 2, together with relative energies and 

Boltzmann statistical weights. The five-atom bridge breaks the aromaticity and then the planarity. 

The rotations around the four dihedral angles shown in Table 2 define different stable orientations of 

Ac and Dn. The most stable conformer is 5C, with Boltzman population of about 25%. It is 

characterized by an open structure with respect to the position of the two chromophores, which are at 

opposite sides with respect to the bridge ring plane, at a distance (between the centres of mass) of 

about 14 Å. The plane of Dn is perpendicular to the one of Ac moiety. The other conformers with a 

relevant statistical weight (energies within 1.10-2.38 kJ/mol and Boltzman populations of 10-17%) 

are 8C, 9C, 10C, 12C. Also in all these cases, the planes of the two different chromophores are in an 

orthogonal position. Conformers 8C and 9C are quite similar to 5C. Otherwise, in 10C and 12C Ac 

and Dn are on the same side with respect to the bridge plane, at a distance of about 10 Å. Only the 

AAC conformer shows the two chromophores in a parallel face-to-face arrangement. With a statistical 

weight that does not exceed 1%, in this conformation the two chromophores are at the smallest 

distance, i.e. 7.5 Å. 

 

Vibrationally resolved electronic spectra 

We first calculated the electronic absorption and emission spectra for all Dn and Ac relevant 

conformations. Vibrationally resolved spectra were obtained by exploiting the procedure described 

in the computational details section. The most apparent result is that the calculated spectraof the 

different conformers in acetonitrile are practically indistinguishable. This observation suggests that 

the electronic structures of Ac and Dn chromophores in Bi are essentially decoupled, independently 

of the conformation. For this reason, from now on we will refer simply to the spectra of Dn and Ac, 

irrespective of the relative geometry in Bi. In Fig. 1 we present the experimental and calculated 

spectra of the individual chromophores and of the bichromophoric molecule. 
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For Dn in acetonitrile the absorption band in the spectral zone of interest, centred around 310 nm (red 

line in Fig.1) is due to the transition to the first electronic excited state, which is well represented by 

the  → * HOMO-LUMO transition. The two absorption bands of Ac (same figure, red line) 

originate from the transition to its first and second electronic excited states; the first one, centred on 

390 nm, is due the  → * HOMO-LUMO transition. The 3D plots of frontiers orbitals, see Fig. S3, 

show that HOMO is located on the ring linked with the methoxy group, while LUMO is delocalized 

on all the atomic orbitals (AO) of the rings. On the other hand, the less intense band centred on 300 

nm is mostly due to the HOMO-2 → LUMO transition. The HOMO-2 is as well a localized orbital, 

with the electronic density located on the opposite side of the molecule with respect to the HOMO. 

Moreover, there is a small contribution due to the HOMO-4 → LUMO+1 and the HOMO-2 → 

LUMO+2 transitions, which are completely delocalized over the whole system. The simulated 

absorption spectra of both Dn and Ac are in very good agreement with the experimental ones, shown 

in the upper left panel of Fig.1. They present a slight hypsochromic shift (20-25 nm) with respect to 

the experimental spectra, but in general the shape of all bands and the relative intensities are 

remarkably well reproduced. 

 

Fig. 5 

3D plots of relevant MO of 5C conformer. 

 

The emission spectra of Dn and Ac in acetonitrile are shown on the right panel of Fig.1. For Dn the 

computed band maximum is at 350 nm, shifted towards lower energies with respect to the 

experimental value by 30 nm. For Ac, the computed emission band maximum is at 470 nm, with 

respect to the 620 nm value observed experimentally. This difference is due to failure of the VG 
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approach in the case of the alizarin moiety. As discussed in the methodological section, this method 

is expected to deliver acceptable results only when the molecular system under study is not subject 

to relevant geometrical changes during the excitation. The ESIPT process in alizarin leads to a 

significant change of its geometry that cannot be well reproduced with our approach. In order to get 

a better agreement with the experiment, we performed TD-DFT optimization of the first excited 

electronic state of Ac. In Fig.S3 (see Supplementary Information) we report the ground and first 

excited electronic state structures of Ac. The proton shift leading to the 1-9 form of the quinone, is 

recovered. Taking into account only the VE, the LR-PCM/TD-DFT calculation at the excited state 

geometry gives an excitation energy of 560 nm, in better agreement with the experimental results. In 

this case we used the state-specific approach (SS-PCM/TD-DFT) to further improve the description 

of the solvent during the emission event. Here the apparent charges of the solvent are equilibrated 

with the true excited state charge density and not with the transition charge density, as it happens in 

LR-PCM.94, 95 Within the External-Iteration standard SS procedure implemented in the most recent 

release of Gaussian 09,96 the VE is 569 nm, a result showing a further improvement of the agreement 

with the experimental value. 

 

As expected in view of the substantial decoupling of the two chromophores and in agreement with 

the experimental observations, the sum of Dn and Ac individual spectra well reproduces the computed 

 

Fig. 6 

3D plots of the electron density difference between the 

ground S0 and the first S1 (top), the fifth S5 (centre) 

and sixth S6 (bottom) electronic state computed for the 

5C conformer. The zones where the electron density 

grows are mapped in light blue. 
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Bi spectra. Our calculations semi-quantitatively reproduce the slight hypsochromic shift on the lowest 

energy band of the Bi with respect to the Ac+Dn sum observed in the experiment.  This band centred 

at 400 nm is due to the HOMO → LUMO transition to the first excited state of Bi. The VE of this 

excitation is 373 nm, a value close to the 376 nm of the VE of the HOMO → LUMO transition to the 

first excited state of Ac. 

The frontier molecular orbitals of Bi are shown in Fig. 6, taking the most stable 5C conformation as 

an example; the complete localization on the Ac and Dn moieties is evident. We notice first that, as 

shown in Fig. 5, the HOMO and LUMO of Bi are very similar to those of Ac, shown in Fig.S3 (see 

Supplementary Information). The 3D map of the electron density difference between the first excited 

and the ground electronic states (S1-S0), see Fig.6, shows that this transition is localized on Ac, thus 

implying the absence of electron transfer between the two chromophores during the excitation. The 

Bi absorption band cantered at 300 nm results from the sum of two different excitations: to the fifth 

(S5) and to the sixth (S6) excited states. The first is the less intense and it is essentially due to the 

HOMO-4 → LUMO transition. It is characterized by a VE of 290 nm, very close to the transition to 

the second excited state of Ac (289 nm). The localization of this transition on Ac is also confirmed 

by the MO analysis and by the electron density difference map, shown in Fig.S3 (see Supplementary 

Information). The excitation to S6 is more intense and it is due to the HOMO-1 → LUMO+1 

transition. The shape of the latter is in very good agreement with HOMO and LUMO of Dn. Also in 

this case, the VE excitation is 286 nm, very close to the VE transition to the first excited state of Dn., 

i.e. 289 nm. 

All the presented results show that there is no electron density exchange between Dn and Ac upon 

the analysed excitations. This implies that the two molecular units, although connected by a triazole 

bridge, behave as isolated chromophores. The bridge has only a structural function, and does not 

modify the spectroscopic properties of monomer units. The insulating character of the triazole ring 

was also confirmed in a recent publication by D. Bai et al.97 The MOs involved in the absorption and 

emission of Bi are localized on the two distinct chromophores, and do not present significant 

differences with respect to the orbitals involved in the electronic transitions of the isolated Dn and 

Ac. The behaviours of all the configurations of Bi are very similar, including that of AAC (see 

Supplementary Information, Figs. S7 and S8), and the change of the relative positions of Dn and Ac 

does not affect the absorption and emission spectra. 

 

Discussion 

The experimental data reported above highlight a very fast and efficient intramolecular electronic 

energy transfer process. In order to understand the reasons determining these experimental 
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observations it is important to model the mechanism responsible of the intra-EET; in other words, to 

clarify how Dn and Ac interact. A recurring important problem in resonance energy transfer is the 

ability to discriminate between strong, intermediate and weak regimes for the electronic coupling. 

Förster theory was formulated within the weak coupling limit; in fact, it is based on the application 

of the equilibrium Fermi Golden-rule, with second-order perturbation theory treatment of electronic 

coupling between donor and acceptor. Two are the fundamental assumption of the Förster model: a) 

following the electronic excitation of the donor, the bath equilibrates on a time scale faster than EET, 

b) the coupling with the bath is stronger than the coupling between donor and acceptor.  

The inhomogeneously broadened absorption spectra, Fig.1, demonstrate that Dn and Ac are strongly 

coupled with the solvent, while the very small difference between the bichromophore’s spectrum and 

the sum of the spectra Dn+Ac is indicative of the weak intramolecular interaction between the two 

moieties. Confirmation of these evidences comes from the calculated electron densities difference for 

the excited state of Bi (Fig. 6) from which results clear the absence of electron density on the triazole 

ring for the S1-S0, S5-S0 and the S6-S0 transitions. Hence, the weak-coupling regime can be 

considered as a good approximation for the energy transfer process in Bi. In the weak coupling regime 

when the donor-acceptor distance is greater than the sum of the Van der Waals radii, the electronic 

coupling can be primarily described by the Coulomb interaction between Dn and Ac. Approximating 

the Coulomb coupling as the interaction between transition dipole moments of donor and acceptor 

molecules, the transfer rate constant is calculated from experimental data using the Förster relation:1, 

20, 21 
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In this expression k is the orientation factor associated with the dipole-dipole interaction between 

donor and acceptor, R is their centre-to-centre separation in units of cm, n is the refractive index of 

the medium, N is Avogadro’s number, ΦD is the  donor fluorescence quantum yield, and 𝜏𝐷 is the 

lifetime of the donor. The Förster spectral overlap 𝐽(𝜈), given in units of M−1cm3, can be calculated 

from the experimental data as the overlap, on a wavenumber scale, of the absorption spectrum of the 

acceptor 𝐴(𝜈), where the intensity is in molar absorbance, with the area-normalized emission 

spectrum of the donor, fD(𝜈). Because we directly measured the EET rate constant (τ~1.5 ps) using 

transient absorption spectroscopy, we can calculate the Dn-Ac distance compatible with the measured 

EET time constant τ~1.5 ps, and compare the result obtained with the prediction of the DFT 

conformational analysis. If we assume as a first approximation that the orientation factor is equal to 
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2/3 (random mutual orientation between Dn and Ac) we obtain a distance of ~11 Å. Conformational 

analysis revealed the presence of eleven main conformations of Bi. They are schematically reported 

in Table 2, together with the population percentages. Using the statistical weights from Table 2 and 

the distances between the two chromophores, shown in Table 3, we obtain an average distance of ~12 

Å between Dn and Ac in Bi, a value in very good agreement with the one estimated from Förster 

equation. 

 

Table 3: Full ab initio transfer time constants and dipole-dipole coupling for the energy transfer from  Dn to Ac  for 

different conformations of Bi. n2 = 1.80 for all conformations except for AAC, where n2 = 1. 

 

Conformer R [Å] ( )I  1015[s] 𝜅2 |μD| [au] |μA| [au] 1/𝑘𝐹 [ps] 

5C 13.500 3.00 3.180 2.333 1.945 3.0 

6C 13.411 2.88 3.111 2.329 1.943 3.0 

7C 10.747 3.02 1.579 2.287 1.889 1.7 

8C 12.878 3.06 1.684 2.110 1.932 5.1 

9C 12.921 3.11 1.678 2.114 1.934 5.1 

10C 10.561 3.00 0.849 2.098 1.892 3.3 

12C 10.472 3.04 0.837 2.096 1.891 3.2 

AAC 7.523 2.88 1.073 2.231 1.720 0.2 

 

One of the aims of this work is to verify if the dipole-dipole coupling is actually a good approximation 

for the electronic coupling between Dn and Ac, given the high efficiency and fast rate of energy 

transfer observed in this bichromophoric system. Furthermore, we want to investigate whether there 

are preferential conformations for EET and, in that case, to understand if any preference arises from 

geometrical, electronic or vibronic factors.  A number of assumptions are necessary to perform the 

computation of the rate constant. First, the Coulomb electronic coupling 𝑉𝐶𝑜𝑢𝑙 is approximated as a 

dipole-dipole interaction  𝑉𝑑𝑑:  

2 3

1

4n

Coul dd D A

o

k
V V V

R

 

 
                                                      (8) 

The EET rate constant is then calculated as: 

2
2 ( )F ddk V I                                                               (9) 

where ( )I   is the overlap integral between absorption (𝑁𝐴𝑎𝐴(𝜈)𝜈−1) and emission (𝑁𝐷𝑓𝐷(�̃�)𝜈−3 ) 

lineshapes, and 𝑁𝐴 and 𝑁𝐷  are normalization factors (i.e. the areas are normalized to 1). This quantity 

reflects the contribution of the Franck-Condon factors to the EET rate and is strictly related to the 
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experimental J in Eq. 7, but, at variance with the latter, it does not include the effect of the transition 

dipoles since they are explicitly accounted for in the coupling in Eq. 8. For the pertinent states of  Bi 

we adopted in our calculation FC|VG Gaussian lineshapes with HWHM = 800 cm-1. As discussed in 

previous sections, this value is very close to the ab initio prediction for the solvent inhomogeneous 

broadening for Dn, while it is 30% too small for Ac, possibly causing a slight underestimation of J 

(and of the rate constant).  R was calculated as the distance of the centre of mass of Ac and Dn in Bi. 

For the square of the refractive index n2 of acetonitrile we used the value 1.80 for all conformations, 

except for the AAC conformation. In fact, from the analysis of the shape of the PCM cavity of this 

conformation (see Figure S5), the volume between the two chromophores is hardly accessible to the 

solvent, differently from what happens in the other structures. Therefore, in AAC case n2 was set 

equal to 1. Moreover, in the calculation of the orientation factor k, the transition dipole moments of 

the individual chromophores were identified with the transition dipole moments of Bi. More 

precisely, taking into account the analysis of the simulated absorption and emission spectra, the 

transition dipole moment of S0-S1 transition was attributed to Ac and the transition dipole of S0-S6 

transition to Dn. While these assumptions surely have an effect on the predicted value of the transfer 

rate 𝑘𝐹, we believe that the application of such computational protocol allows to semi-quantitatively 

investigate the relative differences of the EET rates of the various conformers, which in turn arises 

from a balance of several factors. A dominant role is played by the intermolecular distance between 

Ac and Dn that varies between 10.5 and 13.5 Å in the most stable conformations; only for AAC we 

obtain a substantially smaller value (7.5 Å).  A second factor that significantly modulates the EET 

rate is the relative orientation of the transition dipoles of Ac and Dn: it produces for the different 

conformations a variation of k2 from 0.8 to 3.2. The 5C and 6C conformations exhibit the largest 

k2, i.e. 3.180 and 3.111, due to the nearly parallel arrangement of Ac and Dn, while the 10C and 12C 

conformations have the smallest ones, i.e. 0.849 and 0.837, because here Ac and Dn are quite close 

to a perpendicular arrangement.  The differences in the transition dipoles’ lengths modulate only 

slightly the EET rate (within 15%). Finally, the ( )I   integral, i.e. the vibronic contribution to the 

energy transfer process appears very similar in all the conformers and differentiate only slightly their 

EET rate (6 %). In this respect we should highlight that the position and the shape of the FC|VG 

spectra cannot be considered totally accurate. The computed emission (Dn) and absorption (Ac) 

spectra are slightly more separated than the experimental ones (400 cm-1 as far as the distance 

between the maxima is considered).  Correcting for this error we roughly have a 10% increase of the 

EET rate. It is noteworthy that due to the low-resolution of the spectra, one of the most relevant effects 

expected by the introduction of Duschinsky mixings and frequency changes (neglected in the VG 

level) is a shift of the zero-point-energies and a consequent shift of the whole spectrum98. For the 
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deprotonated form of alizarin this shift is  650 cm-1,99 while for umbelliferone it is  800 cm-1, 

leading to the relative shift of about 150 cm-1, in line with the discrepancy between simulated and 

experimental spectra of the bichromophore. The AAC conformation deserves some special comment. 

Its Boltzmann population is small but this conformer is not completely negligible since its sensibly 

shorter inter-chromophore distance leads to a rate constant an order of magnitude larger than that for 

the other conformations.  It should be highlighted however that for such a short distance the 

approximated expression for the coupling in Eq.8 is probably not adequate.  

Taking into account the relative population abundance of the different conformations and their EET 

rate constants one obtains a decay profile that is nicely fitted with a mono-exponential with a time 

constant ~3.5 ps (see supporting info for details); the weighted average of the EET time constants of 

Table 3 is ~3.6 ps). This fully ab initio value is in reasonable agreement with the experimental 

observation 𝜏𝐸𝐸𝑇 =1.5 ± 0.5 ps. The difference is not surprising due to the number of approximation 

in our treatment and can be due to inaccuracy in the relative stabilities of the conformers and in the 

calculations of the factors that determine their EET rates.  More specifically, the fact that the predicted 

EET rate is slower than the experimental one suggests that either our calculations underestimate the 

abundance of the AAC conformer, or the dipole approximation underestimates the coupling between 

Dn and Ac.  On this respect it should be noticed that, according to Förster theory, in Eq. 8 we assumed 

that the screening factor for the coupling of the two dipoles is s=1/n2. In ref. 100 Caprasecca et al. 

modelled this effect more accurately within polarizable continuum model, and they showed that for 

a system with an interchromophoric distance similar to that of Bi, the Onsager expression 𝑠 =

3(2n2 + 1)−1 is more accurate than s = 1/n2. If we adopt the Onsager model for Bi we obtain an 

enhancement of the coupling by ~20 %, corresponding to to an estimated EET rate 2.56 ps, in better 

agreement with experiment.  As a last comment, we notice that the fact that the multi-exponential 

theoretical decay is well reproduced by a phenomenological mono-exponential function explains why 

a single decay constant is observed experimentally, despite the fact that a number of conformations 

contribute to the process with different rate constants. 

 

Conclusions 

In this work we presented the synthesis and the spectroscopic and computational characterization of 

the bichromophore (Bi) composed by the donor-acceptor couple Umbelliferone-Alizarin. We verified 

the presence of energy transfer between Dn and Ac from the quenching of the fluorescence of Dn in 

the presence of Ac (Φ𝐷𝑛 = 0.011, Φ𝐷𝑛
′ = 0.0016 ). The calculated transfer efficiency resulted 85%. 

We performed transient absorption measurements and DFT quantum chemical calculations to shed 

light on the mechanism that underlies the EET in this bichromophore. The time-resolved experiments 
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reveal a very fast transfer process, with a time constant, obtained with the fitting model described in 

eqs. 2 and eq. 3, of 1.5±0.5 ps. The very weak coupling between Dn and Ac, with respect to the 

coupling that Dn and Ac have with the surrounding bath, is clearly demonstrated by the 

homogeneously broadened absorption spectrum line-shape of Bi (Fig.1) and by the close 

correspondence of the spectrum of Bi with the sum of the absorption spectra of isolated Dn and Ac. 

The calculation of the electronic structure of Bi pointed out that the through-bond interactions 

between the electron densities of Dn and Ac is practically absent (Fig. 5 and Fig. 6). Both the 

experimental and computational results indicate that EET in Bi is fully compatible with the weak-

coupling regime between Dn and Ac. We used the Förster relation (eq. 7) to calculate the average 

distance between Dn and Ac, obtaining a value of ~11 Å. To validate this approach we performed a 

conformational analysis at DTF level on Bi in order to extract the most representative conformers. 

Then we calculated the average distance between the centre of mass of Dn and Ac in Bi obtaining a 

value of ~12 Å. The very good agreement of the distance calculated using the Förster equation with 

the one obtained from the conformational analysis makes us very confident that the dipole-dipole 

approximation for the Coulombic coupling between Dn and Ac is a good model to describe the EET 

in Bi. In the final part of the work, making use of eq. 8 and eq. 9 we calculated the transfer rate 

constants for the various conformers adopting a fully ab-initio approach. We can conclude that the 

weak-coupling regime and the dipole-dipole interaction is still a good model for the description of 

the energy transfer in molecular systems where the distance between Dn and Ac is comparable with 

the sizes of the donor and of the acceptor moieties, provided that the through bond interactions are 

sufficiently weak. 
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