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R activity of SACs on MXenes with
simple features and interpretable machine learning
models
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The efficient design of single-atom catalysts (SACs) for hydrogen evolution reaction (HER) requires rapid

and accurate screening methods capable of handling a large number of candidate materials. Traditional

density functional theory (DFT) calculations, while reliable, are computationally expensive, necessitating

alternative approaches for high-throughput screening. In this work, we create our own database based

on DFT calculations using MXene-based SACs for HER and develop an interpretable machine learning

(ML) model that predicts hydrogen adsorption free energy (DGH) with an accuracy of 0.17 eV, relying

solely on simple, non-DFT-calculated features. Our approach systematically transitions from a black-box

model to a grey-box model, incorporating feature importance analysis to identify key descriptors

influencing DGH. This ultimately leads to the development of a glass-box model, where we derive

a transparent analytical equation that allows for direct prediction of DGH using raw feature values.

Importantly, the final model does not require data standardization or complex computational

simulations, making it highly accessible for experimental researchers and enabling rapid, first-order

screening of MXene-based SACs for HER.
Introduction

Electrochemical water (H2O) splitting is a promising method of
leveraging intermittent renewable energy to produce fuels through
the formation of hydrogen (H2) and oxygen (O2) from water. The
hydrogen evolution reaction (HER), 2H+ + 2e− / H2, represents
a cathodic semi-reaction of the process, which is catalyzed by the
expensive Pt in commercial electrolyzers,1,2 motivating the search
for earth-abundant and cost-effective alternatives with equal (or
better) electrocatalytic activities.3–7 The equilibrium potential of
this reaction is formally null; however, in practice, an overpotential
is observed, primarily dependent on the ability of the electrode
material to bind with the reaction intermediate, which is typically
an adsorbed hydrogen atom (denoted as H*).8,9 From a computa-
tional perspective, the seminal works of Nørskov and co-
workers10,11 provide an extremely successful and handy proxy for
predicting the catalytic activity for HER based on a descriptor,
namely the Gibbs free energy of the reaction intermediate H*

(DGH). The closer the DGH is to zero, the lower the predicted
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overpotential. For example, Pt(111) and other Pt-group metals
show DGH close to zero when dispersion corrections are included,
and they reveal optimal performance for HER.12 The success of this
simple framework has stimulated a surge of theoretical studies
based on the screening of several catalysts toward achieving zero
overpotential.13 This is particularly the case in the eld of single-
atom catalysts (SACs).14–16

SACs have received great attention in recent years, due to
their potential to minimize the critical raw metal loading and
improve the catalytic activity and selectivity.17,18 SACs are made
by transition metal atoms atomically dispersed in a solid
matrix, maximizing the utilization of the active phase.19 Addi-
tionally, the catalytic activity of SACs can be tailored and even-
tually engineered by modifying the nature of the support and
the local coordination of the metal atom.20 The typical sup-
porting matrices are oxides and 2D materials, most oen
involving carbon-based supports, such as graphene, N-doped
graphene, and carbon nitride.21 In recent years, MXenes,
a new family of 2D materials,22 have attracted attention as
supporting templates of SACs to catalyze a variety of reactions,
including the HER.23–28 MXenes are two-dimensional (2D)
transition-metal carbides, nitrides, and carbonitrides, and they
are promising in electrochemistry owing to their electronic
conductivity and ability to anchor metal atoms and eventually to
host alkaline metals in accumulators.22,29,30
J. Mater. Chem. A
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MXenes are synthesized from MAX phases, a material family
with the general formula of Mn+1AXn (n = 1–3), where M, A, and
X correspond to early d-transition metals, main group p-
elements, and C and/or N, respectively. Starting from these
materials, MXenes can be obtained by selective chemical
etching of the A element.29,31 Using selective etchants, it is
possible to break the M–A bonds that are weaker than the M−X
bonds, resulting in highly active MXene sheets. Depending on
the etchants and the subsequent chemical treatment, the thus
obtained MXene sheets might be terminated with surface
groups, such as uorine (–F), hydroxyl (–OH), hydrogen (–H), or
oxygen (–O).29,32 By selecting the M and X elements, the number
of atomic layers in the sheet, and the type of surface termina-
tions, a huge number of possible MXene-based materials can be
synthetized, affording the possibility to customize their prop-
erties.31,33 Additionally, recent work has shown that the surface
termination can be removed or substituted in a rational, pre-
determined way.34–36 Recently, Oschinski et al.37 used density
functional theory (DFT) to study the interaction of rst-row
transition metals with M2C (M = Ti, Zr, Hf, V, Nb, Ta, Cr, Mo,
and W), aiming to provide a rational guide to the design of new
SAC catalysts based on MXenes and facilitate the experimental
work to synthesize stable systems.

The improvement of computational power is promoting
computational (electro)catalysis studies towards an even more
ambitious goal, the development of descriptors and data-driven
statistical models for the prediction of catalytic activity.38,39 In
the case of the HER, this translates to seeking models capable of
predicting DGH based on a set of dened physical properties
(features) of the catalyst. Nevertheless, there are multiple ways to
pursue this goal, and one can adopt different data-driven
approaches to nd relevant correlations between the target vari-
able (DGH) and a number of features of varied complexity levels.
The drawback of this approach is that it typically results in
a complex mathematical expression for DGH as a function of the
input variables, where the functional form is difficult to interpret
in physical or chemical terms. The input parameters oen
require the full DFT calculations of adsorbedH to be determined,
raising some questions on the real predictive power of the
schemes and their usefulness. There are several recent studies
showing the usefulness ofmachine learningmodels in predicting
performances across several electrocatalytic applications based
onMXene systems.40,41 For instance, Zheng et al.40 utilized a high-
throughput screening approach combined with a machine
learning (ML) model to predict the hydrogen binding energy and
then the HER activity of a total of 299 MXene materials. Their
methodology incorporates features such as the d-band centre and
Bader charges, which necessitate DFT calculations of the H
adsorption on the active site. They found that the random forest
algorithm predicts hydrogen binding energy with a root mean
square error of 0.27 eV. Likewise, Umer et al. incorporated
a comprehensive set of 29 features in their study of rationally
designed 364 catalysts by embedding 3d/4d/5d TM single atoms
on diverse substrates, like graphitic carbon nitride (g-C3N4), p-
conjugated polymer, pyridinic graphene and hexagonal boron
nitride, including complicated descriptors such as the Coulomb
matrix. Additionally, they integrated DFT-derived features to
J. Mater. Chem. A
further rene their predictive model.40 At this stage, we recognize
a gap in the availability of a straightforward and interpretable
model that relies solely on simple features. Such a model should
provide a clear, user-friendly equation for predicting the target
using raw feature values, without the need for data standardiza-
tion. This would enable broader accessibility, allowing anyone to
utilize the derived equation for initial screening with ease.

In this work, we performed a computational screening of
MXene-based SACs for HER with the aim of providing a straight-
forward and interpretable model for the prediction of DGH from
simple variables that do not require any DFT calculations of the
SAC or hydrogen adsorption on the SAC. We expanded the dataset
of transition metals reported in ref. 37 to the second and third
rows, thereby constructing a comprehensive dataset covering the
complete transition-metal series. We then considered hydrogen
adsorption on the resulting SACs, obtaining a dataset of 208 DGH

values. We trained statistical models with different numbers of
features and levels of complexity to predict DGH, by paying close
attention to the simplicity of the descriptors and the interpret-
ability of the model in physically meaningful terms. We began
with a black-box model and gradually transitioned to a grey-box
approach41 by conducting feature importance analysis across
models ranging from linear to complex, which essentially
provided us with the reason behind the noted differences in
model performance. Ultimately, we developed a glass-box model41

by formulating a simple equation for the target using the inter-
pretable and meaningful attributes, relying solely on non-DFT
calculated features. Our results show that it is possible to
predict a target variable with a linear multivariate model based on
tabulated or easy-to-get features with a reasonable accuracy (about
0.17 eV), without the need to invoke complex models or not easily
interpretable features. Please note that we do not claim this as the
rst or only interpretable model; instead, we emphasize its
signicance as a physically grounded, computationally efficient
surrogate that connects chemical intuition with data-driven
learning. The provision of a comprehensive analytical expres-
sion (eqn (5)), necessitating no preprocessing or scaling, aims to
improve accessibility for researchers, especially in experimental
contexts where implementing complete ML pipelines may be
impractical.

The results of this study could provide a rst-order screening
of MXene-based SACs for the HER, aimed at identifying prom-
ising candidates for more elaborate calculations, including
electronic structure and geometrical relaxation analysis, as well
as the consideration of other effects, such as multiple hydrogen
loading, solvation, pH and applied voltage, to ultimately guide
the experimental synthesis and characterization. We remark
that the present calculations were conducted using bare M2C
(0001) MXene surfaces, which serve as an idealized structural
model. Under the experimental conditions, MXenes are gener-
ally terminated with surface anions, such as –O, –OH, or –F, or
a mixture of them,42 depending upon the synthesis and etching
methods employed. These terminations can partially passivate
the surface, hence reducing the metal binding strength
compared to the uncoated surface. We chose to work with bare
surfaces due to the need to identify inherent trends in metal–
support interactions and to maintain uniformity across various
This journal is © The Royal Society of Chemistry 2026
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MXene substrates. While absolute binding energies may be
reduced, the comparative trends and feature–property correla-
tions established herein are anticipated to remain valid. Future
research will incorporate terminated MXenes to specically
assess the impact of surface functionalization on single-atom
stability and hydrogen adsorption energetics.
Computational details

We performed DFT calculations as implemented in the Vienna
ab initio simulation package (VASP).43–45 We employed the Per-
dew–Burke–Ernzerhof (PBE) exchange–correlation functional
within the generalized gradient approximation (GGA),46 known
for its capability to duly describe metallic systems,47,48 including
most pristine MXenes.49 Dispersion contributions were intro-
duced using the D3 Grimme's parametrization.50 The Kohn–
Sham equations were solved using an expansion of the valence
electron density in a plane-wave basis set with a kinetic energy
cutoff of 400 eV, whereas the effect of the core electrons on the
valence density was accounted for through the projector
augmented wave approach (PAW).51,52 The energy threshold for
electronic self-consistency was set to 10−6 eV, while the geom-
etry optimizations were considered converged when the forces
acting on the nuclei were all below 0.01 eV Å−1. Structure opti-
mizations were performed on a p(3 × 3) slab supercell, which
guarantees a separation of ∼10 Å between the absorbed ada-
toms, sufficient to avoid interactions between the adatoms on
periodically repeating adjacent cells. The Monkhorst–Pack k-
point sampling grid was set to 5 × 5 × 1 to perform the
necessary numerical integrations in the reciprocal space.31 A
vacuum region of 16 Å was included along the c direction in
order to avoid interactions between repeated MXenes in the
direction perpendicular to the basal plane. We modelled the
magnetic ordering based on the most stable forms reported in
previous works.53,54 In most of the cases, the most stable form is
the ferromagnetic one, except for Ti2C, Hf2C, and Zr2C, which
are characterized by antiferromagnetic ordering. The net
charges on the atoms were calculated by means of the quantum
theory of atoms in molecules (QTAIM) developed by Bader.55–58

MXenes with the M2C stoichiometry, comprising three
atomic layers and exhibiting the (0001) surface, were modelled
by fully optimizing the atomic structure of the supercell repre-
senting the nanosheets using previously optimized lattice
parameters.37 Thus, the atomic coordinates of the nanosheet
atoms and the adsorbed TM atom were all fully relaxed. For the
bare MXene, the atomic structure of the supercell is the same as
that of the primitive unit cell. We calculated the binding energy
of the anchored transition metal (TM) adatoms, as follows:

Eb = ESAC − Es − ETM (1)

where ESAC is the total energy of the MXene sheet with the TM
adatom attached, Es is the total energy of the bare MXene
support, and ETM is the total energy of an isolated TM atom, all
considered in the gas phase calculated from the DFT ground-
state energies. The binding energy of a metal atom to the
support is a relevant quantity as it can be used as a proxy for the
This journal is © The Royal Society of Chemistry 2026
stability of the SAC.59 We calculated the hydrogen adsorption
energy, as follows:

DEH ¼ EH* � ESAC � 1

2
EH2

(2)

where EH* is the total energy of the system with the absorbed
hydrogen atom, and EH2

is the energy of an isolated H2 mole-
cule. DGH was determined from DEH by adding the zero-point
energy contribution and entropy terms. The entropy term
involves the vibrational contributions of the adsorbed hydrogen
atom, and the gas phase hydrogen molecule, with the latter
taken from thermodynamic tables.10 Note that this is an
approximate method to estimate the hydrogen adsorption free
energy since, for instance, solvent effects are neglected. Never-
theless, the aim of this study is to precisely predict this
approximate value, affording a reasonably accurate estimate of
DGH without requiring DFT calculations.

We employed permutation feature-importance analysis for
feature selection and conducted a Pearson correlation analysis
for the considered features. We also employed various super-
vised machine learning techniques to predict the features,
including traditional Multiple Linear Regression (MLR), Ridge
Regression (RD), LASSO, Random Forest models (RF), Extra
Trees (ET), Decision Trees (DT), Gradient Boosting (GB), Extra
Gradient Boosting (XGB) and AdaBoost (ADB). To evaluate the
generalization capability of our ML models, we implemented
a careful data splitting approach. Initially, we randomly parti-
tioned 15% of the full dataset as a strict external test set, entirely
removed from any aspect of model training, scaling, or feature
analysis. The external test set (15% of the full dataset) was
extracted once at the beginning of the workow using a xed
random seed for reproducibility. This held-out subset was kept
constant and used consistently across all machine learning
models. This ensured that all performance comparisons were
made on the same test data, providing a fair and controlled
evaluation of the generalization performance. The remaining
85% of the data was subsequently used for training and vali-
dation. All model development, excluding the leave-one-out
procedure, was performed exclusively on the 85% dataset
using 10-fold cross-validation. All data preprocessing, including
feature scaling using StandardScaler within Pipeline, and
model tting were conducted solely on the training set within
the cross-validation loop. Identical scaling values were utilized
for the validation fold and external test sets to prevent leaking.
Furthermore, for the tree-based models (e.g., RF, GB), we avoi-
ded any early stopping or information leakage from the test set
by depending exclusively on internal splits or designated vali-
dation subsets. For models that facilitate internal validation
(e.g., GB), the validation_fraction was conned to the training
set exclusively. In the leave-one-out procedures, the training set
for each excluded support or metal was xed and included all
remaining data. Although the held-out subset remained xed in
each case, the models were retrained with internal randomiza-
tion (e.g., bootstrapping, feature selection), leading to slightly
different predictions across runs. The reported error values
reect the average across these 1000 randomized training iter-
ations. We used a ten-fold cross-validation method with a xed
J. Mater. Chem. A
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random seed (seed = 42) to provide a fair and robust evaluation
while preventing the overtting of our model. Mean absolute
error (MAE) was used as a metric for the ML models. MAE
denes the average magnitude of errors between the values
predicted by our ML model and those obtained from DFT
calculations. For all the ML model training and testing calcu-
lations, we used the Scikit-learn library.60 The importance
analysis was based directly on the intrinsic parameters of each
model type, rather than on permutation scores. For linear
models (LR, RD, LASSO), we calculated importance using the
absolute standardized regression coefficients, which measure
each descriptor's contribution to the target following feature
scaling. For tree-based and ensemble models (Decision Tree,
Random Forest, Extra Trees, Gradient Boosting, AdaBoost, and
XGBoost), we utilized the inherent mean decrease in impurity
(MDI) values, which indicate the average variance reduction
related to each feature across all decision nodes. To guarantee
robustness, all importances were averaged across 100 random-
ized 80/20 train-test splits and normalized for each model prior
to aggregation.

Results and discussion
Dataset of the MXene-based SAC and their computed HER
activities

We created a database of 208 SACs made by 26 TMs anchored to
eight bare M2C (0001) MXene surfaces. Fig. 1 shows the binding
Fig. 1 Properties of MXene-based SACs. Binding energies Eb (a) and Bad
Co, Ni, Cu, Y, Zr, Nb, Tc, Mo, Ru, Rh, Pd, Ag, Hf, Ta, W, Re, Os, Ir, Pt and A
lines separate the three transition metal series.

J. Mater. Chem. A
energies and Bader charges of the TM atoms and supports
considered in this study. We selected about 200 systems, repre-
senting an acceptable size of the database to provide statistically
meaningful results. Starting from the data in ref. 37, which
focused on the interaction between rst-row transition metals
and MXene substrates, we expanded the calculations to the TMs
of the second and third rows. In this study, the adsorption
stability of transition-metal atoms on MXene substrates was
evaluated based on the calculated binding energy, Eb, where
negative values indicate exothermic adsorption and, thus, stable
anchoring of the metal atom. Accordingly, only systems exhibit-
ing negative binding energies (Eb < 0) were considered thermo-
dynamically stable and retained in the dataset. In contrast,
combinations yielding positive or near-zero binding energies (Eb
$ 0) were classied as unstable, as they represent endothermic
adsorption processes and weak metal–surface interactions. For
Zn, Cd, and Hg, several MXene combinations produced positive
or marginal binding energies, conrming negligible binding.
These systems were therefore excluded from further analysis to
ensure that the database and subsequent machine learning
models are constructed exclusively from energetically and struc-
turally stable SAC congurations.

The interaction of the different rst-row adatoms on each of
the MXene surfaces considered has been investigated by
considering the preferred adsorption sites found by Oschinski
et al.37 Regarding the second and third TM row atoms, we
investigated four different high-symmetry sites: the atop site (T)
er charges DQ (b) of transition metal atoms (TM = Sc, Ti, V, Cr, Mn, Fe,
u) on M2C (0001) MXenes (M = Ti, V, Zr, Nb, Mo, Hf, Ta, and W). Vertical

This journal is © The Royal Society of Chemistry 2026
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where the adatom is placed directly above an M surface atom,
the bridge site (B) corresponding to the midpoint of the M–M
bond, and two hollow sites that correspond to carbon (hcp) and
empty (fcc) sites (see Fig. S1 of SI). Aer geometry optimization,
we found that the hcp and fcc sites are preferred in most cases,
regardless of the adatom or substrate. We found that metal
adsorption is favourable for all systems considered, with
binding energies ranging from −2.6 to −8.2 eV, as shown in
Fig. 1a. As already discussed in ref. 37, the energetic trends
depend not only on the adatom but also on the MXene
substrate, Fig. 1a. Three similar patterns are observed for the
three TM rows (3d, 4d, 5d), with a W-shaped behaviour con-
sisting of two local minima and three local maxima for the
binding energy, known to be related to the special stability of d5

and d10 transition metals in vacuum.61,62 Moving along each of
the series (Sc–Cu, Y–Ag, Hf–Au), the value of Eb decreases until
the rst minimum (Ti, Zr/Nb, Ta), aer which it starts to
increase, reaching the rst maximum (Cr/Mn, Tc, and W/Re,
which have a half-occupied nd shell). Eb then decreases,
reaching the second local minimum (Ni, Ru, Os/Ir), and nally
increases to reach the secondmaximum (Cu, Ag, Au, which have
a fully occupied nd shell). In other words, elements with nearly
half-lled or lled nd shells are characterized by a weak inter-
action with the surface. The effect of the substrate can be
observed as a change in the values of Eb, which follow the same
pattern along the series. In every series, this effect is more
Fig. 2 Hydrogen adsorption on TM@MXene SACs. Hydrogen–metal dis
SACs (TM = Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Y, Zr, Nb, Tc, Mo, Ru, Rh, Pd, A
Vertical lines separate the three transition metal series.

This journal is © The Royal Society of Chemistry 2026
marked in the early elements of the row, where the Eb differ-
ences between the same TM in different substrates are more
pronounced and can reach several eV, while for the late
elements of the row, the effect of the substrate is less noticeable,
typically within 1 eV. Interestingly, the order of stability for the
adsorption of the same TM atom on different substrates is
maintained for the most part, with a few exceptions. In general,
Mo2C and W2C bind the adatoms with the most negative energy
values, while Hf2C and Zr2C form the weakest bonds. The
absolute maximum values, corresponding to weak bindings, for
the different TMs are achieved by the following systems:
Cr@Ta2C, Mn@Ti2C, Ag@Hf2C and Ag@Ta2C, while the abso-
lute minimum values, corresponding to strong bindings, are
achieved by Ru@V2C, Os@V2C and Ir@Ti2C. A similar trend
(especially along the 3d series) is observed for the average
distance between the TM and the three nearest neighbours (cf.
Fig. S2a), indicating that very negative binding energies corre-
spond to short distances.

The degree of charge transfer between the transition metal
and the substrate has been analysed to gain more insight into
the interactions between the TM and the eight substrates.
Fig. 1b reports the excess TM charge (DQ) calculated for the
supported TM atom and obtained from the analysis of the
electron density through the QTAIM developed by Bader.55–58

Interestingly, the same pattern is reproduced on every
substrate, and a similar parabolic trend repeats for the three TM
tances (a) and adsorption Gibbs free energies DGH (b) of TM@MXene
g, Hf, Ta, W, Re, Os, Ir, Pt, and Au; M = Ti, V, Zr, Nb, Mo, Hf, Ta, and W).

J. Mater. Chem. A
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series (see Fig. 1b). Another clear tendency is observed
depending on the type of metal constituting the substrate. In
fact, it can be observed that the charges on the adatoms
adsorbed on d2 M2C (Ti2C, Zr2C, Hf2C), d

3 M2C (V2C, Nb2C,
Ta2C), and d4 M2C (Mo2C, W2C) follow similar well-separated
trends along the d series. Furthermore, the sign of the excess
charge DQ depends on the type of adatom–substrate combina-
tion. For example, the values of DQ for the d2 M2C substrates are
negative in most cases, except for Sc and Y, Fig. 1b. For d4 M2C,
the values ofDQ are mainly positive with some exceptions, while
for d3 M2C, the DQ values are more TM-dependent. Clearly, the
oxidizing character of the d4 M2C MXenes is larger than that of
their d3 M2C and d2 M2C counterparts. As expected from the
electronegativity trend, the early TMs in each d series tend to
donate charge to the substrate or remain neutral species, while
electrons are transferred from the substrate to the late TMs,
which become partially reduced.

The magnetization of the TMs anchored on MXene
substrates also follows a periodic trend, as shown in Fig. S3 of
SI. Early and late TMs in the d-series expose a small number of
unpaired electrons, while the atoms in the middle of the series
exhibit large spin values, regardless of the MXene substrate.

Once the trends in the properties of the TM@MXene systems
have been obtained, the adsorption free energy of H on the SAC,
considered as H*, becomes a key intermediate in the HER. For
each TM@MXene, a hydrogen atom was adsorbed on top of the
TM. Interestingly, the optimized distances between the
hydrogen adatom and the TM of the SAC follow a periodic trend
(Fig. 2a), with a parabolic shape similar to the one obtained for
the TM charge reported in Fig. 1b. For each d-series, the TM–H
distance is the largest for the rst atom in the series and then
decreases, reaching a minimum for Group Xmetals (Ni, Pd and
Pt), except for Ti2C, Zr2C and Hf2C substrates, where the
minimum occurs earlier in the series. We also noticed a strong
correlation between the TM–substrate distance before and aer
hydrogen adsorption, indicating that the adsorption of H affects
the interaction of TM with the substrate similarly for all
considered systems (see Fig. S2 of SI).

The obtained values for the H adsorption free energy are
reported as a function of the TM (Fig. 2b). Unlike the case for
the other quantities discussed above, here, it is not possible to
extrapolate a specic trend or relationship with the substrates
or the d-series. The energy results are distributed in a range of
values between −0.3 and 1.2 eV, and the adsorption Gibbs free
energy is negative only for a few systems. The lack of trend for
DGH with the TM or the substrate raises the question of whether
any physical property of the SAC can be used as a descriptor for
this quantity. To address this, we are trying to design an inter-
pretable machine learning model that utilizes simple, easily
accessible features, aiming to provide a transparent and intui-
tive predictive framework.
Dataset distribution

An essential initial stage in constructing a reliable machine
learning model for predicting DGH, and hence, the catalyst
performance in the hydrogen evolution reaction involves
J. Mater. Chem. A
verifying that the dataset consists of a broad spectrum of
adsorption energy values. The dataset distribution of the DGH

values is depicted in Fig. 3a, which exhibits a wide enough
distribution of values, with the bulk of data points centred
within the range of 0.4 to 0.7 eV. The general distribution of the
dataset closely approximates a normal distribution. A normal
distribution in machine learning model prediction is important
because it ensures the training data is balanced and represen-
tative of a wide range of outcomes. This helps minimize bias
and prevents the model from overtting to specic patterns in
the data, promoting more generalizable learning.
Feature selection

We have collected a number of physical properties as possible
descriptors (features) of DGH on MXene-based SACs. The
features have been chosen with the following criteria: (i) the
descriptor should have a simple expression and be easily ob-
tained, ideally tabulated; (ii) the descriptor does not involve the
DFT calculation of the properties of H* on the SAC, which would
question its usefulness; and (iii) the property of interest should
depend on a limited number of features to avoid overtting and
to enable physical interpretation of the predictive model.
Specically, three different groups of variables have been
considered in this study, as summarized in Fig. 3b.

The rst group contains information describing the prop-
erties of the TM constituting the SAC. The second group
includes information about the supports and their interaction
with the TM. The last group accounts for the interaction of SAC
with hydrogen. The features of the rst group are the electro-
negativity of the TM (cTM), the number of TM valence electrons
(NVAL), the TM covalent radius (RCOV), the rst ionization energy
of the TM (IE), and the electronegativity of M in the MXene
substrate (cS). The data of this group of features are tabulated63

and do not need any simulation. The second group contains the
following features: binding energy of TM to the support (Eb);
mean distance between the adsorbed TM and the nearest
neighbouring atoms of the substrate (d); and charge accumu-
lation or depletion of the metal from the substrate (DQ),
calculated by taking the difference between the number of
valence electrons in the isolated TM atom and the number of
electrons in the anchored state, as provided by the Bader
method. This quantity represents the charge acquired by the
TM upon adsorption. The data of these features require the DFT
geometry optimization of the bare MXene support and of the
TM adsorbed on the support. The third group of features
includes the binding energy of isolated diatomic H–TM mole-
cules (DEisoH ) and the corresponding bond length (disoH ). These
two variables involve calculations of isolated TM atoms and
their interaction with a hydrogen atom, and therefore, they do
not involve the simulation of specic supported SACs. Consid-
ering all three groups, we have a total of 10 features for
designing the model. An increase in the number of features
occasionally improves the accuracy of machine learning models
by supplying additional information for predictions, but at the
same time, it adds complexity to the model and possibly
generates overtting issues.
This journal is © The Royal Society of Chemistry 2026
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Fig. 3 (a) Data distribution plot of the target property, DGH. (b) Features of the SAC systems used to build the predictive model for DGH on
MXene-based SACs: electronegativity of the TM (cTM), number of TM valence electrons (NVAL), TM covalent radius (RTM), TM first ionization energy
(IE), binding energy of the TM to the support (Eb), mean distance of the TM to the support (d), metal charge (DQ), support electronegativity (cs),
binding energy of the isolated H–TM complex (DEisoH ), and bond length of the isolated H–TM complex (disoH ).
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To check the reliability of our predictive model, we incor-
porated supplementary properties that, although not directly
associated with hydrogen evolution activity, may nonetheless
provide signicant insights. These properties encompass elec-
tron affinity, atomic mass, melting point, boiling point, the
principal quantum number of the valence shell, and TM
density, as it is known that in SACs, the regulation of atomic
density can affect the catalytic performances.64 The resulting
expanded dataset currently has a total of 16 features. We aim to
compare the performance of our model utilizing both the
original collection of 10 features and the combined set of 16
characteristics, enabling us to assess the impact of these new
properties on the model's accuracy and predictive efficacy.
Correlation among features

We rst veried the correlations among the selected features. A
correlation heatmap is an effective visualization technique that
illustrates the linear correlations among several variables, with
correlation coefficients spanning from −1 (strong negative
This journal is © The Royal Society of Chemistry 2026
correlation) to +1 (high positive correlation). The heatmap offers
a clear and rapid visualization of feature interactions by color-
coding values, usually employing red for positive and blue for
negative correlations, see Fig. 4a. This facilitates the identication
of robust correlations, assists in feature selection for predictive
models, reveals potential redundancies, and provides insight into
the fundamental properties inuencing system behaviours.

We notice a relatively strong relation between the TM prop-
erties in the upper-le corner (from cTM to IE), indicating that
they are not completely independent. It can also be seen that DQ
has a signicant correlation with the TM properties. Further-
more, cS has no signicant correlation with any other variable.
Similarly, the properties of SAC@MXene, i.e., Eb and d, do not
correlate strongly with each other or with the substrate elec-
tronegativity. Finally, the properties of the TM–H diatomic
molecule, DEisoH and disoH , do not show any strong correlation
with other properties, other than the weak correlation of
DEisoH with Eb. Metrics such as DQ, IE, and distance-related
measures exhibit various degrees of correlation, illustrating
J. Mater. Chem. A
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Fig. 4 (a) Correlation matrix for the features considered in this work, defined in Fig. 3. (b) Performance of individual features for predicting the
target property, namely DGH by a linear regression model, which is quantified as MAE. Features are ranked according to their MAE values, with
lower values signifying better predictive performance.
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the complex interplay of structural, electronic, and magnetic
features that affect the hydrogen adsorption energetics. The
association among these properties offers insight into their
combined effect on hydrogen evolution, potentially informing
the selection of catalysts for enhanced performance.

Linear regression with a single feature

To create a straightforward, efficient model with a limited
number of features capable of reliably predicting the target, we
initially assessed the predictive power of each feature. Before
designing a linear regression model, we analysed the correlation
between each feature and the target variable, DGH, as illustrated
in the scatter plot (see Fig. S4). Each column represents a distinct
feature plotted against the target, utilizing raw feature values and
DFT-calculated free energies to preserve analytical simplicity. The
results demonstrate that individual features do not have sufficient
predictive power to precisely predict the target variable. Consis-
tent with the analysis from Fig. S4, Fig. 4b shows that almost all
features display higher MAE values (>0.180 eV), implying limited
predictive accuracy when utilized individually. To further inves-
tigate this issue, we analysed parity plots (Fig. S5 of the SI) for each
feature, which demonstrated nearly linear trends for almost all of
the features. This linearity signies an absence of correlation
between individual features and the target, hence conrming the
observed high MAE values. Interestingly, a few features, namely
IE, d, andNVAL, have a lower MAE than all other features, and they
also exhibits slightly better alignment (see Fig. S5) with the target.
Due to the lack of strong correlations between individual features
and the target, as conrmed by Fig. 4b, S4 and S5 of SI, a multi-
variate regressionmodelmay bemore effective in predictingDGH,
as it considers the combined effect of several descriptors.

Multivariate linear regression

The lack of correlation of DGH with the individual physical
properties suggests that one descriptor is not enough for the
prediction of this quantity. Consequently, a multivariate linear
J. Mater. Chem. A
regression was performed, using the ten variables described
above to predict the hydrogen adsorption free energy. The data
were standardized to take into account the different scales of
the features using themean and standard deviation, and a set of
11 coefficients was optimized (one for every variable and one for
the constant) by minimizing the distance between a hyperplane
in the variable space and our target, the H adsorption Gibbs free
energy DGH.

The predicted values with the multivariate linear method
against the original DFT data are reported in Fig. 5a. Overall, the
model provides a MAE of 0.159 eV, which is comparable to the
intrinsic error of the DFT methodology. This result is quite
remarkable since it indicates that calculating the adsorption
free energy from the multivariate linear model would not
induce a loss of accuracy. Fig. 5a demonstrates the superior
prediction power of the multivariate linear regression model
relative to the single-feature-based linear regression model.
Although the individual features had a nearly linear, low-
correlation relationship with the target variable (cf. Fig. S5 of
the SI), the integration of several features in a linear regression
framework shows a robust correlation with the target, as indi-
cated by the close clustering of points around the parity line (see
Fig. 5a). The enhanced correlation indicates that the multivar-
iable model effectively captures complex interactions between
features and the target variable, which individual features could
not accomplish independently.
Comparison with complex ML models

To improve predictability, we gradually increased model
complexity by exploring new methods. We assessed regularized
linear models, including Ridge (RD) and LASSO, subsequently
analysing tree-based models, such as Random Forest (RF),
Decision Tree (DT), and Extra Trees (ET). Furthermore, we
evaluated boosting models, comprising Gradient Boosting (GB),
AdaBoost (ADB), and XGBoost (XGB). This thorough assessment
enabled us to compare the performances of these advanced
This journal is © The Royal Society of Chemistry 2026
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Fig. 5 Multivariate linear regression. (a) Parity plot of the multivariate linear regression for DGH as a function of the features considered in this
work, defined in Fig. 3. The shaded grey area corresponds to± 0.2 eV, which corresponds to the typical errors of DFT calculations. (b) Analysis of
MAE for several machine learningmodels, namely, Linear Regression (LR), Ridge (RD), LASSO, Extra Trees (ET), Random Forest (RF), Decision Tree
(DT), Gradient Boosting (GB), AdaBoost (ADB), and XGBoost (XGB).

Paper Journal of Materials Chemistry A

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

4 
D

ec
em

be
r 

20
25

. D
ow

nl
oa

de
d 

on
 1

/1
8/

20
26

 8
:1

8:
39

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
models with that of our simple multivariate linear regression
model, offering insights into the balance between model
complexity and prediction accuracy. To compare the predictive
power of all models, we calculated the corresponding MAE
values, and the result is shown in Fig. 5b. The comparison of the
MAE values among various models illustrates the impact of
model complexity on prediction accuracy. Simpler linear
models, such as LR, RD, and LASSO, produce comparable MAE
values ranging from 0.157 to 0.187 eV, thereby dening a base-
line performance standard. The introduction of more sophis-
ticated tree-based models yields an enhancement, especially
with the ET model, which attains the lowest MAE of 0.135 eV.
The RF model outperforms the linear models with a MAE of
0.143 eV, while the DT underperforms (0.193 eV) compared to
simpler methods. Boosting techniques, such as GB, ADB, and
XGB, improve accuracy, with GB attaining a notable MAE of
0.133 eV. The results indicate that models such as ET and GB
offer relatively higher accuracy compared to more simplistic
linear and tree-based approaches. However, it is also clear that
increasing the model complexity does not improve the accuracy
of multivariate linear models signicantly, which indicates that
our multivariate linear model provides an accuracy similar to
those of the complex models.

As shown in Fig. 4a, some of the tabulated transition-metal
properties, particularly electronegativity (cTM), ionization
energy (IE), valence electron count (NVAL), and covalent radius
(RTM), exhibit moderate to strong pairwise correlations (∼0.8),
reecting their shared periodic origin. However, the single-
feature regression results presented in Fig. 4b show that none
of these descriptors alone can accurately predict DGH (all single-
feature MAEs > 0.18 eV), indicating that, despite their interde-
pendence, they capture complementary physicochemical
information rather than redundant relationships. To ensure
that these correlations do not compromise the model's
This journal is © The Royal Society of Chemistry 2026
robustness, we applied regularization techniques (Ridge and
LASSO regression), which constrain large coefficient magni-
tudes and stabilize correlated inputs. The regularized models
produced nearly identical MAE values (0.16–0.18 eV) compared
to the unregularized linear regression, conrming that multi-
collinearity does not signicantly affect predictive reliability.
Furthermore, to verify this conclusion, we performed an addi-
tional analysis by removing the most strongly correlated
features (IE, cTM, NVAL, and RTM) and re-evaluated the linear
regression model. The resulting MAE increased slightly from
0.159 eV (all features) to 0.179 eV (aer feature removal),
demonstrating that the correlated descriptors contribute
synergistically to the model's predictive accuracy without
introducing instability. These results conrm that the inclusion
of these physically meaningful descriptors enhances the
model's performance while maintaining interpretability.
Diving towards the grey-box model: feature-importance
analysis

Thus far, our methodology has predominantly depended on
a black-box model, yielding predictions without an adequate
understanding of the underlying factors inuencing the
outcomes. In order to overcome this constraint, we aim to
clarify the underlying causes for the results reported across
various machine learning models, from multivariate linear
regression to more complex models. We gradually transitioned
from a black-box approach to a grey-box and, nally, to the
simpler, interpretable glass-box model, as shown in the sche-
matic diagram in Fig. 6. For the grey-box approach, we per-
formed a feature-importance analysis for each model to
ascertain which features most signicantly inuence the
predictions. This improves interpretability, which will essen-
tially bridge the gap between the model's prediction perfor-
mance and physical understanding.
J. Mater. Chem. A
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Fig. 6 Schematic for shifting from a black-box to a glass-box model for predicting DGH. The black-box model produces predictions lacking
interpretability, whereas the grey-box model integrates feature-importance analysis to identify key contributing factors. The glass-box model
simplifies the prediction process by establishing a clear equation derived from a limited number of interpretable features, hence improving
transparency and usability. The downward arrow signifies the increasing interpretability of the models.
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First, we performed a feature-importance analysis to further
investigate the ndings of the multivariate linear regression
model. This is essential for identifying the features that most
signicantly affect the model predictions, elucidating the key
factors that inuence the target variable. Understanding feature
importance allows us to explain the model with greater clarity
and transparency. The feature importance has been evaluated
by the absolute values of the coefficients, as reported in Fig. 7a.
Interestingly, from the feature-importance analysis, we found
a comprehensive overview that connects the multivariate linear
regression outcomes with the insights gained from individual
feature performance. In the single-feature analysis, NVAL and IE
were identied as the features exhibiting relatively low MAE
values, indicating that they possessed the most robust indi-
vidual correlation with the target variable. The signicance of
NVAL and IE is further validated in the multivariate model,
where they constitute approximately 24% and 18% of the
model's predictive capacity, respectively, highlighting their
essential functions in both univariate and multivariate cases.
Likewise, DEisoH and cTM, which had moderate correlations in
the single-feature analysis, became signicant in the multivar-
iate model. This indicates that although these features may
individually possess inadequate predictive power, their syner-
gistic effect with other factors improves the model's accuracy.
The minimal contributions of the other features in both
univariate and multivariate models indicate that they offer
additional information but are not robust independent vari-
ables. This comprehensive analysis highlights the need to
integrate essential features, such as IE, NVAL, and cTM, to
enhance the predictive model, utilizing their distinct and
complementary insights into the target variable.

Similarly, to closely examine the predictive accuracy of
complex models, we have performed feature-importance anal-
ysis for each model and found an interesting correlation
between feature distribution and model performance. For this
analysis, we considered feature-importance analysis for models
J. Mater. Chem. A
like GB and compared the results with the MLR results (Fig. 7b).
For all other models, the analysis is shown in Fig. S6 of SI. The
feature-importance distributions for the MLR (cf. Fig. 7a) and
GB (cf. Fig. 7b) models illustrate the effect of increased model
complexity on feature utilization and prediction accuracy. In the
simplied MLR model, importance is predominantly focused
on a limited number of essential features, which are mainly
from Group 1, with IE, NVAL, and cTM collectively prevailing,
signifying a dependence on these primary descriptors. In the
more complex GB model, feature importance is more evenly
distributed across a broad array of all feature groups, indicating
that the GB model identies further interactions among
descriptors and utilizes a wider spectrum of information. This
distributional shi corresponds to the rather superior accuracy
of GB relative to that of MLR (MAE values: 0.133 vs. 0.159 eV),
demonstrating that complex models can be tailored to more
effectively capture nuanced patterns in the data by assigning
appropriate weights to a greater number of relevant features,
hence improving predictive performance.

To gain more insight from the feature-importance analysis
and to delve more into the grey-box approach, we created
a heatmap (see Fig. 8a), which provides insight into the feature
importance of each model. Linear models tend to prioritize
a few easily accessible features (mainly from Group 2 & Group
3), whereas complex models distribute importance across
a wider range of features. To better understand how each model
assigns importance to feature groups, we analysed the perfor-
mance of each model by evaluating each group individually, as
shown in Fig. 8b. Fig. 8b presents a comparison analysis of the
feature-group importance across various models, demon-
strating the distribution of importance among Group 1, Group
2, and Group 3 features for each model. Simple models, such as
LR, RD, and LASSO, mostly focus on Group 1 and Group 2
features, indicating their dependence on basic properties for
predictive power. With the enhancement of model complexity,
tree-based models (e.g., RF, ET, DT) and boosting techniques
This journal is © The Royal Society of Chemistry 2026
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Fig. 7 (a) Feature-importance analysis for multivariate linear regression (b) and gradient boost models.
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(e.g., XGB, GB, ADB) tend to allocate importance more
uniformly among all groups, with substantial emphasis placed
on features from Group 2 and Group 3.

This transition signies that complex models gain from
a wider range of feature interactions, compiling further infor-
mation beyond the basic features in Group 1. This distribu-
tional pattern reinforces the notion that simpler models
emphasize essential aspects, but more advanced models utilize
a broader array of properties across groups, hence improving
their capacity to identify complex interactions within the data.
For all complex models, we computed the correlations between
each group of features and the target (see Fig. S6–S13 of SI). In
complex models, such as tree-based and boosting models,
features from Group 2 and Group 3 demonstrate non-linear
correlations with the target variable. In these models, data
points are concentrated around the parity line, signifying robust
prediction capability. Conversely, in linear models, the features
of Group 2 and Group 3 exhibit almost linear plots (see Fig. S14
of SI), with negligible connection to the target.
Model predictive power

Since the previous sections indicate that the simpler MLR
model performs quite well compared to more complex models,
we focus on MLR alone to assess its prediction accuracy. Once
the accuracy of the model is established, one needs to verify its
stability and predictive power. In order to assess the predictive
power of our model, we divided the dataset into training and
testing subsets. Three different approaches were carried out. In
the rst, we generated the training set by randomly extracting
75% of the original points. The coefficients of the linear model
were then determined, and the model was used to predict the H
adsorption energy of the remaining 25% of the dataset (testing
set). That procedure was iteratively repeated 103 times,
extracting, in a random way, the training and testing sets. For
each case, the MAE was computed and then averaged for each
iteration. Remarkably, we did not observe a sizable loss in
accuracy compared with the case where the entire dataset was
This journal is © The Royal Society of Chemistry 2026
included in the model. We found an averaged MAE of 0.16 eV,
nearly unchanged from that of the original tting, indicating
the good predictive power of the model. In addition, during
each iteration, the regression coefficients were stored, and the
mean was computed. The mean absolute deviation of coeffi-
cients was performed, and relative errors were considered to
quantify the variations of the models trained with different
datasets. Once again, negligible changes occurred.

Next, we trained the model on a subset of the dataset, which
included all data except those associated with a single support.
The testing set was created using SAC supported by the newly
excluded support, employing the leave-one-out method. The
schematic diagram for this leave-one-out method is shown in
Fig. 9a for clarity. This method enables the assessment of the
model's predicted performance for each substrate without prior
exposure to that particular substrate, thus evaluating the
model's predictive capacity across various substrates. We iter-
ated the method for all eight substrates 1000 times, obtaining
an averaged MAE of 0.176 eV and a maximum MAE of 0.250 eV
(W2C).

The violin plot (Fig. 9b) illustrates the distribution of MAE
values for each substrate across 1000 experiments, offering
insight into the variability and consistency of the model's
predictions. Substrates such as Nb2C and V2C have low and
closely grouped MAE distributions, with mean values of about
0.141 and 0.144 eV, respectively. Thus, the model predicts these
substrates with precision and consistency over iterations.
Conversely, W2C andMo2C have relatively elevated average MAE
values (0.250 and 0.223 eV, respectively) and wider dispersion,
indicating reduced predictive reliability. The shape and spread
of each violin plot show the model's stability across many
substrates, with narrower distributions and lower MAEs indi-
cating more accurate performance. Upon analyzing the reason
behind the different prediction accuracies for different
substrates, we found that substrates like Nb2C and V2C have
a smaller distribution of target variables (approximately 0.13–
1.07 eV), whereas for substrates like W2C, Mo2C, the distribu-
tions of target variables are higher (approximately −0.26 to 1.17
J. Mater. Chem. A
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Fig. 8 (a) Heatmap illustrating feature importance for diverse models, depicting the percentage contribution of each feature to the predictions
of the models. The rows denote various models, while the columns specify particular features. Darker colors indicate more feature importance.
(b) Feature-importance distribution across different machine learning models, categorized by feature groups (Group 1, Group 2, and Group 3).
The chart illustrates how simpler models, such as Linear Regression (LR), Ridge (RD), and LASSO, heavily rely on Group 1 and Group 2 features,
while more complex models, including Random Forest (RF), Extra Trees (ET), and boosting methods (XGBoost, Gradient Boosting (GB), and
AdaBoost (ADB)), allocate importance more evenly across all feature groups.
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eV). Finally, the same leave-one-out procedure was carried out
by including all substrates and iteratively excluding one
adsorbed metal at a time, so that the model is tested on a single
metal atom never seen before. The averaged MAE is 0.232 eV,
slightly higher than the previous values. The corresponding
violin-plot for the leave-one-out experiment for metals is shown
in Fig. S15 of SI. We identied Ru and Rh as being critical, as
excluding them from the average calculation decreased theMAE
to 0.174 eV. It is important to note that in this last assessment of
J. Mater. Chem. A
the predictive power of the model, the testing dataset is quite
small (only eight data points), which could affect the accuracy.
These assessments show the robustness and portability of the
resulting model. Overall, the model can predict the hydrogen
adsorption energy of unknown systems, and the method could
be a starting point to screen new catalysts based on similar
substrates.

It is to be noted that to evaluate the generalization and
robustness of our model, we conducted a series of validation
This journal is © The Royal Society of Chemistry 2026
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Fig. 9 (a) Scheme for the leave-one-out method employed to evaluate the predictive power of our model, wherein the data of each substrate is
systematically excluded as an unseen test set, while the model is trained on the data from the other seven substrates. (b) The distribution of the
Mean Absolute Error (MAE) for each substrate in the leave-one-out substrate experiment. The violin plots illustrate the spread and central
tendency of MAE values throughout the 1000 iterations, with narrower distributions signifying more consistent predictions.
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procedures, including ten-fold cross-validation and leave-one-
out tests. In the tests, each substrate and metal was systemati-
cally excluded from the training set and subsequently predicted
as novel systems (see Fig. 9 and S15, SI). These supplementary
methods guarantee that the model's predictive power is not
limited to a particular subset of the dataset but encompasses
various substrates and transition metals throughout the exam-
ined domain. While validation against an independent external
dataset would yield the strictest assessment of transferability,
such data are presently inaccessible for SAC@MXene systems
with equivalent DFT accuracy and descriptor denitions.
Nevertheless, the uniform results achieved in all internal eval-
uations, along with the model's physically interpretable
parameters, indicate its reliable applicability for screening
novel and compositionally analogous systems.
Further simplifying the linear model: glass-box model

We attempted to achieve our nal goal of minimizing the
computational cost and maximizing interpretability by
proposing a model containing only features that require neither
the DFT simulation of H* on the SACs, as in the model
This journal is © The Royal Society of Chemistry 2026
discussed above, nor the SACs themselves. For this reason, we
performed a similar analysis by considering only Group 1
features rst, which essentially do not require any DFT
computations.

Further, we performed analysis with Group 2, Group 3 and
simultaneously Group 2 & 3 features, separately (see Fig. S16 of
SI). Interestingly, we found that only Group 1 features correlate
well with the prediction of the target, whereas other features
exhibit poor correlation. This nding corresponds well with the
outcomes of the feature-importance analysis (cf. Fig. 6b), which
showed the considerable signicance of features like IE and
NVAL, all of which are classied as Group 1 features.

To construct a glass-box model, we rst formulated
a reduced equation by employing feature-importance analysis
only for Group 1 features. This method enabled us to establish
a clear, interpretable connection between the chosen features
and the DGH target variable. The coefficients in the equation
were established according to their impact on the model's
predictive efficacy, ensuring that each term accurately repre-
sents the inuence of its corresponding feature on DGH. At rst,
we formulated a clear equation using all the features used in the
J. Mater. Chem. A
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study, i.e. using all 10 features, where the MAE is 0.16 eV, and
the corresponding equation is as follows:

DGH = 1.39 + 0.78$RTM − 0.74$disoH + 0.35$cTM
− 0.29$cs + 0.24$DQ − 0.23$IE + 0.16$DEiso

H

+ 0.08$NVAL + 0.06$d − 0.04$Eb (3)

Aer that, we employed standardized features (see Fig. S17a
of SI for feature-importance analysis), whereby each feature was
normalized to possess a mean of zero and a standard deviation
of one. The simple equation is given as follows:

DGH = 0.91 + 0.41$RTM − 0.20$IE

+ 0.10$cTM − 0.09$cS + 0.07$NVAL (4)

This equation offers a straightforward, interpretable, and
computationally efficient method to estimate DGH on SACs at
the considered MXenes, utilizing a small set of readily available
features with a MAE of 0.17 eV (see Fig. S17b of SI for parity
plot). To further simplify our model, we explored the possibility
of using non-standardized features to assess the predictive
efficiency while ensuring ease of application. By utilizing raw
feature values, we aimed to create a model that eliminates the
need for data preprocessing, implying that no prior standardi-
zation is required. This is important because no standardiza-
tion coefficients are required, allowing anyone to perform an
initial screening without requiring specialized programming or
statistical transformations. This approach makes the model
even more accessible, particularly for experimental researchers
and practitioners looking for a quick and intuitive way to esti-
mate DGH. Interestingly, when we switched to non-standardized
features, we observed a slight shi in the MAE values (0.18 eV,
see Fig. S18 of SI for parity plot) as in the standardized case, and
the corresponding simplied equation is given as follows:

DGH = 0.34 + 0.76$RTM − 0.19$IE

− 0.15$cS + 0.11$NVAL + 0.01$cTM (5)

This nding is particularly valuable, as it conrms that the
simplied, non-standardized model can be used directly with raw
data, making it a practical tool for initial screening and decision-
making in material selection. It is essential to understand that,
although the glass-box model (eqn (4) and (5)) offers a highly
interpretable analytical connection grounded purely upon tabu-
lated atomic properties, this simplication inherently imposes
constraints on the prediction accuracy. The parity plots (Fig. S17b
and S18 of SI) indicate that specic systems, especially those at the
extremities of the DGH range, display signicant dispersion in
relation to the parity line. This dispersion may result from local-
ized geometric and electronic properties that are not explicitly
captured by the basic atomic descriptors employed in this glass-
box model. Nevertheless, the glass-box equation effectively
captures the trends within the dataset, attaining a MAE of roughly
0.17 eV, which is analogous to the intrinsic error of DFT-calculated
adsorption free energies. This accuracy is sufficient for fast,
preliminary evaluation and for differentiating between distinctly
promising and less-effective catalyst candidates. In contrast to the
single-feature models (e.g., solely ionization energy or valence
J. Mater. Chem. A
count) and models utilizing Group 2 or Group 3 features, which
demonstrate minimal predictive capability and produce parity
plots nearly parallel to the x-axis (Fig. S5, S16 of SI), the Group 1-
basedmodel displays a distinct correlation with the DFT reference
values (Fig. S18). This indicates that, despite its simplicity, the
model effectively captures signicant multivariate structure–
property correlations. Consequently, we emphasize that the glass-
box model should be considered a physically signicant, predic-
tive framework that prioritizes transparency and accessibility over
high-precision quantitative estimations. This result validates the
efficiency and simplicity of our model, demonstrating that precise
predictions may be achieved without supplementary DFT calcu-
lations, thereby reinforcing our aim of developing a computa-
tionally efficient and interpretable model. Note also that to assess
if interpretability undermines prediction performance, we
compared our linear models with various sophisticated, high-
capacity algorithms, including RF, ET, GB, ADB, and XGB (refer
to Fig. 5b). The top-performing black-box models, including GB
and ET, attained MAE values of approximately 0.133–0.135 eV,
somewhat lower than the 0.159 eV produced with the multivariate
linear regression model. The minor discrepancy of 0.02–0.03 eV
falls within the intrinsic error of the DFT-calculated adsorption
free energies (about 0.10–0.20 eV), suggesting that our interpret-
able methodology maintains almost the same predictive capa-
bility. Thus, the linear model presents an advantageous
compromise—attaining DFT-level precision while establishing
transparent, physically signicant correlations between descrip-
tors andDGH. This illustrates that interpretabilitymay be achieved
without much compromise in prediction performance, rendering
the suggested model both scientically accessible and computa-
tionally efficient for expedited catalyst screening.

Discussion and conclusions

Our thorough investigation has uncovered substantial insights
regarding predictive performance and feature importance
across various modelling methodologies. The greater accuracy
of complicated models, including tree-based methods (e.g., RF
and ET) and boosting models (e.g., GB and XGB), is due to their
superior ability to utilize features from all groups of variables
(Group 1, Group 2, and Group 3). These models allocate feature
importance more uniformly, enabling them to identify non-
linear correlations and complex interactions among many
types of features. Conversely, LR focuses predominantly on
Group 1 and Group 2 features, attaining good prediction accu-
racy through a limited selection of features. The emphasis on
simple features (mainly Group 1 features) in simpler models,
especially LR, is signicant as these properties are easily
obtainable from conventional chemistry handbooks, incurring
no further computational costs. To ascertain if enhanced model
accuracy could be attained through increased complexity, we
combined the feature set by incorporating six additional
periodic-table-derived descriptors, resulting in a total of 16
features. These were selected to preserve simplicity and
universal applicability while somewhat enhancing the
descriptor diversity. Nevertheless, as illustrated in Fig. S19,
models trained on this combined feature set did not
This journal is © The Royal Society of Chemistry 2026
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demonstrate any signicant improvement in performance. The
MAEs for all regressors were essentially constant, with varia-
tions of less than 0.01–0.02 eV overall. This indicates that the
primary 10 features encompass the most chemically important
information for predicting DGH in this dataset. It further shows
the reliability of our model, as well as the features.

Conversely, the properties of Group 2 and Group 3 necessi-
tate additional DFT calculations, whichmay be computationally
expensive, especially for large datasets. Thus, although complex
models provide enhanced accuracy, they require greater pro-
cessing resources owing to their dependence on features from
Group 2 and Group 3. The LR model attains satisfactory accu-
racy while reducing computing expenses, offering an attractive
trade-off between accuracy and efficiency. This trade-off indi-
cates that, based on the application requirements, the LRmodel
may be the ideal selection for scenarios when computational
efficiency is paramount.

We nally underline that the nal model predicts the
hydrogen binding energy with an accuracy of 0.170 eV using
only quantities that do not require any atomistic simulation of
the SACs. In this respect, the model could be of help to provide
a rst-order approximation for the screening of SACs for the
HER based on M2C materials like MXenes, followed by more
accurate calculations on promising candidates. The MAE values
for the best-performing models (0.13–0.18 eV) are comparable
to the intrinsic accuracy limits of the DFT calculations, oen
ranging from 0.10 to 0.20 eV for the hydrogen adsorption free
energies, depending upon the functional and dispersion
corrections employed. From a practical viewpoint, this level of
accuracy suffices for the initial screening of the MXene-based
SACs, facilitating the dependable identication of interesting
candidates with near-optimal DGH values (DGH < 0.2 eV). The
model is designed not to substitute comprehensive DFT
computations but to assist in their prioritization, delivering
DFT-level performance at a signicantly reduced computational
expense. Note also that even if the conclusions are extracted
from the SACs involving M2C materials like MXenes, it is likely
that the presented model works reasonably well for M2C3 and
M3C4 MXenes, as the number of atomic layers has a small
inuence on the adsorption properties of molecules such as
CO2.65 Further work will be dedicated to the extension of the
approach to other relevant supports.
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I. d. P. Moreira and F. Illas, Theoretical analysis of
magnetic coupling in the Ti2C bare MXene, J. Phys. Chem.
C, 2023, 127(7), 3706–3714.
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