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Highly-Destabilized Ligand Field Excited States of Iron Carbene 
Complexes and Their Relation to Charge Transfer State Lifetimes 
Reagan X. Hoopera, Benjamin I. Poultera, Jesper Schwarzb, Mariam Barakatc, Kristjan Kunnusd, Kacie 
J. Nelsona, Aleksandra Ilicb, Clara García-Mateosb, Rajdip Chowdhuryb, Jens Uhlige, Kenneth 
Wärnmarkb, Elena Jakubikovac, Amy A. Cordonesa, and Kelly J. Gaffneya*

Lifetimes of photoexcited charge transfer (CT) states in transition metal chromophores are influenced by low-lying ligand 
field (LF) excited states, especially for 3d metal complexes. To manipulate interactions between LF and CT states, it is 
important to be able to control LF excited state energies using tunable synthetic variables. In this report, we use Fe 2p3d L3-

edge resonant inelastic X-ray scattering (RIXS) to measure LF excited state energies of three homoleptic iron chromophores 
coordinated by strong-field N-heterocyclic carbenes (NHCs). We investigate the effect of oxidation state and ligand scaffold 
on LF energies and covalency parameters. A cyclometalated bis(NHC) ligand affords both high LF excited state energies (and 
thus high 10Dq) as well as high metal-ligand covalency compared to other iron complexes with very strong-field ligands. 
However, for the set of complexes investigated, we do not observe meaningful correlation between the LF excited state 
energies and the CT excited state lifetimes. These results illustrate that targeting long-lived CT excited states necessitates 
control of multiple molecular excited state properties, with destabilization of the LF excited state energies proving necessary, 
but insufficient, to control the CT excited state lifetime in Fe carbene complexes.

Introduction
Chemical potential derived from photoexcitation of molecular 
transition metal complexes has proven useful in areas such as 
solar energy harvesting,5 pharmaceutical and natural product 
synthesis,6, 7 and laboratory-scale organic reactions.9 Transition 
metal-based chromophores present the potential advantage of 
possessing a large number of structural variables, including 
metal identity and a multitude of ligand design choices. 
Understanding how this diversity affects electronic excited 
state properties is essential to utilizing all variables for synthetic 
benefit.

Many synthetic strategies for tuning excited state behavior 
have been explored in recent years.10, 11 Classically, long-lived 
charge transfer (CT) excited states of 4d and 5d metal 
complexes have been targeted due to their utility in photoredox 
catalysts.12 For the more abundant and inexpensive 3d metals, 
reaching long CT excited state lifetimes proves more difficult. 
Compared to their 4d and 5d counterparts, 3d metal complexes 

have inherently weaker ligand fields (LF). These low-lying LF 
(equivalently metal-centered or d-d) excited states often act as 
efficient channels for non-radiative decay of CT excited states 
to the electronic ground state.13 For this reason, many 
investigations have targeted ligands with strong -donation to 
generate larger LF splitting that impedes CT excited state 
relaxation through the manifold of LF excited states. The 
Wärnmark group has spearheaded the use of some of the 
strongest -donors available, N-heterocyclic carbenes (NHCs), 
in photoredox catalyst design.1, 14 In the decade since their 
original report, NHC ligands have been pivotal in achieving up 
to 190 nanosecond metal-to-ligand charge transfer (MLCT) 
lifetimes in third row transition metal complexes.15-18 While a 
variety of ligand design approaches have been pursued to 
extend the CT lifetime of iron complexes, including increasing 
ligand steric strain19 and inner coordination sphere symmetry20-

22, increasing the ligand field strength has proven to be the most 
effective means of increasing CT excited state lifetimes. 
Systematic  investigation of the correlation between CT lifetime 
and LF strength has never been reported due to the difficulty in 
measuring LF excited state energies (see below). Iron–NHC 
complexes are a good model platform for examining this 
correlation between LF excited state energies and CT excited 
state lifetimes, since variably-strong ligand field strength is a 
key facet in their design.

The successful implementation of NHCs in 3d metal 
photocatalysts warrants a more complete understanding of 
how they control CT excited state relaxation. Quantitative 
assessment of the degree of LF excited state destabilization by 
NHCs is needed to assess the relationship between the 
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molecular complex structure and LF strength. Ideally, this 
information comes from direct measurement, as theoretical 
techniques are not yet able to reliably predict LF excited state 
energies for any arbitrary 3d metal complex.23 Ultraviolet-
visible absorption spectroscopy is the most accessible relevant 
technique, but LF transitions have weak molar absorptivity and 
often overlap with CT bands that have orders of magnitude 
higher absorption cross sections. These factors render the 
isolated observation of LF states impossible in the UV-visible 
absorption spectra of many systems, including Fe carbene 
complexes, though significant blue shifting of CT bands may 
enable some LF transitions to be resolved.24 Transient 
absorption spectroscopy can sometimes observe differential 
changes that are attributed to changes to the LF states, but 
again struggle to identify their natures unambiguously.

Metal 2p3d L-edge resonant inelastic X-ray scattering (RIXS) 
spectroscopy measures the same LF states accessed by UV-
visible absorption spectroscopy, also reporting them in the 
ground state geometry.25 In contrast to the forbidden d-d 
transitions in the UV-visible range, resonant inelastic X-ray 
photon radiation scattering follows the selection rules of Raman 
scattering and takes advantage of allowed transitions between 
metal 2p and 3d orbitals, resulting in strong amplification of LF 
excited states relative to CT transitions in the final spectrum.26 
RIXS has therefore been an increasingly utilized technique for 
measuring LF excited state energies in photochemically 
interesting third-row metal complexes, where these energies 
may be inaccessible in the UV-visible absorption spectra.2, 27 In 
analogy to resonance Raman spectroscopy, RIXS first involves a 
metal 2p to 3d electronic excitation to a real core-hole excited 
state (comparable to the electronic excited state in the 
resonance Raman technique). Then this intermediate state 
decays via photon emission from a 3d electron re-filling the 2p 

hole, generating a final d-d excited state, analogous to the 
process in which an excited vibrational state in UV-visible 
resonance Raman scattering is formed. The difference in the X-
ray absorption and emission energy is termed energy transfer, 
and in the case of effectively centrosymmetric complexes, 
energy transfer values map directly onto a Tanabe-Sugano 
diagram (Figure 1). In addition to the strong intensities of LF 
excited states, the strong spin-orbit coupling in the 2p core hole 
state relaxes the spin selection rule for 2p3d RIXS, enabling LF 
excited states with S ≠ 0 relative to the GS to be more intense 
than in a single-photon absorption spectrum.28 Of note, since 
there is no 2p hole in the RIXS final state, the final state LF 
excited state energies are not affected by the core hole. This is 
in contrast to final states measured in metal L-edge XAS spectra, 
where simulation to derive parameters such as the ground state 
10Dq must assume that the observed excited state 10Dq is 
reduced relative to the ground state, usually on the order of 10-
20% for Fe–NHC complexes.2, 4 Thus, RIXS more directly 
measures the valence electronic structure of metal complexes 
than XAS.

Iron–NHC complexes 1a,3 1b,3, 29 2,17 and 31 (Figure 2) have been 
the subject of numerous previous studies for their potential as 
3d metal photoredox catalysts, mainly using UV-visible 
transient absorption spectroscopy to understand their excited 
state behavior. In addition, 3 has already been studied using 
steady-state Fe L-edge RIXS as well as femtosecond-resolution 
X-ray emission and scattering to investigate the role of LF 
excited states in the excited state decay of low-lying metal-to-
ligand (MLCT) states.2, 30 Complexes 1a and 1b are the ferrous3 
and ferric3, 29 cyclometalated versions of the first generation of 
Fe–NHC photosensitizers, namely the ferrous bis(NHC) complex 
(3)1 with a central pyridine moiety instead of the 
cyclometalating central benzene ring. Cyclometalation of the 
NHC ligand is expected to raise LF excited state energies 
because the anionic arene moiety is a stronger -donor than 
pyridine.31 In spite of the predicted increase in LF induced by the 
arene donor, both of the iron(II) complexes (1a and 3) have 
3MLCT excited state lifetimes of 9 ps.1, 3 Ferric complex 2 is 
structurally distinct, having two phenyl[tris(3-methylimidazol-2-
ylidene)]borate (phtmeimb) ligands with low deviation of the 

Figure 1. Illustration of how metal L-edge RIXS features of a centrosymmetric 
complex can be mapped onto a Tanabe-Sugano diagram for a given 10Dq and B 
(blue vertical line). The diagram shown is for an arbitrary octahedral d6 complex 
and is not scaled in either axis by B−1. The feature at zero energy transfer is the 
elastic line, and light grey lines represent additional low-lying LF excited states that 
are not typically resolved in RIXS experiments due to weak intensity and/or overlap 
with stronger features.

Figure 2. Complexes with new RIXS analysis in this work (1a, 1b, and 2) and a 
closely-related complex (3) analyzed previously by Kunnus et al.2 The counterion 
for complexes 1b and 2 in our measurements was BPh4−, and it was PF6− for RIXS 
measurements of 3.
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inner coordination sphere from Oh symmetry (near 90° C–Fe–C 
bond angles).17 The iron(III) complexes (1b and 2) have 2LMCT 
lifetimes of 240 ps and 2 ns,3, 17, 29 respectively, demonstrating 
how, within the class of NHC ligands, varying the backbone 
structure can have large effects on the CT excited state 
lifetimes. 

Herein, we sought to quantify the LF excited state energies of 
1a, 1b, and 2 to determine the extent to which variations in the 
LF excited state energies can be correlated with the 3MLCT 
lifetimes of ferrous complexes 1a and 3 and the 2LMCT lifetimes 
of complexes 1b and 2. Additionally, from these LF excited state 
energies, we also extract 10Dq and ground state covalency 
parameters. Overall, our study presents a comprehensive LF 
analysis of three Fe–NHC complexes on the cutting edge of iron 
CT excited state functionality, and we show how the isolated 
variables of oxidation state and ligand scaffold impact their 
ligand fields.

Results and Discussion
Resonant Absorption Energies from Fe L3-Edge XAS. The first 
component of the RIXS process is a resonant X-ray excitation 
event, so understanding the structures of the L-edge XAS 
spectra is necessary for judicious selection of energies for RIXS 
measurements. The Fe L3-edge XAS spectra for 1a, 1b, and 2 are 
plotted in Figure 3. Experimental details can be found in SI 
Section II. The spectrum of 2 was already reported, and the 
energies and line shapes in our spectrum are consistent with 
literature for low-spin ferrous and ferric complexes.4 Within this 
region, all complexes demonstrate a high-energy absorption 
with a maximum at 709.7 eV (1a and 1b) and around 710 eV (2) 
(vertical dashed lines in Figure 3). This absorption feature 
corresponds to transitions into states formed by Fe 2p → 
3d(eg*) absorption.32 For ferric complexes 1b and 2, the t2g 
orbital set also includes a single hole, and the lower-energy 
absorptions at 705.4 eV (1b) and 705.6 eV (2) represent states 
formed by Fe 2p → 3d(t2g) absorption. This feature is well 
separated from the Fe 2p → 3d(eg*) absorption line due to the 

strong ligand fields present in our complexes. Notably, the low-
energy absorption is absent in the XAS spectrum of 1a, 
suggesting minimal X-ray-induced photooxidation.33

States Accessed by Fe 2p3d L3-Edge RIXS. Excitation energies 
that induce Fe 2p → 3d(eg*) transitions result in intermediate 
RIXS states that can then form final states with LF excited state 
character: (t2g)5(eg*)1 for iron(II) and (t2g)4(eg*)1 for iron(III). For 
complexes 1a and 1b, the XAS spectra show a clear Fe 2p → 
3d(eg*) absorption maximum, while 2 has a more complex 
spectral shape, including a broad low-energy shoulder. In 
general, the eg* absorption envelope is broader for iron(III) 
complexes because of an increased number of microstates 
formed from the (t2g)5(eg*)1 valence intermediate state 
configurations relative to the (t2g)6(eg*)1 valence intermediate 
state configurations for L-edge absorption for low-spin iron(II). 

We sought to better understand why the shape of the eg* 
resonance visibly differs between ferric complexes 1b and 2 in 
order to better explain which intermediate states may be 
accessed by the L-edge absorption process. To do this, ligand 
field multiplet simulations were performed (SI Section III). 
These demonstrated that the splitting of the eg* peak is a 
function of Slater integral Fkdd scaling (where lower Fkdd is 
associated with increased covalency) when only the 3d-3d 
electron exchange and Coulombic repulsion energies are 
considered (Figure 4). This result suggests that the shape of the 
eg* XAS resonance is a consequence of covalency in this set of 
complexes. A more compact signal (as in 1a) as opposed to a 
broad, unresolved, multi-peak structure (as in 2) is a marker of 
increased metal-ligand covalency modeled as a reduction of 3d-
3d electron repulsion (SI Section III). Below, we show how the 
X-ray absorption model guided the selection of incident 
energies and interpretation of RIXS spectra.

The XAS spectra above provided a guide for the energy window 
to acquire two-dimensional RIXS maps across the Fe L3-edge 
absorption envelope. Collection of full RIXS maps is generally 
not required to pick resonant absorption energies, as these can 
be designated based on the XAS spectra. However, we chose to 

Figure 3. Total electron yield Fe L3-edge XAS spectra with vertical lines showing 
energies where constant incident energy RIXS spectra were fit.

Figure 4. Iron L3-edge XAS simulations for a d5 ground state (term symbols are for 
the d6 final states, which are schematically represented on the right). A 10Dq of 
4.3 eV was used for all plots, and the intensity was normalized to the maximum 
value of the plot showing 50% scaling of the Fkdd parameter.
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report and discuss the 2D RIXS maps to demonstrate the 
additional information that can be gained from their analysis 
and to thoroughly illustrate the concept of constant incident 
energy (CIE) RIXS spectra, from which LF excited state energies 
were extracted. 

In our 2D RIXS maps, the x-axis shows the incident energy used 
to excite an L-edge XAS transition, and the y-axis shows energy 
transfer (the Raman shift determined by subtracting the energy 
of the inelastically scattered photon energy from the incident 
photon energy to provide the energy of the electronic excited 
state created by RIXS, often referred to as the final state). We 
indicate intensities of RIXS final states as a color map. The 2D 
RIXS map of complex 2 is shown in Figure 5. By summing the 
RIXS intensities along the incident energy axis, an L-edge-like 
spectrum is obtained (PFY trace in Figure 5). Vertical cuts at a 
constant incident energy more clearly show LF excited state 
energies. All of our RIXS maps have intense LF excited state 
resonances and variable degrees of intensity for the weaker 
elastic bands and high energy transfer features which result 
from a complex combination of CT and high-energy LF excited 
states.2, 28 Figure S3 shows a labeled description of the RIXS map 
of 2. Focusing on the lower energy t2g resonance, the primarily 
inelastic scattering channel creates CT final states of LMCT 
character, whose intensities reflect the amount of metal 
character in the occupied ligand-based orbitals from which the 
electron that fill the Fe 2p core hole originates.26 An example of 
such a state is the ~4 eV transfer peak at a ~705.5 eV incident 
energy in the RIXS map of 2 (Figure 5). Moving to the intense 
higher-energy eg* region of this RIXS map centered around 
709.5 eV, it is also notable that multiple maxima are observable 
in the low-lying LF excited state region (3 to 6 eV), whereas the 
XAS spectrum of 2 does not resolve any fine structure. This 
result demonstrates the ability of 2D maps to resolve XAS 
resonances by extending an incident energy vs. intensity plot 
(XAS) to one with a third dimension of energy transfer. 

Derivation of Ligand Field Energies from RIXS Spectra. 
Constant incident energy (CIE) RIXS spectra were analyzed for 
the purpose of obtaining LF excited state energies. Briefly, 
energies were chosen to be resonant with 2p3d absorptions 
involving an excitation into an eg* orbital, giving final states of 
LF character. A full description of how the energies were chosen 
is given in SI Section II. 

Many methods for assigning LF excited states to transition 
metal L-edge RIXS features have been reported in the literature. 
These include high-level ab initio calculations,2, 28, 34-36 charge 
transfer multiplet (CTM) calculations that fit both LF (10Dq and 
Racah C and B) and charge transfer parameters,2, 25, 27, 35 and 
several variations of fitting that use only LF parameters.25, 27, 28, 

37 There are advantages and disadvantages of each approach, 
and for different systems it may be appropriate to use different 
methods. While ab initio calculations are not affected by 
experimental constraints such as resolution, accuracy may be 
an issue, and a potential need for very large active spaces can 
render their cost prohibitively high. CTM calculations are semi-
empirical in nature and parameterize both the crystal field and 

its mixing with MLCT and LMCT states, providing a 
comprehensive model.38 They are particularly useful when CT 
mixing effects are significant, such as in iron hexacyanide 
complexes.35, 39 Given the large number of parameters, 
challenges of using CTM theory include overparameterization 
and the consideration that the parameter space combined with 
spectral resolution generally does not allow for a unique fit. The 
third listed method, in which RIXS spectra are interpreted 
through only the lens of LF theory, typically uses fewer 
parameter inputs and is a time-tested tool on UV-visible 
absorption spectra. This aspect gives it the advantage of direct 
comparison to literature published prior to the development of 
quantum chemical and CTM methods. A major limitation of the 
LF theory approach is the restricted symmetries to which 
existing full models can be applied, but our complexes are 
satisfactorily approximated by a point group (Oh) which can be 
rigorously treated (see SI Section IV).

Consequently, we have chosen to interpret our RIXS spectra 
using LF theory. The single primary peak of the ferrous L3-edge 
XAS spectrum of 1a along with absence of obvious satellite 
features (Figure 3) suggests that mixing of CT and LF states is 
negligible, and thus CTM treatment offers little additional 
advantage with the risk of overparameterization. The shapes of 
the ferric L-edge XAS spectra are adequately described using 
only LF multiplet simulations (Figure 4), and are again lacking in 
strong satellite features arising from highly-covalent CT 
transitions. The foundation of the LF theory fitting procedure is 
matrices describing total valence d electron-electron repulsion, 

Figure 5. Maximum-intensity-normalized 2D RIXS map of ferric complex 2 at the L3 
absorption edge. PFY = partial fluorescence yield spectrum from integrated RIXS 
map. TEY = total electron yield spectrum from XAS. The vertical lines in the 709 to 
710 eV area show the energies where CIE RIXS spectra were measured and 
averaged.
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in terms of octahedral ligand field splitting 10Dq, and Racah 
parameters B and C, reported by Tanabe and Sugano, from 
which the eponymous diagrams are derived.8, 40 

Modeling Method and Uncertainty. 

To obtain LF parameters from CIE RIXS spectra fitting, we 
adapted a fitting code from previous reports by Kunnus and 
Larsen et al.,27, 41 which performs least-squares fitting of LF 
energies by varying the LF parameters 10Dq, C and B that are 
embedded within the Tanabe-Sugano matrices. SI Section IV 
discusses the justification of this choice compared to direct 
selection of LF state energies from the RIXS spectra. Parameters 
C and B are derived directly from the more fundamental Slater 
integrals F2 and F4, whose changes represent the degree of 
isotropic radial d electron expansion that occurs at a metal site 
upon formation of a metal-ligand bond.42 One notable 
difference between the fit code used by Larsen et al. and the 
one used herein is that the scaling of both F2 and F4 was uniform 
in the former, while we allowed them to scale independently. 
Uniform Fkdd scaling results in the ratio C/B being fixed to the 
free ion constant value of 3.73 (Equations S1 and S2). A C/B ratio 
fixed to the free ion value is commonly adopted, though there 
is physical justification for the ratio C/B to be variable across 
systems (SI Section IV);42 therefore, we favored a variable C/B 
ratio, though we also compare to fits where we enforce a C/B 
value of 3.73.

The spectral resolution is not sufficient to manually distinguish 
individual peaks in our systems that have high densities of 

energetically-close LF excited states. Peak fitting methods 
therefore do not give unique results, adding uncertainty to the 
LF state energies. In the most extreme case, the inaccuracy of 
an individual LF state energy is estimated to be maximally 0.5 eV 
relative to its true value, based on differences using fixed vs free 
C/B values for the RIXS spectrum of 1a, which both gave 
acceptable fits (Table S3). To investigate the precision of our fit-
derived LF parameters, we sampled the parameter space for the 
floated C/B model using bootstrap methods (SI Section IV and 
Table S5). The major conclusions from bootstrapping are that 
differences in 10Dq are statistically significant but that values of 
B and C are less precise. The latter observation is likely because 
both varied C/B and fixed C/B give reasonable fits to our data 
(Figure 6), though we prefer the physical model of varied C/B. 
Several aspects increase confidence in both the fits and the 
conclusions drawn on them: (1) the LF energies are constrained 
to a physical model; (2) the LF strengths and energies have a 
large distribution between complexes such that firmly assigning 
order is possible; and (3) the most intense states in each fit have 
the same multiplicity as the ground state (ΔS = 0), which is 
consistent with previous RIXS studies and physical 
expectations.25, 36 

Ligand Field Excited State Energies of 1a and 1b. The fits for 
1a and 1b CIE RIXS spectra at 709.7 eV (Fe 2p → 3d(t2g) 
absorption) are shown in Figure 6a-b and their state energies in 
Table S4. For 1a, the main contributor to the RIXS spectrum is 
assigned to a 1T1 final state, in agreement with previous RIXS 
studies of six-coordinate iron(II) with similarly strong-field 

Figure 6. Ligand field excited state energy fitting of RIXS cuts at CIE energy of 709.7 eV for complexes 1a and 1b and at 709.6 eV for 2. The fitted peak at zero energy transfer 
represents elastic scattering and is labeled as the ground state term symbol. Elastic scattering linewidths: 0.9 eV (1a), 0.6 eV (1b), 0.6 eV (2); inelastic scattering linewidths: 
0.4 eV (1a), 0.6 eV (1b), 0.7 eV (2). The grey region represents CT or higher-lying LF states and is modeled in the least squares fitting by up to four Gaussian-shaped bands. The 
C/B ratio was fixed at 3.73 in the top panels and was floated in the lower panels. Some states have negligible fit intensity in certain fits (see Tables S3 and S4). 
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ligand environments (Figure 6a).2, 35 The 1T1 state resonance of 
1a appears at 4.2 eV, which is about 1 eV higher than the 
analogous state in its pyridine analogue (complex 3),2 showing 
that the central arene induces a much stronger ligand field than 
the central pyridine donor of 3. The lowest-energy LF excited 
state, 3T1, is observed as a weak low-energy (3.35 eV) shoulder 
of 1T1. Intensity at the weak shoulder could only be accounted 
for by variable C/B, as a fixed value of 3.73 gave a 3T1 energy of 
3.65 eV (Figure 6a). Fitting a lower energy to the 3T1 state not 
only better reproduces the experimental spectra but is also in 
closer alignment with previously-calculated theoretical vertical 
transition energies, which shows a 3T1 energy of ~2.9 eV for 1a.3 
Comparison between computed and measured 3T1 energies for 
3 also reveals a discrepancy of similar magnitude (~0.5 eV, 
where the calculated value is lower).2, 43

The RIXS spectrum of 1b has a more complicated structure, with 
major contributions from formally spin-allowed doublet states, 
specifically the lowest-lying 2E state around 4.3 eV (Figure 6b). 
In the RIXS experiments, excitation into the eg* orbitals 
produces final states of t2g5eg*1 for ferrous 1a and t2g4eg*1 for 
ferric 1b. Within the strong field Oh framework and ignoring 
spin-orbit coupling, there are 24 microstates possible for the 
iron(II) t2g5eg*1 configuration and 60 for the iron(III) t2g4eg*1 

configuration, leading to more possible terms in the ferric RIXS 
spectra fits.44 As pointed out above, the experimental 
resolution does not permit parameter-free fitting of well-
defined peaks. Although it may be possible to manually fit the 
spectra with fewer Gaussians, the number of states are defined 
by ligand field theory, and previous RIXS studies indicate that all 
may contribute to the experimental spectra with incident 
energy intensity dependence.28 For 1b, DFT-calculated values of 
the lowest LF excited state (4T1, 3.14 eV) range from about 2 eV 
to 2.6 eV depending on the method used, and this is about 0.5–
1.0 eV lower than what is observed experimentally.3, 29

Ligand Field Excited State Energies of 2. The fit of the RIXS 
spectrum of 2 at a CIE of 709.6 eV is shown in Figure 6c and state 
energies in Table S4. Similar to the other ferric complex 1b, 

these fits indicate that the major contribution to the spectrum 
at the eg* absorption resonance is the lowest-energy 2E state. 
Compared to 1b, the intensities of other states in complex 2 are 
diminished at a 709.6 eV CIE spectrum. After fitting the RIXS 
spectrum of 2 at 709.6 eV, the positions of the LF energies from 
this fit were then used to fit RIXS spectra at additional CIEs 
(marked in Figure 5 as vertical lines), keeping LF energies 
constant and only changing their intensities (Figure S8). At these 
additional cuts, RIXS states other than 2E gain relative intensity. 
The adequate fits of RIXS spectra at different CIEs spanning the 
eg* absorption region using fixed final state energies show the 
robustness of the LF excited state energies from the initial fit in 
Figure 6c. The lowest LF ES, 4T1, fit to an energy of 2.33 eV, is in 
decent agreement with the DFT-calculated value of 2.19 eV.17 

Ligand Field Parameters. The LF parameters 10Dq, B, and C 
represent the condensed sum of many distinct physical effects, 
but they provide a set of readily comparable values by which LF 
strength (10Dq) and covalency (C and B) can be compared 
between compounds to help rationalize differences in their 
excited state properties. The importance of the LF strength in 
promoting long-lived CT excited states is well known, and in 
recent years, tuning metal-ligand covalency has been explored 
as an avenue to alter excited state properties.27, 45, 46 Since the 
floated C/B fit is considered to be more physically accurate, the 
LF parameters discussed next include variable C/B ratio fits, 
unless otherwise specified.

Ligand Field Strength. Relevant parameters both with and 
without floated C/B are listed in Table 1. The 10Dq value of 1a 
was found to be 4.6 eV. This is markedly increased relative to 
other iron complexes with strong field ligands such as its 
pyridine analogue 3 (2.7 eV), other ferric and ferrous 
homoleptic iron carbene complexes (3.2–3.8 eV), [Fe(CN)6]4− 

(4.2 eV), and [Fe(CN)6]3− (4.3 eV).4, 47 The large 10Dq of 1a 
suggests that the M–L  orbitals of the of 1a are highly 
destabilized due to the two anionic arene donors. The ferric 
complex 1b has a 10Dq value of 4.3 eV, which is comparable to 
ferricyanide.47 While ligand field strength usually increases with 

Table 1. Summary of photochemically-relevant LF energies and parameters. The first three lines of data are from fits where C/B was allowed to float, and the three lower lines 
are from fixed C/B. ‡Values are consistent with prior literature.4 *These ‘’ values are not directly comparable.   Bcomplex / Bfree ion (for C/B = 3.73, these are comparable). Bfree 

ion values used: 917 cm−1 (iron(II)), 1015 cm−1 (iron(III)).8 Cfree ion values used: 4040 cm−1 (iron(II)), 4800 cm−1 (iron(III)).8

Complex GS
Lowest LF 

excited state 
(Energy, eV)

10Dq 
(eV)

B
(cm−1, eV)

C
(cm−1, eV) C/B  C/Cfree ion

1a 1A1 3T1 (3.35) 4.6 346, 0.0429 3490, 0.4327 10.1 0.38* 0.86

1b 2T2 4T1 (3.14) 4.3 325, 0.0403 2023, 0.2509 6.2 0.32* 0.42

2 2T2 4T1 (2.33) 3.8‡ 643, 0.0797 2600, 0.3224 4.0 0.63* 0.54

1a 1A1 3T1 (3.67) 4.4 579, 0.0718 2138, 0.2650 3.7 0.63 0.53

1b 2T2 4T1 (2.91) 4.2 436, 0.0541 1626, 0.2016 3.7 0.43 0.34

2 2T2 4T1 (2.23) 3.8‡ 512, 0.0634 1908, 0.2366 3.7 0.50 0.40
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increasing oxidation state, the opposite effect is observed for 1a 
and 1b in both fitting models.44 This trend opposing the norm is 
attributed to a bond length expansion for the Fe–C(carbene) 
bonds upon oxidation state change from iron(II) in 1a to iron(III) 
in 1b.29 The Fe–C(arene) bond lengths between the two 
compounds show no statistical difference. Comparisons of 
density functional theory (DFT) generated molecular orbitals 
(MOs) of 1a and 1b (Figure S10) indicate that the electron hole 
formed upon oxidation of ferrous 1a resides in a MO that has 
some weak Fe–C  bonding interaction, and thus ferric 1b might 
have a decreased Fe–C(carbene) bond order relative to 1a. 

The 10Dq value of 2 is 3.8 eV in both fit models. This is 
consistent with the ground state 10Dq parameter obtained 
from fitting the Fe L-edge XAS spectrum of 2 with charge 
transfer multiplet calculations in a previous report from Uhlig et 
al.4 The smaller ligand field of 2 versus 1b is surprising given its 
near 90° C–Fe–C bond angles that would be expected to raise 
10Dq.48, 49 A potential contributor to the smaller ligand field of 
2 is that its Fe t2g orbitals do not appear to engage in as much  
bonding with carbene * orbitals (Figure S11) as in 1b, which 
has clearer Fe–C  back bonding that may lower its t2g orbital 
energies (Figure S10).

Covalency. The ability of metal-ligand covalency to affect LF 
excited state energies is illustrated in commonly-known 
Tanabe-Sugano diagrams, where both the energy and 10Dq 
axes are scaled by B−1.8 In Figure S7, plots of LF excited state 
energies as a function of covalency (represented by uniform 
scaling of the Fkdd parameters) clearly convey that for a given 
10Dq, Fkdd scaling may have considerable effects on LF state 
energies. It is this dependence that makes covalency a viable 
tuning point for LF excited state energetics, independent of the 
LF strength that is most commonly considered. Covalency is 
most often compared using the nephelauxetic parameter  
which is equivalent to Bcomplex/Bfree ion, where a lower value is 
assumed to indicate greater covalency. This parameter should 
be used with caution, however, as Equation S3 shows that when 
C/B is not fixed between complexes, Bcomplex is a function of C/B. 
Thus,  should only be compared when C/B is fixed across 
samples. The  parameters (for C/B = 3.73) and B values (for 
floated C/B) for complexes 1a and 1b are significantly reduced 
compared to relevant ferrous and ferric comparisons, including 
2.2, 27, 28, 50 In general, these results show that the covalency 
imparted by the cyclometalated NHC ligand is substantial.

Although a complete physical interpretation of covalency is 
complicated by anisotropic metal-ligand interactions as well as 
the dual effects of electrostatic screening (central field 
covalency) and delocalization of metal d orbitals in the 
formation of molecular orbitals,51, 52 we were able to assess 
delocalization due to bonding using DFT-generated orbital 
pictures in Figures S10 and S11. These show that 1b generally 
has less than about 50 percent iron character (and conversely a 
high percent of ligand character) in the valence orbitals 
possessing metal-derived d-orbital symmetry, indicating highly-
covalent bonding that disperses iron d electrons across the 
ligands.53 While 2 also features some molecular orbitals with 

close to 50 percent or lower Fe d-orbital parentage, its occupied 
t2g orbital set is markedly more ionic than that of 1b, due to 
fewer metal-ligand  interactions as mentioned above (Figure 
7). These DFT findings are complimentary to the experimental 
ratios of F2/F4 for 1b and 2, which are consistent with 1b having 
an extended  system and 2 having  orbitals but no large 
conjugated  network (SI Section V).54 Within this set of 
complexes, covalency appears to be mainly governed by metal-
ligand  bonding, where the large degree of  conjugation in 1b 
correlates with enhanced covalency compared to 2. 

LF Excited State Energies and CT Lifetimes. Understanding the 
interactions of LF and CT excited states is essential to fully 
harnessing 3d metal complexes for photochemical applications, 
and so we examined the potential connections between LF 
energies measured by RIXS and previously-reported CT excited 
state kinetics studies on the iron complexes herein. The lowest-
energy LF excited state (3T1) for ferrous cyclometalated 
bis(NHC) complex 1a was found to be 3.35 eV in this study, while 
its pyridine bis(NHC) counterpart 3 has a 3T1 energy of 2.45 eV 
(Figure 8).2 Despite the much stronger ligand field of 1a, both 
have a dark 3MLCT state with a 9 ps lifetime, suggesting 
different mechanisms for decay of the 3MLCT state.1, 55 For 3, 
ultrafast X-ray emission spectroscopy experiments 
demonstrated that the 9 ps time constant corresponds with 
3MLCT → 3LF internal conversion,23 while for 1a, the 9 ps time 
constant is proposed from calculations to originate from direct 
ground state recovery via the 3MLCT state.3 Our RIXS 
measurements show that the 3T1 energy is above the rather 
high 3MLCT energy of ~2.5 eV in the ground state geometry of 
1a, but previous calculations suggest that the relaxed 3T1 

geometry could have a lower energy than the 3MLCT state, 
adding internal conversion to 3LF as another potential decay 
route.3 Achieving long-lived MLCT states in iron(II) species has 
largely proven a formidable goal, with the first reported major 
advancement toward ns lifetimes being accomplished using a 
homoleptic bis(1,2,3-triazol-5-ylidene) complex.56 Three iron(II) 
complexes have a reported MLCT lifetime of at least 1 ns at 
room temperature, with one featuring a cyclometalated 
phenanthroline ligand (noting that some long-lived excited 

Figure 7. Comparison of DFT-derived t2g orbital makeup of ferric 1b and 2, showing 
increased covalency for 1b compared to 2. The full orbital diagrams are shown in 
Figure S10 and S11.
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states of iron(II) species initially assigned as MLCT were later 
evidenced to be 5LF in nature).57-60 Calculations on the 
cyclometalated complex showed that the 3LF state energy was 
above the lowest 3MLCT state after nuclear relaxation, due to 
the combination of its strong ligand field and very low 3MLCT 
energy (~1.1 eV).61 Clearly, a challenge in the design of next 
generation iron(II) MLCT catalysts is to achieve a balance 
between both high-energy LF excited states and high-energy, 
long-lived MLCT states. For iron(II) complexes, perhaps 
targeting long-lived MC excited states is a worthwhile endeavor.

In contrast to the 3MLCT states of iron(II) NHC complexes, 
iron(III) NHC complexes have low-energy 2LMCT states with a 
stronger record of favorable photoredox properties, including 
longer-lived and higher-energy CT states.16, 17, 62, 63 We 
measured the LF excited state energies of two ferric complexes 
with significantly different 2LMCT lifetimes: 1b ( = 240 ps)3, 29 
and 2 ( = 2 ns)17 (Figure 8) but comparable LMCT energies. 
Interestingly, we found that 1b has a stronger ligand field than 
2, with the lowest measured LF excited state energy (2T2) of 1b 
being about 0.8 eV higher than that of 2. While an explanation 
of this finding is outside the scope of this article, it illustrates 
that, once a complex is well into the strong ligand field regime, 
additional factors, like the magnitude of the intramolecular 
reorganization energy and the strength of the non-adiabatic 
coupling between the LMCT and ground electronic states, may 

dictate the LMCT lifetimes of ferric species. A recent example 
from Wenger et al. amplifies the notion that aspects other than 
LF energies mainly control 2LMCT lifetimes in very strong-field 
cases. They reported an iron(III) NHC complex with the same 
structural backbone as the ligand in 1a/1b but with an attached 
organic chromophore.16 Those changes should not greatly 
affect the already very large 10Dq afforded by the 
cyclometalated NHC, yet the 2LMCT lifetime of their iron(III) 
complex is 100 ns, compared to 240 ps for 1b, as the attached 
organic chromophore acts as a triplet reservoir.16 Evidence for 
pure distal substituent effects on the LMCT lifetimes of 1b 
derivatives has also been recently disclosed, citing differences 
between decay mechanisms tuned by the LMCT energy as the 
major contributor.64 

The CT energies for all of the complexes in Figure 8 lie within a 
narrow range of ca. 1.9–2.1 eV.3, 17, 65 For 1a and 3, identical 
3MLCT lifetimes combined with large energy differences 
between their lowest LF excited states and 3MLCT states might 
result from different mechanisms for 3MLCT decay. While it is 
known that the 9 ps lifetime 3MLCT state of 3 is deactivated 
partially through population of a lower-lying 3MC state,30 it is 
possible that the 3MLCT state of 1a primarily decays directly to 
the ground state.

Assuming that the geometrically-relaxed 4T1 state for 1b and 2 
is lower in energy than their ~2 eV 2LMCT state (corroborated 
through previous calculations),3, 17 a larger driving force and 
thus larger rate constant for 2LMCT → 4T1 should be present for 
2 in the Marcus normal region.66 We therefore speculate that  
long lifetime of 2 could be due to unmeasured effects such as 
2LMCT and ground state wavefunction overlap that influences 
the non-adiabatic coupling between these electronic states.  

Conclusions
Iron 2p3d L-edge RIXS was used to measure the low-lying ligand 
field excited state energies of three Fe–carbene complexes, and 
the effects of oxidation state and ligand structure on LF splitting 
and covalency parameters were evaluated. Our extensive 
analysis of LF parameters contributes to a growing interest in 
controlling 3d transition metal excited state behavior by tuning 
covalency, showcasing the remarkable LF properties of highly-
covalent, strongly-donating NHC complexes. Several 
conclusions relating ground state molecular structure and 
excited state electronic structure of Fe–NHC complexes can be 
drawn from our findings.

First, the cyclometalated NHC ligand in 1a and 1b imparts some 
of the strongest ligand fields known for ferrous and ferric 
complexes, while the phtmeimb ligand in 2 is comparably 
weaker despite forming complexes with less deviation from Oh 
symmetry about the metal. An unusual reversal of the trend of 
higher oxidation state leading to larger 10Dq is observed for the 
1a/1b redox pair. Secondly, comparison of both ferrous (1a 
compared to 3) and ferric (1b compared to 2) Fe–carbene 
complexes supports the conclusion that increasing the LF 
excited state energies above the low-lying CT excited states 

Figure 8. Chart of 10Dq, CT excited state lifetimes, and CT excited state energies 
for the complexes with RIXS reported here (1a, 1b, and 2) as well as a highly 
comparable complex (3) with LF excited state energies known from previous RIXS 
studies.1-3
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presents a necessary but insufficient pathway to increasing CT 
lifetimes. Incorporating this important finding into the design of 
next generation iron photosensitizers will be a challenging task, 
requiring careful consideration of all factors governing electron 
transfer rates. Based on the highly-speculative factors driving 
the relationships between LF energies and CT lifetimes in this 
study, it may be particularly important to control rates of direct 
CT to ground state deactivation through modification of CT 
excited state energy, as well as the degree of ground and 
excited state electronic coupling.

Overall, our study highlights the current potential for steady-
state metal L-edge RIXS to characterize the ground state ligand 
fields of photochemically-important systems. These 
descriptions are essential for understanding how to modulate 
fundamental yet experimentally difficult-to-quantify aspects of 
metal-ligand interactions such as their strength and covalency. 
Some tentative inferences regarding excited state dynamics 
could be made from our data, which may stimulate further 
studies. Going forward, we expect that steady-state and time-
resolved RIXS spectroscopy will continue to provide unique 
insights, facilitating discovery of thus far unrecognized factors 
that control the interaction of molecular transition metal 
complexes with light.
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All X-ray spectroscopic data is available in the Zenodo repository at 10.5281/zenodo.17308223.
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