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solvation: tunneling reactions of
molecules embedded in cryogenic matrices

Giacomo Mandelli, Chiara Aieta and Michele Ceotto *

Noble gas cryogenic matrices have been widely employed to study the tunneling reactivity of embedded

molecules. We regard cryogenic matrices as an elementary type of solvent, because the interactions

between solvent molecules and between the solvent and the solute are limited to weak, non-directional

forces. Nevertheless, they remain very interesting for fundamental solvation studies, as the tunneling

reactivity varies considerably for different noble gases. Here, we present a multidimensional nuclear

quantum approach based on the semiclassical transition state theory approximation with a quantum

mechanics/molecular mechanics potential to investigate the effect of different cryo-matrix

environments on the H-tunneling CO bond rotamerization reaction. Specifically, we show how the

rotamerization reaction rate of glycine, formic acid, acetic acid, and their deuterated variants changes

with different types of cryo-matrix embedding and in the gas phase. After reproducing the available

experimental results, we show that cryogenic matrices indeed play a crucial role in the tunneling

process, which is not limited to washing out or quenching tunneling. We conclude that condensed

phase matrices can enhance the reaction rate by interacting with substituents at the a-carbon site when

present. Our approach opens the possibility for future studies of more complex solvation scenarios to

gain physical insight into the effect of solvation on tunneling-dominated reactions.
1 Introduction

Understanding the effects of solvation on chemical reactivity is
a pivotal task.1–5 Solvents usually have a complex internal
structure and interaction networks; therefore, investigations
based on a gradual approach in which the solvent is as
elementary as possible are ideal for fundamental solvent effect
studies. For this reason, in the present work, we focus on the
conformational tunneling reactivity of a set of similar organic
acids in noble gas cryo-crystals. We regard cryogenic noble gas
matrices as a simple solvent prototype,6 where the solvent is
composed of single atoms interacting through weak and non-
directional forces both with each other and with the solute.
This situation is simpler than other solvents, such as water,
which can establish solvent structures and hydrogen bonds
with the solute and among themselves. The relative simplicity of
cryogenic noble gas matrices will facilitate modeling and thus
understanding the physical picture related to solvent effects on
reactivity. Moreover, experimental half-life times and rates are
available for the reactions under examination, as well as X-ray
diffraction experimental structures, which provide the actual
geometry of the solvent.7

The goal of the present work is to assess how noble-gas
cryogenic matrices are relevant for the acid conformational
Studi di Milano, Via C. Golgi 19, 20133

i.it
reactivity, i.e., how these matrices play a role in the reactivity by
acting as a solvent. From a general perspective, the solvent
changes the energy of the transition state (TS) of the reaction
due to its polarity, a bulk effect, or by establishing specic
molecular interactions between the TS structure and one or
more solvent molecules.6 Addressing the inuence of the cryo-
genic matrix environment on reactive processes involving
quantum tunneling raises several key questions: How does the
environment inuence the tunnelingmechanism? Is it a bulk or
local effect? How do we model the action of the solvent when
quantum effects play a role? And how can we reliably calculate
tunneling rates by including the environment in a computa-
tionally feasible way? The answer to these questions will help to
understand how solvents can alter the selectivity of reactions
driven by nuclear quantum effects, such as hydrogen or heavy-
atom tunneling.6,8–11 This understanding is particularly impor-
tant for tunneling mechanisms in biologically relevant
molecules.12–17 The investigation of these scenarios will become
manageable with our computationally feasible approach, which
accurately incorporates solvent effects into tunneling rate
calculations.

Experimentally, cryo-matrix embedding is well-
established,18–27 and is commonly used to approximate the
reactivity of isolated molecules. It has oen been assumed that
gas-phase theoretical results can be directly compared with
these experiments. This comparison would be strictly valid in
the absence of interactions between different matrix reactive
© 2026 The Author(s). Published by the Royal Society of Chemistry
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sites and between noble gas atoms and the embedded
molecule.28–31 However, it has been largely demonstrated that
even noble gases can signicantly interact with simple mole-
cules, impairing the theoretical evaluation of rates using the gas
phase approximation.32–35 For these reasons, there have been
developments to model the environment effect on tunneling
reactions by accounting for the change in the reaction barrier
upon solvation or by hypothesizing empirical corrections due to
changes in the polarizability of the environment.8,9 Within this
approach, solvated systems are generally modeled using
implicit solvent methods, i.e., without atomistic resolution, or
by selecting a single or a few most important solvent molecules
involved in the interaction with the reacting moiety.36–39 Then,
one can resort, for example, to the classical transition state
theory (TST) with tunneling corrections. Usually, one-
dimensional tunneling models are employed, assuming the
reaction coordinate to be separable. Additionally, semi-
empirical models that utilize the Einstein and Debye approxi-
mations have been recently employed for reactions occurring in
cryogenic matrices. They can predict the temperature depen-
dence of the rate, but still require experimental data for tting.40

More generally, accounting for the inuence of the matrix
environment is not straightforward; to obtain experimentally
accurate results, a multidimensional nuclear quantum
approach may be necessary, as we show in the present work.41
Fig. 1 (a) Glycine interconversion reaction. (b) Tri-deuterated glycine
reaction. (c) Formic acid interconversion reaction. (d) Acetic acid
reaction. (e) Methyl-deuterated acetic acid interconversion reaction.
Deuterium is represented in yellow.
2 Theory

Semiclassical transition state theory (SCTST) is a quantum TST
that accounts for multidimensional tunneling by considering
anharmonicity and couplings of the reaction coordinate and of
the bound vibrational modes.42,43 SCTST is ideal for this appli-
cation, as we can account for the inuence of matrix phonon
modes on the tunneling reactivity. Pioneered by W. H. Miller,42

the SCTST formulation of the rate constant is

kSCTSTðTÞ ¼ 1

h

Qtra
TSðTÞ

Qtra
R ðTÞ

Qrot
TSðTÞ

Qrot
R ðTÞ

ðþN

0

NSCðEÞ e�bEdE
Qvib

R ðTÞ (1)

where Qtra
TS(R)(T) and Qrot

TS(R)(T) are the translational and rotational
partition functions for the transition state (reactant). In our
calculations we include anharmonic effects since Qvib

R (T) is the
fully coupled second order vibrational perturbation theory
(VPT2) vibrational partition function for the reactant molecule,
and it is recovered from the reactant vibrational density of states

(DOS) r(E) as Qvib
R ðTÞ ¼ ÐþN

0 rðEÞ e�bEdE: NSC(E) is the cumula-
tive reaction probability (CRP) in the semiclassical
approximation.42,44–46 Calculating the SCTST rate constants is
computationally cost-effective because it involves static infor-
mation only, such as the energy barrier that separates reactants
from products, the harmonic frequencies of the reactant and
the transition state, and the anharmonic couplings determined
using VPT2 approximation.47

Our group has recently developed and applied SCTST to
a wide range of problems, from the investigation of the heavy
atom tunneling phenomena up to room temperature in organic
© 2026 The Author(s). Published by the Royal Society of Chemistry
reactions30,48 to the accurate estimate of cryogenic reaction rates
for isomer interconversion reactions in the gas phase using
high-level ab initio methods such as coupled cluster CCSD(T)-
F12b.49 To enable these computations and overcome the curse
of dimensionality, fast, parallel and efficient SCTST codes for
the evaluation of the density of states,50 the CRP,51 and the
anharmonic constants48 have been developed and this allows us
now to extend the applicability of SCTST to solvated systems.

This work focuses on the rotamerization reactions of the OH
group from cis to trans congurations in small organic mole-
cules containing the carboxylic acid moiety. H-atom tunneling
dominates the isomerization processes at cryogenic tempera-
tures, and the experimental reaction rates show a dependence
on the gasmatrix employed to embed and isolate themolecules.
The collection of reactions that we are simulating is reported in
Fig. 1. These are the glycine (GLY),34 the formic acid (FA),33,52

and the acetic acid (AA) molecules53 OH bond cis to trans
isomerization. Considering that we are focusing on tunneling
reactions, we included the tri-deuterated glycine (TDGLY) and
the methyl-deuterated acetic acid (DAA), where the deuteration
sites are reported in yellow in Fig. 1.

To simulate the explicit cryo-matrix embedding of the reac-
tive molecule and the inuence of the bulk effect on the reac-
tivity, here we propose a new approach that combines SCTST
and our own N-layered integrated molecular orbital and
Chem. Sci., 2026, 17, 448–455 | 449
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molecular mechanics (ONIOM) protocol.54,55 Specically, we
employ a 2-layer ONIOM among the possible multiscale
methods. This implementation provides a simple and effective
way to account for matrix effects in complex systems. The
system is divided into two parts. The reactive molecule is treated
at the quantum mechanical (QM) level. We chose the 2nd-order
Moller–Plesset perturbation theory (MP2) with the aVDZ basis
set,56 which proved to be sufficiently accurate for estimating the
energetics of these reactions.37 We have also performed density
functional theory (DFT) calculations using the B3LYP functional
with the def2-TZVP basis set with Grimme dispersion treatment
D3 and BJ damping.57–59 However, we found a consistent over-
estimation of reaction rate constants with DFT (see Fig. S2 and
S3), so we relied on the higher-level MP2 calculations. To model
the environment surrounding the reactive center at the cheaper
molecular mechanics (MM) level, we employed the universal
force eld (UFF).60 The ONIOM-UFF setup has been proven to be
successful in treating different types of chemical problems.55

The detailed setup steps of the ONIOM-SCTST protocol are
described in the SI.

The size of the noble gas lattice, the cavity dimension, and
the embedded molecule geometry are determined through
geometry optimization. In the FA case, the starting cavities were
obtained from the literature.36 For GLY and the AA, the same
initial cavities were used as a guess and then modied by
Fig. 2 (Right panel) Glycine molecule embedded in the cryogenic Kr ga
geometry with the ONIOM(MP2/aug-cc-pVDZ:UFF) level of theory. (Le
coupled to the modes of the molecule, and their phonon frequency. F
normal-mode displacements among all the atoms in the structure and
lower than 0.0016 au are not visualized.

450 | Chem. Sci., 2026, 17, 448–455
removing additional noble gas atoms to t the new molecules.
The right panel of Fig. 2 shows an example of the krypton-
embedded glycine (GLY-Kr) molecule.

In our optimization process, we rst found the number of
noble-gas atoms sufficient to reproduce a cryo-crystal. The size
of the simulated system was determined by keeping the mole-
cule and the cavity xed and extending the lattice sizes until the
optimization no longer perturbed the geometry of the atoms at
the edges of the matrix cluster. Then, the cavity is optimized by
exploiting the calculation of the formation energy of the system,
which accounts for the interaction energy and the sum of the
deformation energies for the lattice and the embedded mole-
cule.36 We report the nal optimized geometries in the SI. Upon
optimization, the full-dimensional Hessian is calculated using
the available ONIOM second derivatives,55 and aer diagonal-
ization, the vibrational normal modes are found. We then
identify a set of modes (active modes) by selecting those whose
displacements are mainly localized on the QM molecule, in
addition to possible other normal modes that involve contri-
butions from the noble gas matrix displacements, while
showing a relevant contribution to the central molecule. A
couple of the selected active modes involving normal-mode
displacements on both the embedded molecule and some of
the matrix atoms are reported in the le panel of Fig. 2 for the
GLY-Kr system. We report the active mode list for all systems in
s matrix cluster (GLY-Kr) upon geometry optimization at the TS state
ft panel) The two low-frequency normal modes (NM) that are mostly
or each of them, we show in color the nuclei that exhibit significant
the displacement directions (blue vectors). Displacements of module

© 2026 The Author(s). Published by the Royal Society of Chemistry
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Tables S2–S4 of the SI. We perform anharmonic VPT2 calcula-
tions on the active modes only. However, the energies used to
compute the high-order derivatives are full-dimensional,
including the contribution from all atoms in the system. For
the ONIOM calculations, we employed the Gaussian16 code,61

and we implemented the necessary features to pair it with the
FDACC code that takes care of the parallel VPT2 calculation.48,62
Fig. 4 Tri-deuterated glycine interconversion half-life times in noble
gas matrices (reaction (b) on Fig. 1). The black symbols refer to the
experimental values at 12 K,34 the continuous lines represent the
SCTST gas phase results at the coupled cluster level, and the dashed
lines the SCTST ones at the MP2 ab initio level of theory.
3 Results

We start from reaction (a) of Fig. 1 and report in Fig. 3 our
ONIOM-SCTST GLY interconversion half-life times, where the
QM is at the level of Moller–Plesset (MP2) theory. For the gas
phase, we also report the CCSD(T)-F12b results. The available
experimental values at 12 K are shown for comparison. In each
plot, the gas-phase results are reported in violet. The MP2 gas-
phase half-life time estimates are consistently close to the
CCSD(T)-F12b ones, indicating that MP2 can accurately
describe the system, and we can safely employ it for more
computationally intensive condensed-phase calculations. For
eachmatrix, either Ar, Kr, or Xe, the half-life time is signicantly
reduced over the entire range of cryogenic temperatures
compared to the gas phase, suggesting a signicant solvation
effect of the matrices. In particular, the calculations quantita-
tively reproduce the experimentally observed half-life time at 12
K for all matrices.

When the tunneling H-atom and other hydrogen atoms are
deuterated, as in the TDGLY reported in Fig. 1(b), the half-life
time is orders of magnitude longer. Also in the deuterated
case, the reduction of the half-life time in the matrix with
respect to the gas-phase one is on average a factor of 3, which is
comparable with the hydrogenated cases. Once again, the good
agreement among different post-HF methods is conrmed in
the gas phase calculations reported in Fig. 4. Specically, the
CCSD(T) and MP2 results are in agreement with the CCSD(T)-
Fig. 3 Half-life time calculations for the glycine interconversion in
noble gas matrices (reaction (a) of Fig. 1). Each panel is for a different
matrix. Panel (a) for argon cryo-matrix, (b) for krypton and (c) for xenon
ones. Vertical bars are the experimental estimates with their error bar.34

SC/F12-CCSD(T) is the SCTST calculation at the coupled cluster level
of theory, while SC/MP2 is at the Moller–Plesset level.49

© 2026 The Author(s). Published by the Royal Society of Chemistry
F12b ones. MP2 results are again a good estimate of the
experimental values in the condensed phase.

A completely different picture is observed for the FA. Even if
the FA molecular structure closely resembles that of GLY, and
the interconversion process involves the same OH moiety and
matrix environment, we observe different half-life times (and
therefore different reaction rate constants as reported in Fig. S1
in the SI) for different matrices, as already shown by
experiments.63

Our SCTST results for the FA interconversion are compared
directly with the experimental ones33 in Fig. 5, where the orig-
inal experimental reaction rates k(T) have been converted into
half-life times t1/2 using the relation t1/2 = ln 2/k(T). For the
Fig. 5 Formic acid interconversion half-life times in noble gas
matrices (reaction (c) in Fig. 1). The diamonds represent the experi-
mental results.33 The violet dashed lines in the three panels refer to the
SCTST gas-phase calculations.

Chem. Sci., 2026, 17, 448–455 | 451
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Fig. 6 SCTST half-life times at the MP2/aVDZ level of theory for the
interconversion of the acetic acid molecule and its methyl-deuterated
isotopologue in xenon cryogenic matrix and gas phase (reactions (d)
and (e) of Fig. 1). Black diamond represent the experimental values in
xenon.53
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reaction in Xe, the experiments show some discrepancies, and
two different sets of values are reported in the literature for the
same temperature range. Overall, the SCTST results are accurate
except for the Xe matrix case in the very low temperature
regime. When comparing the FA interconversion with the GLY
one, as shown in Fig. 5, the FA half-life times are longer in the
condensed phase rather than in the gas phase, and this is at
odds with what we have found for GLY and TDGLY.

To gain a deeper insight into this opposite trend, we consider
that even if the reactions presented here involve the same
isomerization of the carboxylic acid moiety, the reaction coor-
dinate for the GLY molecule interconversion involves hydrogen
atoms on the amino group, in addition to the rotation of the OH
group along the CO bond axis. Indeed, the displacements of the
reactive normal mode indicate a twisting motion of hydrogen
atoms of the amine moiety during the reaction, as one can
appreciate from panel (b) of Fig. S10. To understand the role
played by the presence of an a-carbon and its substituents in
terms of reactivity, we analyzed the vibrational frequencies for
each noble-gas matrix. Table S2 presents the normal mode
frequency values for the GLY reaction in different cryogenic
matrices for the reactant and transition state geometries. For
reference, we reported the same data in Table S3, but for the FA
reaction. A comparison between the two tables shows that FA is
characterized by much higher frequency values than GLY.
Specically, the percentage changes that the vibrational
frequencies undergo for each environment are denitely
smaller for the FA than for GLY. In other words, the intercon-
version in the FA molecule is less affected by the presence of the
cryogenic matrix. This is an atomistic perspective on the
different reactive tunneling behaviors observed above, and it
suggests, as part of the explanation, that the primary solvent
effect is the bond stiffening predominantly caused by electron
cloud repulsions, and the consequential changes in the vibra-
tional frequency values. Importantly, this phenomenon appears
to be sensitive to the type of substituents on the a-carbon.
Deviations from gas-phase vibrational frequencies become
more pronounced for a-substituted molecules, proving that this
part of the molecule is interacting with the matrix. This explains
why GLY and TDGLY behave differently by changing the solvent,
and that the FA, which shows low-frequency modes at much
higher values than GLY and TDGLY, i.e., at about 600 cm−1,
exhibits reduced interaction with the surrounding matrix. We
deduce that when the molecule presents low-frequency modes
comparable to those of the matrix, these modes mix with the
matrix and act essentially as conduits, facilitating energy
transfer via vibrational coupling to other modes. FA lacks these
bridging modes, leading to less efficient vibrational energy
transfer.

Along this line, we investigate the half-life time changes
when the three methyl hydrogen atoms in the AA molecule are
replaced with deuterium, i.e., the DAA reaction of panel (d)
Fig. 2.53 This is an example of a secondary isotope effect, as the
deuteration involves hydrogen atoms that do not participate
directly in the conformational change of the OH group. The
atomic displacements involved in the reactive normal mode are
presented in Fig. S10 panel (a), and the isomerization involves
452 | Chem. Sci., 2026, 17, 448–455
rotation of the methyl moiety. As reported in Fig. 6, we rst
reproduce the experimental value for the non-deuterated AA
molecule in the Xematrix with our ONIOM-SCTSTMP2method.
Then, we employ this setup to show the AA condensed-phase
rate enhancement upon methyl deuteration.

Remarkably, we observe that the effect of deuteration is the
opposite for the same reaction in vacuum conditions than in
matrices, i.e., the reaction in the gas-phase is slower aer
deuteration, as reported in violet in Fig. 6. In contrast, in the
matrix environment, the reaction is an example of an inverse
kinetic isotope effect. These results conrm that the presence of
the a-carbon and other additional substituents may effectively
alter the reactivity in matrices. Since deuteration lowers the
frequency values, we hypothesize that this alteration can lead to
a more efficient vibrational coupling with the low-frequency
phonon modes of the matrix and account for the changes in
the rates.

4 Discussion

In light of these results, we can make some considerations
about the solvation process for reactions dominated by
tunneling. Even if tunneling is an instantaneous process and
the shape of the minimum energy path does not play a direct
role, the rates of the cryo-matrix-embedded molecule reactions
shown above are always different from the gas phase. The
solvation effects of the cryogenic matrices accelerate the reac-
tion when substituents are present on the a-carbon (see the
GLY, TDGLY, AA, and DAA cases). Otherwise (FA case), the
presence of the matrix slows down the interconversion of the
OH group, as one would have expected. Additionally, we also
observed that for FA, the heavier matrices show stronger inter-
actions. By comparing the GLY and FA reactivities, we deduce
that the low-frequency phonon modes of the matrix mix with
those of glycine and accelerate the reaction rate.

One may wonder if we really need such atomistic detail to
achieve this level of accuracy. To clarify this question, we
© 2026 The Author(s). Published by the Royal Society of Chemistry
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conducted further investigations towards a better under-
standing of the effects of electronic cloud repulsions through
implicit solvation models. This investigation emphasizes the
importance of dispersion interaction modeling and the signif-
icant role of explicitly incorporating the noble gas matrix when
simulating chemical kinetics. We employed two different
implicit solvent approximations. One is the polarizable
continuum model (PCM)64 and the other is the Universal
Solvation Model based on Solute Electron Density (SMD).65

Details on the (PCM/SMD)-SCTST anharmonic analysis and rate
constants are reported in the SI (see Fig. S4–S9). Specically,
PCM-SCTST falls signicantly short in both quantitative and
qualitative aspects when predicting reaction rate trends in these
solvation environments. In contrast, the SMD model can accu-
rately capture the behaviors of FA and GLY qualitatively across
matrices, although we do not achieve quantitative agreement
comparable to that of atomistic simulations. We expected that
PCM would underperform in noble gas matrices where the
predominant interactions with reactive molecules are short-
range and non-electrostatic, including electronic exchange
repulsion and dispersion forces. Instead, in approaches like the
ONIOM-SCTST employing UFF, these interactions are consid-
ered, even if generally simplied into a single van der Waals
term. As far as the SMDmodeling is concerned, the SMD-SCTST
methodology effectively accounts for short-range forces, align-
ing well with the experimental qualitative observations. Never-
theless, the SMD-SCTST rates are much less accurate than the
ONIOM-SCTST in predicting the experimental rates (see SI
Fig. S4–S9), suggesting that the directionality of the charge
uctuation and the atomistic detail in matrix interactions are
pivotal.

One can also try to rationalize our results in terms of barrier
height and frequency in a one-dimensional picture along the
reactive path. Table S1 of the SI reports these quantities for the
GLY, FA, and AA systems for all the cryo reactions reported
above. In Table S1, in addition to the classical barrier, we
consider under the section “Anharmonic Barrier” also the
barrier height corrected by the difference in the anharmonic
Zero Point Energy (ZPE) of the reactants and the transition state.
By inspection of either the classical barrier or the anharmonic
barrier values, one would deduce that GLY OH rotamerization
would be faster in the cryo-matrix environments than in the gas
phase, and the opposite for the FA. This is in agreement with
our ndings. However, one should consider that the OH rota-
merization is essentially a tunneling reaction in this case, and
the barrier width plays a very important role, as extensively di-
scussed in ref. 66. The wider the barrier, the smaller the
frequency along the reaction path at the transition geometry,
and the smaller the tunneling transmission probability. Table
S1 reports a trend opposite to what one would expect. This
shows that the enhanced rate is not just a matter of tunneling.
For both GLY and FA interconversion, Table S1 shows that the
barrier width increases when moving from the gas to the
condensed phase, indicating a smaller amount of tunneling.
Eventually, one would not have been able to draw denitive
conclusions based just on the information reported in Table S1,
© 2026 The Author(s). Published by the Royal Society of Chemistry
and we conrm once again that the multidimensional anhar-
monic SCTST calculations are necessary.

Then, one may wonder if it is really necessary to employ
a high level of electronic structure theory67,68 or if the cheaper
DFT approach is sufficient. Fig. S2 and S3 address this issue for
the GLY and FA reactions, respectively. Fig. S2 clearly shows that
the DFT gas-phase setup better reproduces the experimental
results than the condensed-phase setup. In the case of the FA
reactions, reported in Fig. S3, the agreement of the simulations
with the cryo-matrix results is indeed improved, but almost an
order of magnitude less accurate than the MP2 ones.
5 Conclusions

In conclusion, we show that a high ab initio level of theory and
a multidimensional SCTST tunneling rate calculation allow us
to obtain reaction rate constants accurate enough to appreciate
the role of the cryogenic matrices. Inclusion of nuclear
quantum effects, anharmonicities, and atomistic solvent details
in the computation have been necessary to achieve the goal of
reproducing the experiments. This has also been shown
recently for IR simulations of relevant biological molecules in
water.69,70 Our ndings indicate that short-range exchange
repulsion and dispersion forces inuence the reactivity of
molecules within these cryogenic environments, with the extent
of this inuence depending on the specic noble gas matrix
employed. These conclusions are in agreement with previous
spectroscopic investigations in similar systems.20 The solvent or
matrix plays a quite active role as conrmed, and it can either
enhance or decrease the reaction rate.6 Thus, understanding the
solvation process for tunneling reactions is not trivial even at
low temperatures in cryogenic matrices, as we observe opposite
trends for the same type of interconversion and for different
noble-gas matrices. If one thinks that the solvent degrees of
freedommight only dissipate the reactant energy, providing the
reactants with additional routes and, therefore, decreasing the
rate of these tunneling transmission, in the present work, we
have shown that this is not the case. The comparison between
gas-phase and condensed-phase rates clearly suggests that the
solvent plays the active role of enhancing the rate. This is a case
where the solvent does not act as a friction source that
suppresses quantum tunneling in a condensed phase environ-
ment.71 Specically for the H-tunneling CO bond rotamerization
reaction, we nd that substituents at the a-carbon mostly
interact with the low-frequency modes of the bulk, accelerating
the reaction rate.

Our ONIOM-SCTST approach offers a practical method for
accounting for the effects of cryogenic gas matrices on the
reactivity of embedded molecules, successfully narrowing the
gap between experimental results and theoretical predictions
for such reactions. The ONIOM-SCTST method paves the way
for exploration of complex solvation environments. These
include molecules such as nitrogen, which is known to interact
strongly with the carboxylic acid group, and potentially other
solvation scenarios with polar molecules.40,72 Addressing these
situations would require different force elds to accurately
Chem. Sci., 2026, 17, 448–455 | 453
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account for polarizability and intramolecular vibrations, such
as AMOEBA FF.73
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