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SMILES standardization with
TokenSMILES

Luis Armando Gonzalez-Ortiz,*a Lisset Noriega,a Filiberto Ortiz-Chi, b

Gabriela Vidales-Ayala,a Emmanuel Soberanis-Cáceres,a Amilcar Meneses-
Viveros, *c Alan Aspuru-Guzik *d and Gabriel Merino *a

The redundancy of SMILES notation, where multiple strings can describe the same molecule, remains

a challenge in computational chemistry and cheminformatics. To mitigate this issue, we introduce

TokenSMILES, a grammatical framework that standardizes SMILES into structured sentences composed

of context-free words. By applying five syntactic constraints (including branch limitations, balanced

parentheses, and aromaticity exclusion), TokenSMILES minimizes redundant SMILES enumerations for

alkanes while maintaining valence and octet compliance through semantic parsing rules. TokenSMILES

does not replace SMILES but rather formalizes its syntax into a standardized, machine-interpretable form.

This grammatical structure enables controlled generation and manipulation of valid SMILES strings,

ensuring syntactic and semantic consistency while substantially reducing redundancy. Implemented into

SmilX, an open-source tool, TokenSMILES generates valid SMILES with accuracy comparable to existing

computational implementations for molecules with low hydrogen deficiency (HDI # 4). Its applicability

extends beyond alkanes through stoichiometric modifications such as bond insertion, cyclization, and

heteroatom substitution. Nevertheless, challenges remain for highly unsaturated systems, where

canonicalization artifacts highlight the need for dynamic feasibility checks. By integrating linguistic

principles with cheminformatics, TokenSMILES establishes a scalable framework for systematic chemical

space exploration, supporting applications in drug discovery, materials design, and machine learning-

driven molecular innovation.
Introduction

The analysis of chemical space using articial intelligence relies
on comprehensive and standardized molecular representa-
tions. The Simplied Molecular Input Line Entry System
(SMILES), introduced byWeininger and co-workers in the 1980s,
encodes molecular structures via a context-sensitive grammar
using ASCII characters.1–3 Initially, SMILES was designed to
represent atoms, bonds, branching, cycles, aromaticity,
charges, and hydrogen counts. Over time, its syntax was
expanded to include stereochemistry, isotopic labeling, and
hybridization. Despite its versatility, SMILES is not unique:
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several distinct strings can describe the same molecule (Fig. 1).
This redundancy arises from permissible syntactic variations
within the language. Furthermore, grammatical extensions
have been proposed to include more complex systems as poly-
mers and crystal structures.4,5

Table 1 shows syntactic variations,6 including Kekulé,
aromatic, branching, and ring number/dot bond syntax, using
2-(aminomethyl)benzoic acid (C8H9NO2) as an example.

Recent advances have sought to overcome these limitations
by introducing alternative representations with improved
Fig. 1 2-Aminomethylbenzoic acid: (a) molecular model and (b)
selected SMILES strings representing the same molecule, illustrating
the standardization problem addressed by TokenSMILES.
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Table 1 Syntactic variations in SMILES notation

Syntax style Representative SMILES

Kekulé syntax NCC1]CC]CC]C1C(=O)O
Aromatic syntax NCc1ccccc1C(]O)O
Branching syntax N(C(C1(]C(C(]O)O)(C(]C(C(]C1)))))))
Ring numbers and dot bond syntax c13c4cccc1.C4(]O)O.N2.C23
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syntactic control. For instance, DeepSMILES simplies paren-
thesis handling by adopting postxed ring-numbering rules,7

while t-SMILES encodes functional groups explicitly, avoiding
parentheses and ring indices.8 BigSMILES extends the notation
to polymers through the use of braces to denote stochastic
binding patterns,8,9 whereas CurlySMILES embeds annotations
within braces { } to describe noncovalent or coordinated struc-
tures, while preserving the core SMILES grammar.10

Beyond these structural adaptations, new languages such as
SELFIES,11 Group SELFIES,12 and JAM13,14 have emerged. SELFIES
guarantees that every token sequence corresponds to a chemi-
cally valid structures, thereby minimizing parsing and valency
errors. Group SELFIES renes this idea by representing rings or
Table 2 Grammatical representations of 2-(aminomethyl)benzoic acid i

Notation R

SMILES N
DeepSMILES N
t-SMILES c1
SELFIES [N
Group SELFIES [:

Fig. 2 General workflow diagram for the development of the TokenS
structures.

© 2026 The Author(s). Published by the Royal Society of Chemistry
functional groups as single tokens, simplifying substructure
encoding. In contrast, JAM adapts SMILES-like syntax to
describe stacking sequences in crystalline or layered materials,
combining chemical and geometric information. Table 2
summarizes these languages using 2-(aminomethyl)benzoic
acid as an example, highlighting improvements in grammatical
clarity and robustness.

In this work, we introduce TokenSMILES, a grammatical and
graph-theoretical framework that formalizes the SMILES
language, together with SmilX, its open-source implementation.
SmilX applies the TokenSMILES grammar to generate and vali-
date molecular structures based on explicitly dened syntactic
n different notations

epresentation

Cc1ccccc1C(]O)O
Ccccccc6C]O)O
([1*])c([2*])cccc1^[1*]C(]O)O^[2*]CN
][C][C][]C][C][]C][C][]C][Ring1][=Branch1][C][=Branch1][C][]O][O]
benzene][Branch][:CH2NH2][pop][Branch][:COOH][pop]

MILES grammatical framework and the validation of the number of

Chem. Sci., 2026, 17, 1666–1675 | 1667
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and semantic rules. Both the conceptual framework and its
soware implementation are presented here for the rst time.

The proposed grammar provides a standardized represen-
tation for organic molecules that retains the descriptive capacity
of SMILES while minimizing ambiguity. By treating molecular
strings as complete sentences governed by grammatical rules
rather than collections of discrete symbols, TokenSMILES
enables systematic computational analysis and exhaustive
isomer enumeration (Fig. 2). Implemented in SmilX, this
framework departs from matrix-based approaches (e.g., MOL-
GEN,15 MAYGEN16) and block-based methods (e.g., SMILIB17,18),
offering a more structured and linguistically consistent para-
digm for molecular representation.
Theoretical development
Kekulé syntax for SMILES generation

Let us start by constructing SMILES strings for saturated
hydrocarbons. The procedure denes transversal paths across
all atoms and bonds in a molecule, forming the basis for
grammatical constraints in the Kekulé SMILES syntax. Using
2,3-dimethylbutane as example (Fig. 3a), the process follows
these steps:

(1) Hydrogen removal. Generate a hydrogen-free molecular
graph (Fig. 3b).

(2) Atom labeling. Assign unique numerical labels to non-
hydrogen atoms (Fig. 3b).

(3) Path denition. Dene an ordered setW representing the
transversal path. In Fig. 3c, the path P = {(C3, C2), (C2, C4), (C4,
C6)} corresponds to W = {C3, C2, C4, C6}.
Fig. 3 (a) Molecular model for 2,3-dimethylbutane; (b) hydrogen-free
molecular graph with labeled carbon atoms; (c) traversal pathway
(orange and purple arrows) covering all atoms.

1668 | Chem. Sci., 2026, 17, 1666–1675
(4) Branch identication. Identify branches Bm, where each
branch contains the maximum possible number of connected
atoms. The ordered set of branches is B= {B0, B1,., Bm}. For the
system in Fig. 3c, B0 = {C4, C5} and B1 = {C2, C1}.

(5) Branch insertion. Insert the branches B = {B0, B1} intoW,
omitting the rst atom of each branch since it already appears
in W. Parentheses mark the branch boundaries:

{C3, C2, (, C1,), C4, (, C5,), C6} (1)

(6) Symbol replacement and concatenation. Replace the
atomic labels in (1) with the corresponding atomic symbols and
concatenate them to obtain the string CC(C)C(C)C.

The resulting SMILES string, CC(C)C(C)C, represents 2,3-di-
methylbutane with implicit hydrogen atoms. Since SMILES
grammar is non-commutative, the steps must be performed in
the specied order.
Tokenization of SMILES into TokenSMILES

Our method transforms the Kekulé syntax into a standardized
form that equalizes string lengths and isolates chemical infor-
mation by assigning individual tokens to each atom and
symbol. For example, the SMILES representation of 2,3-di-
methylbutane, CC(C)C(C)C, can be rewritten as [C, C, (C), C, (C),
C], where “(“ and “)” denote the beginning and end of branches,
respectively. So, in this tokenized form, branches occur at
positions 1 and 3 (zero-indexed). The resulting sequence of
tokens constitutes a standardized-length representation
referred to as TokenSMILES.

This tokenization follows two sequential rules: First, the
original string is parsed into individual characters, each
enclosed in square brackets. For CC(C)C(C)C, this yields [C, C, (,
C, ), C, (, C, ), C], maintaining the exact order of symbols in the
original notation. In this representation, all symbols are
enclosed within square brackets to form an ordered sequence.
Although conventional set notation implies unique elements,
here repeated tokens are intentionally preserved to retain
positional information.

Second, the tokens are categorized according to their
syntactic context. Le-context symbols, [, (,= , and #, are placed
immediately before atomic symbols, while right-context
symbols, @, ), %, ], and a digit n, are placed immediately
aer them. Applying these rules to the example yields the
standardized TokenSMILES form [C, C, (C), C, (C), C].
Grammar constraints for TokenSMILES

The production rules used to generate SMILES strings from
molecular paths allow multiple valid representations for
a single structure, making exhaustive SMILES enumeration
a non-deterministic polynomial-time hard (NP-hard)
problem.19,20 To mitigate this redundancy, and following
previous work on grammatical constraints in formal
languages,21 we introduce ve grammar rules to reduce the
number of equivalent strings representing organic isomers.

Constraint 1. For a molecular model G without ring number
and dot bonds, TokenSMILES strings are constructed from
© 2026 The Author(s). Published by the Royal Society of Chemistry
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traversal paths W that include all non-hydrogen atoms and
bonds:

W = {a0, a1, ., an−1} or W = [a0, a1, ., an−1],

where each ai ˛ W denotes a non-hydrogen atom.
Constraint 2. Branch symbols “(” and “)” are not permitted at

terminal positions (a0, a1, and an−1) since these locations
cannot generate new expressions.

Constraint 3. To control branching, the second and penul-
timate atoms (a2 and an−2) may optionally include branch
symbols, i.e. [a2j(a2)] and [an−2j(an−2)]. These optional insertions
produce distinct yet grammatically valid SMILES variants.

Constraint 4. Parentheses introduced between a3 and an−3

must remain balance, with every opening parenthesis “(”
matched by a corresponding closing parenthesis “)”. Valid
expressions include [aij(aijai)j(ai)], ensuring structural consis-
tency across the entire sequence.

Constraint 5. Aromaticity symbols (c, n, b, p, s, and o) are
excluded to retain the grammar to uppercase atomic symbols
(C, N, B, P, S, and O).
Production rules for alkane TokenSMILES

This section presents a systematic procedure for generating
TokenSMILES representations of alkanes under the grammatical
constraints dened previously. Using the alphabet {C, ( )},
a token dictionary is dened as p = {C, (C), (C, C)}. To construct
SMILES for all CnH2n+2 isomers, we dene a molecular pathW =

[a0, a1,., an−1], where each ai ˛W is replaced by tokens from p

via the production rule P:

P/ a04a14:::4an�24an�1 (2)

Here, the concatenation operator ð4Þ joints the strings in W,
and the arrow (/) indicates the production process.

Applying Constraint 2, a0, a1 and an−1 are replaced by “C”
without branch symbols, resulting in:

P/ C4C4 a2 4:::4an�24C (3)
Fig. 4 (a) A generator tree for the SMILES strings of the C6H14 system and
in the SMILES.

© 2026 The Author(s). Published by the Royal Society of Chemistry
Next, Constraint 3 species that a2 and an−2 may take the forms
[Cj(C)], yielding:

P/ C4C4½CjðCÞ�4a34:::4an�34½CjðCÞ�4C: (4)

For simplify, the inner sequence a34 :::4an�3 is replaced
with a variable U, rewriting (4) as:

P/C4C4½CjðCÞ�4U4½CjðCÞ�4C (5)

To dene the instances in U, Constraint 4 is applied. Each
element in {a3, ., an−3} has four possible forms: [Cj(CjC)j(C)].
Balanced parentheses are maintained through recursive rules.

The rst rule, q0 / CjCq0, generates chains such as “CC”,
“CCC”, and “CCCC”. The second, q1 / (C)j(C)q1, introduces
terminal branches represented by parentheses. Combinations
of the two are obtained using q2 / q0jq1jq0q1jq1q0, allowing
permutations of linear and branched fragments. Nested
branches are introduced through q3 / (CC)j(Cq3C)j(Cq2C),
which ensures balanced parentheses within multiple levels of
branching. Finally, the general case is described by q4 /

q2jq3jq2q3jq3q2, encompassing all possible balanced expressions
in [Cj(CjC)j(C)]. Substituting q4 into (5) gives:

P/C4C4½CjðCÞ�4½q4�4½CjðCÞ�4C (6)

Using (6), the number of SMILES representations for CnH2n+2

isomers decreases drastically. For example, Fig. 4 shows the
construction of SMILES for C6H14 using (6) with [q4] = [Cj(C)]:

P/C4C4½CjðCÞ�4½CjðCÞ�4½CjðCÞ�4C (7)

However, (7) does not account for atomic equivalence or
valence restrictions, which may result in redundant (e.g., [C, C,
(C), C, C, C] ^ [C, C, C, C, (C), C]) or chemically invalid strings
(e.g., [C, C, (C), (C), (C), C]). To address these limitations, the
next section introduces the semantic parsing of TokenSMILES,
which lters out chemically inconsistent structures and
enforces the octet rule.
(b) the progress of the production rule (7) to obtain the atomic symbols

Chem. Sci., 2026, 17, 1666–1675 | 1669
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Fig. 5 Procedure for extracting bonds from the TokenSMILES of 2,3-
dimethylbutane. (a)–(f) Depict the sequential steps of the method.
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Chemical context denition

Semantic parsing22,23 was applied to determine the connectivity
encoded in each TokenSMILES string. Following the conven-
tions of Weininger et al., each atom (a) is represented by its
atomic symbol, and the symbol is linked to a set of chemical
properties collectively referred to as the context of the atom,
Context(a). For our analysis, the context is dened as:

Context(a) = (p0, p1, p2)

where p0 is the atomic symbol, p1 corresponds to the valence,
and p2 is the atomic connectivity.

As an example, the TokenSMILES [C, C, (C), C, (C), C] can be
indexed as [C0, C1, (C2), C3, (C4), C5]. The chemical context for
each substring is summarized in Table 3, where the rst
element identies the atomic symbol (“C”), the second indi-
cates the valence (4), and the third lists the corresponding
connectivity set.

Connectivity extraction from TokenSMILES

In SMILES notation, connectivity is oen implicit and must be
derived through semantic parsing to reconstruct chemical
relationships. Fig. 5 shows the procedure used to extract
connectivity from the TokenSMILES sequence [C0, C1, (C2), C3,
(C4), C5]:

(a) “C0” is not concatenated with any other token, so its
connectivity set remains empty.

(b) “C1” is concatenated with “C0”, creating a new bond
represented by the tuple (0, 1).

(c) The same procedure is applied to the remaining tokens.
Fig. 5c shows how (C2) is concatenated, using parentheses to
indicate the start and end of a branch emerging from “C1”,
adding the tuple (1, 2).

(d) “C3” is then concatenated, forming the tuple (1, 3) rather
than (2, 3), since “(C2)” is a closed branch.

(e) “(C4)” is concatenated next, adding the tuple (3, 4).
(f) Finally, “C5” is concatenated, producing the tuple (3, 5).
Aer processing all tokens, the resulting bond set is {(0, 1),

(1, 2), (1, 3), (3, 4), (3, 5)}, corresponding to [C, C, (C), C, (C), C].
Each tuple represents the connectivity in the TokenSMILES
notation.

As shown in Fig. 5a, the bond contexts initially consist of
empty sets. As the strings are concatenated according to the
SMILES grammar and dened constraints, their contexts
expands as new bonds are introduced. From this stage onward,
the strings listed in Table 3 are treated as context-free strings or
Table 3 Chemical context of [C0, C1, (C2), C3, (C4), C5]

String Chemical context

C0 (C, 4, {(0,1)})
C1 (C, 4, {(0,1), (1,2), (1,3)})
(C2) (C, 4, {(1,2)})
C3 (C, 4, {(1,3), (3,4), (3,5)})
(C4) (C, 4, {(3,4)})
C5 (C, 4, {(3,5)})

1670 | Chem. Sci., 2026, 17, 1666–1675
simply words.22 These words lack explicit connectivity to other
atoms, excluding hydrogen. Consequently, a TokenSMILES can
be interpreted as a sequence of such words forming a chemi-
cally meaningful sentence.

To show this process, we return to the example of the C6H14

isomers. Using production rule (7), connectivity was assigned to
each TokenSMILES string, and those that violated the octet rule
were removed, yielding seven valid SMILES candidates (Fig. 6).
To eliminate duplicates, each TokenSMILES was converted to
a canonical SMILES form using the canonicalization algorithm
implemented in the RDkit module.24 Strings sharing the same
canonical form were identied, and only unique SMILES were
retained. Aer ltering, ve distinct SMILES remained, corre-
sponding precisely to the ve constitutional isomers of C6H14.

Integrating grammatical constraints into the Kekulé syntax
transforms variable-length isomer strings into standardized,
xed-length representations, reducing redundancy and
ensuring syntactic coherence. For example, classical SMILES
enumeration of C6H14 yields 125 valid strings, whereas Token-
SMILES generates only seven normalized candidates: [C, C, C, C,
C, C], [C, C, C, C, (C), C], [C, C, C, (C), C, C], [C, C, C, (C), (C), C],
[C, C, (C), C, C, C], [C, C, (C), C, (C), C], and [C, C, (C), (C), C, C],
each conforming to a consistent six-word structure (Table 4).
Modifying TokenSMILES stoichiometry

This section denes the rules for modifying TokenSMILES syntax
to change stoichiometry and to generate SMILES for systems
beyond CnH2n+2. Three operations are introduced: two insertion
operations, which add new symbols into a word, and one
replacement operation, which alters atomic symbols. Each
operation produces a copy of the entire sentence while
recording the applied modications. This procedure enables
the systematic generation of isomers with stoichiometries
different from those of alkanes.
© 2026 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Production of valid SMILES for the C6H14 isomers. Unlike Fig. 5, the invalid TokenSMILES [C, C, (C), (C), (C), C] is omitted here because it
does not satisfy the octet rule.

Table 4 TokenSMILES and SMILES for C6H14 isomers

TokenSMILES SMILES

String lengths normalized to 6 words String length varies from 6 to 14 symbols

[C,C,C,C,C,C] CCCCCC, CCCCC(C), CCCC(CC), CCC(CCC), C(CC)CCC, C(CC)(CCC),
C(CC)CC(C), C(CC)C(CC), C(CCC)(CC), C(CCC)CC, C(CCC)C(C), C(CCCC)
C, C(CCCC)(C), C(CCCCC), C(C)(CCCC), C(C)CCC(C), C(C)CC(CC), C(C)
CCCC, CC(CCCC), C(C)C(CCC)

[C,C,C,C,(C),C] [C,C,(C),C,C,C] CCCC(C)C, CCCC(C)(C), CCC(C(C)C), CC(C)CCC, CC(C)CC(C),
C(CC)(C(C)C), C(C(C)C)(CC), C(C(CCC)C), C(C(C)CCC), C(C(C)C)C(C),
C(C(C)C)CC, C(CCC(C)C), C(CCC)(C)C, C(CCC)(C)(C), C(CC(C)C)C,
C(CC(C)C)(C), C(C)(CCC)(C), C(C)(CCC)C, C(C)(C)(CCC), C(C)(C)C(CC),
C(C)CC(C)(C), C(C)(C)CC(C), C(C)C(C(C)C), C(C)CC(C)C, C(C)(C)CCC,
CC(CCC)C, CC(CC(C)C), CC(CCC)(C), CC(C)(CCC), CC(C)C(CC), C(CC)
C(C)C, C(C)(CC(C)C)

[C,C,C,(C),C,C] CCC(C)CC, CCC(C)C(C), CCC(C)(CC), CCC(CC)C, CCC(CC)(C), C(CC)(C)
CC, C(CC)(CC)C, C(CC)(CC)(C), C(C(CC)CC), C(CC)(C)(CC), C(C(CC)C)C,
C(C(C)CC)C, C(C(C)CC)(C), C(CC(C)CC), C(CC(CC)C), C(C)(CC)(CC),
C(C)(C(CC)C), C(C)(CC)CC, C(C)(CC)C(C), C(C)(C(C)CC), CC(CC)CC,
CC(CC)C(C), C(C)C(C)(CC), C(C)C(C)CC, C(C)C(C)C(C), C(C)C(CC)C, C(C)
C(CC)(C), CC(C(C)CC), CC(C(CC)C), CC(CC)(CC), CC(C(C)(C)C), C(CC)(C)
C(C)

[C,C,(C),C,(C),C] C(C(C(C)C)C), C(C(C)C)(C)C, C(C(C)C)(C)(C), C(C(C)C(C)C), C(C)(C(C)
C)(C), C(C)(C(C)C)C, C(C)(C)(C(C)C), C(C)(C)C(C)(C),C(C)(C)C(C)C,
CC(C(C)C)(C), CC(C(C)C)C, CC(C)C(C)C, CC(C)(C(C)C), CC(C)C(C)(C)

[C,C,(C),(C),C,C] [C,C,C,(C),(C),C] CCC(C)(C)C, CCC(C)(C)(C), C(CC)(C)(C)C, C(C(CC)(C)C), C(CC)(C)(C)(C),
C(C(C)(C)CC), C(C(C)(C)C)C, CC(C)(C)C(C), C(C(C)(CC)C), C(CC(C)(C)C),
C(C(C)(C)C)(C), C(C)(CC)(C)(C), C(C)(CC)(C)C, C(C)(C(C)(C)C),
C(C)(C)(CC)(C), CC(C)(C)CC, C(C)(C)(C)(CC), C(C)(C)(CC)C, C(C)(C)(C)
CC, C(C)(C)(C)C(C), CC(CC)(C)C, C(C)C(C)(C)C, C(C)C(C)(C)(C),
CC(CC)(C)(C), CC(C)(CC)C, CC(C)(CC)(C), CC(C)(C)(CC)
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The modication of TokenSMILES stoichiometry is achieved
through the analysis of nesting levels and adjacency sets, which
describe the implicit connectivities within a string. Each word
in a TokenSMILES carries a grammar-based index that denes
© 2026 The Author(s). Published by the Royal Society of Chemistry
its nesting depth and adjacency relations. By editing these
relations while preserving valence consistency, the algorithm
modies molecular topology in a rule-based manner. This
approach allows direct structural transformations, such as the
Chem. Sci., 2026, 17, 1666–1675 | 1671
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insertion of rings or double bonds, from the TokenSMILES
representation without relying on IUPAC nomenclature or pre-
dened templates (see SI for details).

To illustrate the process, we begin with 2,3-dimethylbutane
(C6H14) and modify it to generate 1-cyclopropylideneethanol
(C5H8O, Fig. 7). First, the connectivity set is extracted as {(0, 1),
(1, 2), (1, 3), (3, 4), (3, 5)}. Using these bonds, the algorithm
identies adjacent words representing bonds in TokenSMILES.
Words at positions 1 and 3 (Fig. 7a) are selected for double-bond
insertion. To evaluate feasibility, the valence excess (D) is
computed for each atom, dened as the difference between its
valence and its degree (the number of incident bonds). When D

$ 1, a “ = ” symbol is inserted into the word at the higher
position in the sentences (Fig. 7b).

To prevent excessive “ = ” insertions, the hydrogen de-
ciency index (HDI) of the initial system (C6H14) is used as
a control variable. Each additional double bond increases the
HDI by one, ensuring that the connectivity modications
remain chemically valid and stoichiometrically consistent.

Next, to insert a cycle, two non-adjacent words are selected
based on the same connectivity {(0, 1), (1, 2), (1, 3), (3, 4), (3, 5)}.
If no bond exists between the chosen positions, the algorithm
proceeds with cycle insertion. For the example in Fig. 7b, words
at positions 0 and 2 are chosen, and the absence of bond (0, 2) is
conrmed. The valence excess for both atoms in then evaluated;
if D > 0 for each, cycle symbols are inserted (Fig. 7c). A random
ring number between 1 and 9 is assigned and placed to the right
of the atomic symbol (e.g., “C1”). For numbers 10–99, the cycle
symbol is prexed with “%” (e.g., “C%10”). Each cycle insertion
increases the HDI by one (Fig. 7c).

Finally, to substitute a carbon atom with oxygen, the condi-
tion degree(C) # valence(O) must be satised before replace-
ment. The operation reduces the carbon and hydrogen count by
one and two, respectively (Fig. 7d). For heteroatoms, the allowed
are B, Br, Cl, F, I, N, O, P, and S. This approach generates all
structural isomers of C5H8O (Table SI1). Once all trans-
formations are complete, equivalent SMILES are ltered using
the canonicalization algorithm in RDKit.
SmilX soware

To automate the generation of SMILES under grammatical
constraints, the SmilX program was developed as an open-
Fig. 7 Syntax transformation from 2,3-dimethylbutane TokenSMILES to
operations: double-bond insertion, cycle formation, and heteroatom sub
modified word.

1672 | Chem. Sci., 2026, 17, 1666–1675
source Python tool, available at https://github.com/LuisOrz/
SmilX.git. SmilX constructs SMILES representations of isomers
while maintaining compliance with the specied
stoichiometry. A user-oriented web interface was also imple-
mented using Streamlit, which provides both interactive func-
tionality and server infrastructure. The interface is included
with the package and accessible at https://smilx-
isogenerator.streamlit.app/.

The workow begins with a molecular formula provided as
a string, such as CnH2n+2. Based on this input, SmilX generates
all possible TokenSMILES corresponding to the dened stoi-
chiometry and adjusts their syntax accordingly. The resulting
words in each TokenSMILES are concatenated to form complete
SMILES strings, which are then processed using a canon-
icalization algorithm to eliminate duplicates and retain unique
structures. Finally, the soware uses the RDKit module to
generate stereoisomeric variants, returning a curated list of
SMILES strings that satisfy the input molecular formula.
Results and discussion

Two experiments were performed to evaluate the isomer-
generation capabilities of SmilX and to validate the Token-
SMILES framework. The rst reproduced the data reported by
Elyashberg et al.25 for C–H systems (Fig. 7), which serve as
reference structures for more complex compositions. The
resulting isomer counts from SmilX were compared with those
obtained using MOLGEN (a matrix-based generator) and MAY-
GEN (an open-source, Java-based tool). The second experiment
assessed SmilX's performance in systems containing heavier
elements (O, N, Cl) across a range of HDI and atom counts.
First experiment

Isomer enumeration followed the molecular formulas reported
by Elyashberg et al.,25 to allow direct comparison between SmilX
and MAYGEN. Systems containing at least two hydrogen atoms
were prioritized, while hydrogen-free cases (C6 or C10) were
excluded by omitting the “C = n” notation.

SmilX reproduced Elyashberg's isomer counts for most
systems (Fig. 8). Minor deviations occurred when the HDI
approached the total heavy-atom count: SmilX occasionally
yielded one missing structure (false negative, e.g., C8H4) or 1–7
1-cyclopropylideneethanol TokenSMILES. (a)–(d) Show the sequential
stitution. Changes are highlighted in red, and dotted arrows indicate the

© 2026 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 Isomers composed of carbon and hydrogen as reported by Elyashberg et al. (Quadrant 1) compared with those obtained using SmilX (Q2),
MOLGEN (Q3), and MAYGEN (Q4). Green cells indicate matching isomers; blue cells represent false positives; red cells correspond to false
negatives; and white cells denote missing data due to resource limitations. All results are shown relative to the reference data from Elyashberg
et al.
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additional isomers (false positives) in systems as C8H2, C9H2,
C10H2, C9H4, C10H4, C10H6, C9H8, and C10H10 (Fig. 8).

MOLGEN accurately enumerated isomers at low HDI values
but showed decreased accuracy as HDI increased (Fig. 8). In
contrast, MAYGEN's online version encountered memory satu-
ration in larger systems (C9H6, C9H8, C9H10, C10H2, C10H4,
C10H6, C10H8, C10H10, C10H12, C10H14, and C10H16) but repro-
duced Elyashberg's data for smaller, computationally feasible
cases.

MAYGEN employs a canonicalization procedure distinct
from RDKit's implementation of the Weininger algorithm.16

Consequently, canonical SMILES can struggle to distinguish
equivalent atoms in molecules containing multiple nested
rings, particularly when HDI is equal to or greater than half the
number of heavy atoms. SmilX's reliance on RDKit likely
accounts for the few observed false positives and negatives.
Second experiment

Building on these results, the second experiment examined
SmilX's robustness in systems of increasing compositional
complexity: (C, H, O), (C, H, O, N), and (C, H, O, N, Cl). These
compositions typically produce more isomers than pure C–H
systems. For each composition, six molecular formulas were
generated for HDI values ranging from 0 to 5, and the number
of heavy atoms was limited to 3–10 to avoid cases where HDI $
half the heavy-atom count, previously associated with enumer-
ation errors. Results are summarized in Tables SI1–SI3.

SmilX showed efficient performance, aided by disk-caching
optimization. All three tools produced identical isomer counts
© 2026 The Author(s). Published by the Royal Society of Chemistry
for HDI # 4, with small discrepancies emerging at higher HDI
values. These deviations further support the hypothesis that
RDKit's canonicalization algorithm faces difficulties in handling
highly nested ring topologies.

The TokenSMILES framework effectively reduced both string
redundancy and computational overhead through grammatical
constraints and caching. While SmilX correctly enumerated the
majority of organic systems, boundary cases where HDI
approached the heavy-atom count remained problematic. These
discrepancies are consistent with the theoretical limitations of
canonicalization algorithms in systems containing high
symmetry or multiple fused rings, rather than with specic
soware errors. Despite these edge-case issues, SmilX main-
tained low execution times, and the reuse of cached structures
enabled scalable exploration of extensive chemical spaces.

Classical SMILES representations provide a foundation for
cheminformatics but suffer from signicant redundancy, as
shown in Table 4. To overcome this limitation, the present work
redenes SMILES not merely as atomic sequences but as
grammatically structured sentences, a conceptual framework
rooted in formal language theory. The TokenSMILES approach
implements this through hierarchical syntax (word- and
sentence-level organization), enforced grammatical constraints,
and standardized string lengths. This reformulation reduces
redundancy, ensures systematic chemical-space coverage, and
facilitates new computational applications.

Unlike conventional structure generators such as MOLGEN
or MAYGEN, TokenSMILES emphasizes formal representation
rather than speed or memory efficiency, which justies the
Chem. Sci., 2026, 17, 1666–1675 | 1673
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omission of runtime benchmarks. Similarly, unlike chem-
informatics toolkits such as RDKit, it augments rather than
replaces SMILES syntax by operating on grammatical
constructs. This strategy enables dynamic programming,
partial-solution reuse, and exploration beyond the limitations
of purely graph-based methods, while remaining compatible
with evolutionary and machine-learning algorithms.
Conclusions

This study presents TokenSMILES as a grammatical framework
that redenes the SMILES language through explicit syntactic
rules. By interpreting SMILES as structured sentences composed
of context-free words, TokenSMILES minimizes redundancy and
enforces grammatical consistency. Constraints on branching,
parentheses balance, and aromaticity reduce the number of
valid SMILES variants for CnH2n+2 isomers. This structured
representation facilitates systematic chemical-space explora-
tion while ensuring valence and octet compliance through
semantic parsing. Integrated within SmilX, TokenSMILES
performs comparably to MOLGEN and MAYGEN in generating
isomers for systems with low hydrogen deciency (HDI # 4),
demonstrating reliable canonical SMILES generation.

Beyond alkanes, TokenSMILES enables stoichiometric
modications such as bond insertion, cyclization, and hetero-
atom substitution, extending its applicability to broader organic
systems. In high-HDI cases, minormisidentications arise from
RDKit's canonicalization limitations, suggesting the need for
improved feasibility checks.

Currently, TokenSMILES prioritizes grammatical complete-
ness and semantic accuracy over computational efficiency.
Although benchmarking was not the focus of this work, future
versions could adopt optimization strategies inspired by alge-
braic isomer generators. The framework is inherently compat-
ible with machine learning due to its discrete syntax, xed-
length representations, and reusable grammatical compo-
nents, which enable hybrid symbolic–neural modeling and
grammatical evolution.

Treating SMILES as grammatically structured sentences
introduces a new paradigm for cheminformatics, linking
linguistic theory with chemical representation. This approach
supports machine-learning-based molecular design and
systematic chemical-space mapping. Future extensions to
polymers, organometallics, and crystalline systems may open
new applications in materials and drug discovery.
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