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Cable bacteria contain electron-transport pathways that are among the longest found in living sys-
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tems, reaching the centimeter scale. These bacteria have very high electrical conductivities, and

the electron transport mechanism is poorly understood. We performed theoretical analysis to assess
possible transport mechanisms in cable bacteria. While earlier studies suggested that extended car-
rier delocalization or the formation of large polarons might explain the measured conductivities, we
find that vibronically coupled multi-step hopping appears to dictate the biological electron transport

mechanisms on these very large length scale.

1 Introduction

Cable bacteria (CB) form filamentous, multicellular organisms
with thousands of cells connected end-to-end in single file,
and these multicellular organisms share a common outer mem-
brane. CB possess cylindrical conductive structures embedded
in a shared outer membrane, and these conductive structures
are known as fibers. These multicellular organisms can grow to
centimeter lengths, and it is believed” that the redox potential
drop between their two ends is correlated to their metabolism.
CB oxidize sulfides at a buried terminus (low-oxygen environ-
ment) and reduce oxygen at the other end.2® CB were found
to have high electrical conductivities (0.01 - 536 S/cm).m@ These
values compare to conductivities < 0.1 S/cm in OmcS bacterial
nanowires, ~ 30 S/cm in OmcZ bacterial nanowires® and ~10
S/cm in polyaniline-based conducting polymers.@ The high con-
ductivity of CB was attributed to extended delocalization of elec-
trons (over at least 10 nm length scales), or to the formation
of large polarons.? These suggested conduction mechanisms con-
trast with the small polaron hopping that is found elsewhere in
biological energy transducing systems at shorter distances, where
weak site-site interactions and disorder limit carrier delocaliza-
tion. In our study, we find that incoherent multi-step hopping
(engaging small polarons) can explain the observed high electri-
cal mobility of CB. To address the novel 3D structure of CB, our
study goes beyond existing linear transport network models that
were established earlier to describe transport in highly conduc-
tive bacterial nanowires. 19 We develop a model for the complex
interconnected conducting networks of CB (see Section and
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formulate a coarse grained strategy to treat the extraordinary cen-
timeter scale transport in CB (see Section|2.3)).

1.1 Structural Models for Cable Bacteria

The modeling choices made in our study are motivated by struc-
tural data that are available for CB. CB feature a shared extracel-
lular, protein-rich matrix which is referred to as the fiber sheath
after much, but not all, of the non-conductive material is chem-
ically removed (see Fig. [I). Many parallel ridges in the sheath
run the length of the sheath, and underneath the ridges are con-
ductive fibers buried within the periplasm. CB that are probed
in electrical measurements typically have 50-60 fibers. 1l These
fibers are joined by a cartwheel junction (indicated in blue in Fig.
) every ~ 4 um.m

Conducting atomic force microscope (AFM) measurements on
CB indicate that the protein sheath is conductive®™ and this con-
ductivity is believed to originate from the fibers.Z812 Electrical
experiments on the CB are typically performed on the extracted
protein sheaths. T#13/ An extracted sheath is represented schemat-
ically in Fig. [IB. Each conducting fiber has a diameter of > 20
nm.Each of these fibers, in turn, contains many smaller indi-
vidual conduction channels with a diameter of ~ 2nm. 714 It is
challenging to link chemical structure to transport mechanism(s).
When structural data is very limited, forging this link is even more
challenging. CB appear to contain a novel nickel-based cofactor
could play a role in mediating charge flow.™ Within this limited
structural context, we build a model for conduction in CB.

1.2 Experimental Transport Properties of CB

Electrical conductivities and mobilities are widely reported for
CB. Electrical conductivity (o) measures how the current den-
sity (J) varies with electric field (E): J=E .15 The conductivity
is proportional to the current density. The current density is the
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Fig. 1 Panel A shows transmission electron microscopy images of CB
(adapted from Cornelissen et al.™) The dark lines (highlighted in or-
ange) are the conductive fibers. The box to the left in blue indicates the
structure of a conductive cartwheel junction. CB have ~ 50-60 fibersZl
(we assume 60 in our modeling). Panel B shows a schematic represen-
tation of the CB conductive sheath (i.e., the CB with much, but not all,
of the non-conductive material chemically removed). See Refs™4EILT for
a description of the fiber sheath extraction and preparation process. In
Panel B (and throughout this paper) blue indicates cartwheel structures
and orange indicates the conductive fibers. This schematic shows only 8
fibers and a single junction, for simplicity.

product of the average velocity of the particles that carry charge
((v)), the density of charge-carrying particles (n), and the parti-
cle charge (¢): J = (v)gn.'¥ The carrier density (1) is determined
by the number of carriers per unit volume and thus by the place-
ment of the carrier binding sites in the structure. (v) depends on
the charge-carrier dynamics. The conductivity is defined as
6 =nq(v)/E or 6 = nqu. Here, u = (v)/E is the electrical mobil-
ity. The electrical mobility describes how the carriers respond to
applied electric fields. 28 In this study, and in previous referenced
experimental works™3| the mobility is taken to be an intrinsic ma-
terial property - not dependent on the applied electric field. As
such, we will consider and model the mobility as an intrinsic prop-
erty namely, the low-field, mobility defined as u = limjg|_,o(v)/E
which is commonly used when discussing the practical electri-
cal properties of materials. 1718 The absence of an applied field
allows us to neglect drift in our later random walks. The funda-
mental relationship between the mobility and the charge trans-
port mechanism motivates our modeling approach to the CB elec-
trical mobilities.

Electrical mobilities in CB derived from field effect transistor
measurements are ~ 0.19 c¢m?/ V.13 A mobility of this magni-
tude is large for biological structures.13 Bacterial nanowires of
Geobacter, for example, have mobilities of ~ 0.01 cm? / vs.19 One
aim of our theoretical modeling is to understand the source(s) of
the high conductivities and mobilities in CB. We focus on model-
ing the in vitro CB probed in the experiments.

Marine CB conductivity values are wide ranging, spanning four
orders of magnitude (from 100s S/cm to 0.01 S/cm). The
values have a relative standard deviation of > 300%. In CB,
the highest observed conductivities are more than 20 times larger
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than the typical inter-quartile range outlier definition (see SI for
analysis of published conductivity datat).2921 The origin of these
wide ranging conductivity values is not quantitatively understood
(although it is likely due at least in part to the experimental sam-
ple preparation), and it is challenging to assess which values are
most relevant when developing minimalistic models (see SIifor
details on the variation in conductivity).

Despite the range of measured conductivity values, the mea-
sured electrical mobilities for CB are of the same order of magni-
tude, around ~ 0.19 cm?/Vs.13 Experimental mobilities are more
difficult to measure than conductivities, and mobility data are
less frequently reported. At 300 K13, > 200 conductivity values
are found in the literature for CB, while only four mobilities are
found. We focus our modeling on mobilities, since the mobility
most directly encodes the charge transport mechanism. In con-
trast, the conductivity encodes the mechanism via its dependence
on the mobility and adds an additional explicit dependence on
the charge carrier density. The small number of mobility measure-
ments is a limitation, as future measurements may reveal a wider
range of mobilities. However, we hope that future measurements
of the mobility will present an opportunity to affirm (or reject)
the theoretical model presented in this study (with measurements
around 0.1 cm?/Vs affirming and mobilities orders of magnitude
greater than 0.1 ¢m? /Vs supporting rejection of the model).

2 Hopping Transport Model

2.1 Kinetic Model for CB Transport

Neither the chemistry of the redox-active units nor their exact
organization in the CB are known. We used the limited struc-
tural and compositional information to estimate the packing of
the redox active units in the CB. We base our analysis on the
assumption that transport occurs through a set of connected one-
dimensional hopping paths forming a complex hopping network.
Analysis based on a 3D lattice hopping model (see SIT) finds qual-
itatively similar conclusions. We model the CB hopping network
as consisting of N one-dimensional linear hopping chains which
trace the path of the fibers and continue through star-shaped in-
terconnections (cartwheels). It is crucial to note that we model a
network composed of a single one of the smaller 2 nm diameter
individual conduction channels in electrical isolation from other
conduction channels. How these individual conduction channels
interact is not known exactly but in the SIT we demonstrate how
this assumption of electrical independence can be relaxed. Al-
though, for simplicity, we primarily depict the large electrical path
through fibers and junctions our model represents a single, much
smaller, conduction channel which follows the geometry of these
larger structures.

The number of hopping sites in the fibers and cartwheels
was estimated based on the hopping site placement in bacterial
nanowires. We assume a center-to-center hopping site separation
of 1 nm, typical of bacterial nanowires.22

The length of a fiber between two junctions of the nearest
cartwheel (4 um) is about twice the radius of the cartwheel struc-
tures (2 um), based on the measurements of scanning electron
microscopy. 10 The diameter of the fibers is > 20 nm.
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Fig. 2 Schematic representation of the hopping network model for CB.
Squares (all colors) represent redox active units and the lines indicate
hopping connections among them. All structures in orange are associated
with fibers (pale orange represents obstructed features), and features in
blue correspond to the cartwheels. The yellow squares are branch points,
and the paths connecting them to the dark blue hub is denoted a spoke.
For simplicity Fig. 2 shows only 3 junctions; typical CB would have
100-1,000 junctionslm). Only 8 fibers are shown; typical CB would have
50-6011).

The 1D fibers were estimated to have ~ 4,000 hopping sites be-
tween pairs of cartwheels, based on the structure of the CBX and
the assumed nanometer-scale hopping site separation found in
bacterial nanowires. Using similar reasoning, we estimate 2,000
electron transfer sites between the hub and the edge of each
cartwheel structure (i.e, the spoke). Individual fibers persist for
the entire CB length (cm scale), despite the fact that cartwheels
occur about every 4 pm.

In the model developed here, electrons can hop between
nearest-neighbor redox groups. Each hopping site at a branch
point (the intersection of a spoke and a fiber) has three nearest
neighbors. The cartwheel hubs contain 60 nearest neighbor re-
dox groups (see Fig. )IE. All hopping sites, other than those at
the branch points and hubs, have 2 nearest neighbors. We model
the conductive properties as being uniform in the fibers and junc-
tions. This assumption of uniformity is discussed further in the
SIj.

2.2 Kinetic Analysis of the Fiber-Hub-Cartwheel Networks

To describe the electron mobility in the hopping network model,

we use the Einstein-Smoluchowski relation
_Dg

=T €3]

that links the mobility to the effective carrier diffusion coefficient
(D), the magnitude of the carrier charge (¢), and the temperature
(T) (kg is Boltzmann’s constant). The diffusion coefficient is
proportional to the carrier hopping rate among nearest-neighbor
redox groups. There is no simple expression that links hopping
rates in aperiodic networks to an effective carrier diffusion con-
stant. Previous studies of transport in bacterial nanowires1® and
CB'Z used a one-dimensional model. The 1D approximation pro-
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vides a simple connection between the low carrier density mobil-
ity and the nearest-neighbor hopping rates (kgr is the electron
hopping rate, e is the electron charge, T is the temperature, and
r is the electron transfer site separation) 251

e
p= kTT"”’Z 2

Our earlier model for transport in bacterial nanowires was
based on nearest-neighbor hopping among periodically spaced
charge localizing sites, and the carrier motion was assumed to be
uncorrelated. 19 Conduction in CB proceeds through many con-
ducting fibers that are interconnected by cartwheel structures.
(see Fig. Iﬂlﬂl We investigate how the 3D structure of CB may
influence their electrical mobilities; we also explore the validity of
approximating transport within arms of the CB using 1D hopping
models. One-dimensional approximations to the hopping trans-
port in arms of the CB may overestimate the mobility, because
mobility drops with transport network dimensionality in periodic
structures.26

The mean first passage time (MFPT) through a network de-
scribes how long it takes, on average, for a particle to travel a
distance from its starting point. We calculate the ratio of the
mean first passage times (R,,r, = fcg/fip) for CB models (built
of cartwheel structures joined by linear chains - see Fig. ) com-
pared to purely linear 1D chains (Fig. ). The hopping rates
between nearest-neighbor sites are identical and equal to kg7 in
the two models.

Fig. 3 Panel A shows the hopping network model for a CB as summarized
in Fig. Panel B shows that the CB network model reduced to an
effective 1D chain without branching or converging paths. Sites in the
1D chain model are rendered in black in B. All of the sites in this effective
1D model have two nearest neighbors (i.e., the distinction between the
junction, hub, spoke, and fiber sites is suppressed). Both models maintain
the geometry and color conventions in Fig. In both panels, green
outlines indicate hopping sites at the termini of the CB; these sites are
used in the end-to-end MFPT analysis. The figure also indicates that all
hopping, rates k;, are equal.

We calculate MFPTs for these networks. MFPT analysis is fa-
vored over analyzing diffusion coefficients, since computing diffu-
sion properties requires long-time simulations and trajectory av-
eraging?3; MFPTs only require trajectory averaging. This allows
us to run many more short simulations in parallel, making the
calculations accessible. We use an unbiased random walk (see
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http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5sc04393j

Open Access Article. Published on 19 January 2026. Downloaded on 1/20/2026 10:34:28 AM.

This articleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Chemical Science

SIT) to simulate electron hopping in linear 1D models for the CB
and also in the multi-chain network with cartwheels (see Fig. .
We calculate the first passage time from one end of the network
to the other (start and end points indicated with green outlines in
Fig. [3) for individual random walks by computing m/kgr, where
m is the number of steps taken to travel from end to end (see Fig.
3). To obtain MFPTs, we average the first passage times on many
random walk trajectories. The convergence of the computations
is described in the SI.fNote that for a 1D chain the MFPT can be
calculated analytically and we calculate 1D MFPTs numerically
only to validate the random walk code (validation in SIf).
Assuming equal nearest-neighbor hopping rates between redox
groups in both the 1D and branched CB models, the ratio of the
mean first passage times is equal to the inverse ratio of the corre-
sponding mobilities (along the long transport axis, see SIT).
ics _ Mo @

fip  UcB

2.3 Coarse-Graining of the Transport Networks

We are simulating transport through CB on the centimeter length
scale. A 1 cm long CB with hopping sites spaced by < 3 nm
contains about 10° hopping sites. A 1D chain with this number
of sites, and an unbiased random walk, requires an average of
10'® hops for end-to-end traversal.2% To enable the simulation of
structures on this scale, we use coarse-graining.

(a)|

B o o I ——
17
¥
o
A--:--l L O B R = ]
1
1
e - B

A B 2 2 B =5 8B B B

Redox Site/ electren hops
(~1nm separation).

.[any color) n

@ Coarse-grained cofactors/
L J coarse-grained hops:
| 10— 0—0—© -0 £
e Coarse-grained cofactor
O"\:’,‘r ‘ ‘ 0 0 mid-point:

Fig. 4 Summary of the coarse-graining procedure for the branched CB
networks, illustrated with 4 fibers, 2 junctions, and an effective site diam-
eter of { =35. The effective site diameter is the number of physicalsites
traversed in each coarse-grained hop. The figure uses the color coding
of Fig. Panel (A) indicates the network with all redox units before
coarse graining. Panel (B) shows the network with all effective redox
units. Panel (C) shows how each effective unit replaces many physical
redox site units, based on their spatial position within an effective coarse
graining diameter. Panel (C) also shows that the distance traveled (in
physical redox sites) for hopping between effective sites is constant.

The coarse-graining defines effective redox active sites (de-
picted in green in Fig. of diameter ¢ at each branch point
or hub. A redox site within a distance ¢ of the branch point or
hub is absorbed into the coarse-grained bead (see Fig. [4). The re-
mainder of the hopping network (fibers or spokes) is broken into
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clusters of ¢ sites that are each merged into an effective site. Be-
cause we assumed a low carrier density, the effective redox sites
are occupied by one or zero electrons(we further justify the low
mobility assumption in the SI).

This distance between closest coarse-grained sites is fixed at
£-r, where r is the distance (in nanometers) between physical
redox sites. Fig. |4 shows that the distance (in physical sites) be-
tween the center of each effective site (shown in red) is the same
number of physical sites (the distance between the effective site
centers of diameter ¢ is always ¢). The effective rate is taken as
the reciprocal of the MFPT to cross the distance between effective

site centers. .

kett = =0
f(x = ¢) is the MFPT to traverse a physical distance ¢. This time
scale represents an average rate to hop between two neighboring
effective sites. We approximate the structure of the CB as consist-
ing of redox active groups with uniform spacings and equal re-
duction potentials. We explore the validity of the coarse-graining
procedure for 1D chains and CB models with junctions in the
SI.iFor the ratio of the MFPT in a 1D chain and the MFPT in
a 2D square lattice, this coarse-graining procedure produces the
expected analytical result for a ratio of end-to-end MFPTs with
errors not exceeding 2.5%, regardless of the effective redox unit
diameter (¢) that is chosen. As described in the SI,fwe find that
errors incurred due to the coarse-graining method or the numer-
ical methods amount to at most ~ 6%. This magnitude of error
does not qualitatively affect our conclusions.

€]

2.4 Differences Between Branched and 1D Transport Net-
works

i CB MFPT Ratio vs Number of Junctions

1.75
1.70 1
1.65 1

I% 1.60

ol

-
W
o
e 3

Ay
o0

=

1.45 1

1.40

0 50 100 150 200 250 300
Mumber of Junctions

Fig. 5 The length (number of junctions) in a coarse-grained CB is found
to influence the ratio of the MFPT in CB model with junctions to the
MFPT for a 1D chain of equal length. In the biologically relevant range of
100s of junctions for CB of 1 mm length, this factor converges to a value
of ~ 1.5 (with some variation due to the stochastic nature of the random
walks used for the calculation). The open circles in the figure above
represent calculations using a more relaxed convergence criteria than
used for the closed circles (see SIt). The line of fit is y = 0.280/x+ 1.502.
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The random walk procedure described in Section with the
coarse-graining method described in Section [2.3]allows us to cal-
culate a ratio of MFPTs CB modeled including junctions or as sim-
ple 1D linear chains. Fig. [5] shows that the ratio of MFPTs is ap-
proximately 3/2 (for an effective redox unit diameter of ¢ = 501
physical redox units) for CB on the 100s of um scale with junc-
tions. Based on this MFPT ratio, we use eqn to calculate a
correction for the overestimate of the mobility that arises from
using a 1D chain model rather than a branched chain model:
Ucg =2/3up. Correcting the 1D mobility in this way allows us
to write an analytical expression for the mobility, as described in
the next Section.

2.5 Transport Dependence on the Electron Transfer Param-
eters

Biological electron transport chains typically arise from sequen-
tial, vibronically coupled electron-transfer reactions (i.e., multi-
step hopping or polaron transport). The hopping rates are often
well described with a non-adiabatic Marcus-like electron-transfer
rate with:27722

2,

n Hba \/74 1k

Corrections to the free energy dependence of the rate can be
made if high frequency modes couple to the reaction. 231

~ (A+AG)2
40kgT

)

ker =

Non-adiabatic electron-transfer rates depend on the donor-
acceptor coupling (Hp,), reorganization energy (A1), and ther-
modynamic driving force (—AG(?).27 We calculate the mobility
of CB using one-dimensional chain simulations, with the correc-
tion factor described above, for a given set of electron-transfer
parameters. Equations eqns (5, (2], and (3) were used to write:

2 r2e 21 5

. 7(/1 +AG0))2
3kgT 7 PA\Jag lk

4AkgT ©

Hcp =

We assess the ability of the multi-step hopping mechanism
to describe the observed electronic mobilities in CB for a range
of physically plausible electron-transfer parameters. We derived
coupling information from heme cofactors similar to that of bac-
terial nanowires that are in near van der Waals contact, as a start-
ing point for our model.'2
or protein have computed couplings of up to 60 meV at 1.5 nm
center-to-center separation distances (0.35-0.7 nm edge-to-edge
distances) .22 We note that, when computed in proteins, these
couplings are typically lower than (1 —20 meV).2%33 However,
because the electron-transfer cofactors in CB are believed to be
non-heme, % the cofactors may exhibit stronger electronic cou-
pling than that typically found between hemes.
the possibility of higher couplings between cofactors, while main-
taining biological plausibility, we consider coupling values well
below the heme-heme coupling gas-phase limit of 60 meV,22 but
above typical in-protein heme couplings (< 20 meV), allowing a
range of 0.1-30 meV.

Hemes in close contact without solvent

To account for

Reorganization energies can be estimated from temperature-
dependent mobilities??/ and conductivities”® in CB, since the
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hopping rates are linked to u and o. For a (classical) activated
process, the exponential temperature dependence (where E, is
the activation energy, and p is the mobility at infinite tempera-
ture) is:

7

-]

The classical mobility equation and the non-adiabatic hopping
rate of eqn give:

(A +AG©)2

4AkgT ®)

Eq

exp {ka—T} =exp |—
Eqn allows us to extract electron-transfer parameters from
temperature-dependent mobility data and (using o = Neu)
from temperature-dependent conductivity data. Temperature-
dependent studies of CB conductivity and mobility find A values
of 0.16 to 0.36 eV.Z813l These A values were obtained by fit-
ting temperature-dependent mobility/conductivity data from CB
to compute an activation free energy (A/4) at zero driving force.
Values of A near 0.2 eV are at the low end of typical biologically
values.?>l We take 0.2 eV as a starting point for our kinetic analy-
sis.

For a 1 cm CB, we estimated 107 redox active groups on the
shortest hopping pathway between the ends of the CB. With a
potential drop on the 0.1 V=9 over this distance, the potential
drop per redox-active sites is negligible.

The coarse-graining description of CB averages out local dif-
ferences on scales smaller than the coarse-graining diameter (¢).
The assumption of Very small AG(?) values for each hopping step
was made by others, 12 and may be used to estimate A.2% The ap-
proximation that |AG(?)| ~ 0 for the ET steps is also supported by
the fact that CB are known to invert in an end-to-end sense, flip-
ping the direction of electron flow from time to time.2Z If AG(®)
were strongly biased in one direction, the flips would not pro-
duce viable charge flow in both orientations. A flat free energy
landscape (AG©) ~ 0) therefore favors function.

3 Results

We computed mobilities for ~ 1.16 million (see SIffor further
discussion of the choice of grid points) combinations of reor-
ganization energies, inter-site distances, and couplings (based
on the discussion in Section [2.5] we set 0.5 < r <25 nm, 1 <
Hpa <30 meV, 0.16 < A <0.36 eV, and AG) =0 eV). 22.03%
(~ 255 thousand points) of the chosen values were within one
standard deviation of the average reported electronic mobility
(standard deviations of the experimental mobility measurements
found in Ref13). As well, 2.12% (~ 24.5 thousand points) of
the chosen values produce mobilities that differ from the average
experimental value by less than the experimental uncertainties
0.01 cm? /Vs). We explored whether or not there are region of
the non-adiabatic electron transfer parameter space that corre-
spond to the observed CB mobilities. We found one isolated re-
gion parameter space that was consistent with a multi-step hop-
ping transport mechanism so long as Hps > 3 meV (see Figure S8
and Section S6 in SIT).
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Viable Couplings and Reorganization Energies at
Various Inter-cofactor Distances
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Fig. 6 Solid lines indicate the reorganization energies and couplings that
generate experimental mobilities (the shaded areas are points within one-
half of an experimental standard deviation) for 5 values of the inter-site
distances noted in the inset(see eqn @ ).

4 Discussion

Fig. [6] shows that many sets of plausible electron transfer param-
eters are consistent with the reported electronic mobilities. Since
many viable combinations of parameters are consistent with the
reported mobilities, we conclude that a multi-step hopping mech-
anism is consistent with the experimental data. Earlier studies
excluded multi-step hopping, based on the small reorganization
energy values that were needed for data fitting (A ~ 0.2 eV).28
Such low values of A, however, are not inaccessible for biolog-
ical redox systems, nor do they require extended delocalization
among hopping sites”). We next discuss similar findings in bac-
terial nanowires and discuss how small A values may arise in bi-
ological structures.

4.1 Sources of low A values in proteins

Reorganization energies in proteins typically range from 0.2-2
eV.3238! photosynthetic reactions centers, cytochrome c, and cy-
tochrome b5 have measured reorganization energies of 0.5 - 1.5
eV (with ruthenium complex or physiological partners, see ref.3%)
Molecular dynamics based estimates of reorganization energies
in dried bacterial nanowires are at the lower end of this range
(some hemes have calculated reorganization energies below 0.2
eV23), Low reorganization energies arise from low dielectric en-
vironments (e.g., solvent drying), nonergodic effects in fast ET
(ref4Y), and hopping sites delocalized (as within the porphyrin
ring of hemes). More detailed first principles assessment of reor-
ganization energies in CB awaits structural information about the
redox-active sites and the associated protein folds. Since many
CB experiments are conducted in dried media (and experimen-
tal data suggest that the conductive structures may be insulated
from water by the surrounding biological matrix?), these condi-
tions may produce low A values and correspondingly high mobili-
ties.1339 Recent computational studies of bacterial nanowires, as
well, indicate that drying may bring reorganization energies into
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the 0.2-0.3 eV range.®® Non-ergodic effects may further lower
the value of A, as suggested by Matyushov et al.*! Non-ergodic
effects arise from differences between the electron transfer time
scale and the time scale for reorganization of vibronically coupled
nuclear modes.

Charge delocalization among multiple redox sites can acceler-
ate charge transport by a delocalization-assisted mechanism. 42744
In DNA, delocalization of holes over several neighboring stacked
45747 and may also arise in CB if the
redox groups interact strongly.44 Delocalization-assisted hopping
over length scales of more than 10 nm would represent a strong
departure from expectations for hopping sites that are not co-
valently linked. Extended delocalization among hopping sites
would likely manifest in characteristic optical signature for de-
localization as well. Short range delocalization (over less than 5
nm) would be similar to observations in DNA, and may be allowed
by the (currently unknown) electronic structure of the redox ac-
tive units in CB. It is noteworthy that some species of CB exhibit
substantially lower conductivities (< 0.1 S/cm) compared to oth-
ers (> 1 S/cm). 214 If these lower conductivity measurements re-
flect intrinsically reduced charge transport in these species, then
correspondingly lower mobilities would be expected. In that case
of lower mobilities, higher values of A could remain consistent
with the experimentally observed transport behavior.

bases is believed to occur

4.2 Historical Context

Early studies of transport in bacterial nanowires hypothesized
that coherent transport might play a role.4448°50/ Theoreti-
cal analysis!? found that multi-step hopping could explain the
charge-transport currents if low values of A (~0.2—-0.4 ¢V) were
assigned for hopping sites in near van der Waals contact.1? After
the structure of the key nanowire proteins were determined=L, it
became clear that multi-step hopping among hemes likely defined
the conduction mechanism.22:33152554! [ndeed, atomistic simula-
tions of dried bacterial nanowires support small reorganization
energy values.®3 These insights from bacterial nanowires high-
light how indirect measurement in complex systems, like CB, can
be challenging to interpret. As such there is a need for more
direct examination of the charge transport mechanism in CB.
Additional mobility measurements on high-conductivity samples
(o0 > 50 S/cm), together with quantitative control over experi-
mental factors known to influence conductivity (such as oxygen
exposure and uncertainties in sample cross-sectional area) would
further clarify how transport properties vary between specimens.
Such systematic measurements would provide the experimental
foundations needed to develop theories of CB that can quantita-
tively account for both typical conductivities and the full observed
range of reported conductivities that span 2.4 x 107> to 564 S/cm.

4.3 Extended-Delocalization Theories

Refs”€ suggest that delocalization on a scale of at least 10 nm
may underpin CB transport. Extensive delocalization was sug-
gested as a means of explaining the high observed conductivity.
However, long-range delocalization models overestimate the mo-
bilities by nearly three orders of magnitude.” This overestimation
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in large-scale delocalization models is due to pairing the high end
of plausible coupling values (~ 20 meV) with the low end of reor-
ganization energy values (~ 0.2¢V), and is also derived from large
effective inter-site distances in the models (> 10 nm). Although
our primary aim is to model the mobility and not the conductiv-
ity,X' our model captures the median experimental conductivity
measurements at 300K with as little as 10% site occupancy (see
further details in the SIt). Our simulations indicate that extended
delocalization is not required to replicate the experimental mo-
bilities, as a combination of Marcus parameters could be found
for any value of the parameters investigated (0.5 < r < 2.5 nm,
1 < Hpa <30 meV, 0.16 <A <0.36 ¢V, and AG®) =0 ¢V) - so long
as the coupling exceeded 3 meV (a value of the coupling similar
to couplings between hemes in bacterial nanowires).

4.4 Large Polaron Theories

Ref? suggested a large polaron mechanism for electron transport
in CB, similar to that in some high-purity organic crystals.2226
Specifically, ref.”l cites transient localization theory, which is fre-
quently used to describe transport in organic crystals.2228 The
authors of ref? reported a cyclic voltammogram with no re-
dox peaks and electrochemical gating experiments that did not
show characteristic bell-shaped®Z current-gate voltage relations
in redox-based conduction. These two empirical findings led the
authors to conclude that CB contains no redox-active sites and
that the charge-transfer mechanism must be “non-redox” medi-
ated. However, the transient localization mechanism seems bio-
logically unlikely, because transient localization theory generally
predicts an anti-Arrhenius temperature dependence, counter to
experimental findings of Arrhenius temperature dependency in
CB(see discussion in SIt).1355058 Existing theoretical analysis=®
(and our additional analysis in the SIT) suggest that obtaining
Arrehenius temperature dependent mobilities for 50-300 K (as
seen in CB), would require a coupling in excess of 250 meV for
transient localization theory to provide a viable description of
CB transport (see SIt). Because of the large coupling required
to generate the experimentally reported Arrhenius temperature-
dependent mobilities with transient localization theory, we find it
unlikely that CB use a transient localization mechanism, although
it is difficult to entirely dismiss the possibility of this mechanism.

The primary evidence cited in support of a large polaron hop-
ping mechanism in CB has been electrochemical gating and cyclic
voltametry measurements of ref.? Electrochemical gating mea-
surements find a plateau rather than Gaussian current-gate volt-
age relations, as opposed to the bell shaped curve typically seen
in redox conduction. CB samples do not contain isolated con-
duction channels. There may be heterogeneity in proteins, re-
dox cofactors, and redox potentials in different fibers, different
fiber regions, or different parts of the CB (spokes, junctions, or
fibers). Any heterogeneity in redox potentials could give rise
to multiple overlapping Gaussians in the current vs gate voltage
curves. Previous studies of conducting polymers have seen over-
lapping Gaussians give rise to a plateau in the current vs gate
voltage curves - as observed for example in samples with chain
length heterogeneity.2Z The overlapping Gaussians interpretation
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of the electrochemical gating data would support a redox conduc-
tion mechanism, contrary to the “non-redox” mechanism of ref.?
Still, the absence of redox peaks in the cyclic voltammetry data
of ref? is not as easily explicable. The high concentrations of
metals observed in CBY make it seem unlikely that CB are redox-
inert. Many theories of charge transfer (including transient lo-
calization theory) require that charges eventually localize, which
should give rise to signals in the cyclic voltammetry. As such,
it remains an open challenge to find either a charge transport
mechanism compatible with the cyclic voltametry measurements
(compatible with the absences of redox chemistry) or measure-
ments that can probe the redox potentials of cofactors in CB more
directly. While the values of cofactor redox potentials in CB have
not been measured precisely, we conclude that the existing tem-
perature dependent mobilities and conductivities are qualitatively
incompatible with a large polaron-mediated mechanism of charge
transport due to the likely required for a coupling in excess of 250
meV (as discussed in the SIT) and the alternate interpretation of
the electrochemical gating and cyclic voltamogram experiments
of ref2 (which were the previous best evidence for a large po-
laron like mechanism of charge transport in CB).

Conclusions

We have modeled transport in 3D models for CB that include the
influence of the novel cartwheel structures, moving beyond 1D
models.’% We developed a coarse-graining procedure that alows
us to address the cm length scales transport in CB.

We computed the electronic mobilities in CB using our model
for a range of coupling and reorganization energy parameters typ-
ical values in other biological electron transfer systems. We found
that many plausible combinations of electron transfer parameters
for multi-step hopping models are consistent with the reported
electronic mobilities of CB. Although reproducing the reported
mobility data with hopping models require low reorganization
energies?, it is possible that cable drying, non-ergodic effects,“1
and short-range (~ 1 nm) delocalization assistance could con-
tribute to low reorganization energies.>! We conclude that multi-
step hopping between localized states likely accounts for trans-
port in CB; extended delocalization among active groups is not
required to explain the reported electronic mobility data.
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