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Reactor and kinetic study advances for highly
acidic solvolysis-mediated Friedel–Crafts reaction

Colin Bailey, a Connor Donlan, b Matthew Glace, a Gabrielle Broussard,a

Someshwar Nagamalla, a Lane B. Carasik b and Thomas D. Roper *a

This study presents a kinetic model that simulates the consumption of 4-hydroxybenzoic acid (4-HBA), the

formation of di-isopropyl benzoic acid (DIPBA) via a Friedel–Crafts alkylation reaction, and the generation of

key impurities. The model provides valuable insights into reaction dynamics by capturing the intricate interplay

between reaction kinetics and competing pathways. In addition, we introduce a cost-effective, scalable

reactor design that overcomes the limitations of traditional laboratory-based reactor systems. The reactor

system enhances safety, efficiency, and adaptability, making it ideal for large-scale, highly acidic reactions in

laboratory settings. Together, this work underscores the insights and limitations of conventional kinetic

modeling for solvolysis-mediated Friedel–Crafts reactions and lays the foundation for more efficient and

innovative approaches to chemical process development.

Introduction

Within the broad field of reaction kinetics, solvolysis
reactions hold a significant place due to their unique
characteristics and practical importance.1–3 For example, the
hydrolysis of tert-butyl chloride in water is a prototypical SN1
solvolysis reaction used to investigate carbocation stability
and solvent effects on reaction rates.4–6 In industrial settings,
methanolysis of triglycerides plays a central role in biodiesel
production, where methanol acts as both solvent and
nucleophile.7,8 Similarly, acid-catalyzed solvolysis of alkyl
sulfonates or halides in isopropanol or acetic acid is crucial
for generating esters or alkylated intermediates in
pharmaceutical synthesis.9–11 These reactions not only serve
as foundational models in mechanistic organic chemistry but
also have practical value in energy, pharmaceutical, and
materials applications.

In the solvolysis reaction, the solvent serves as both the
reaction medium and a reactant, participating directly in the
chemical transformation. This dual role introduces complexities
in accurately determining reaction kinetics, as traditional
models often assume a constant solvent concentration.12–19

Understanding the kinetics of solvolysis-mediated reactions is
particularly important when the reaction involves complex
networks with multiple competing pathways and intermediates.

These systems often exhibit challenges such as overlapping
reaction timescales, solvent-reactant interactions, and the
formation of numerous side products, making them difficult to
model accurately. Such complexities are exemplified in the
synthesis of a propofol precursor, where the dual role of the
solvent, isopropyl alcohol (IPA), and the presence of sulfuric
acid as a catalyst create a reaction environment rich in side
reactions and intermediate species during the subsequent
Friedel–Crafts alkylation.20–22 Investigating this system's kinetic
behavior provides valuable insights into optimizing yield and
selectivity while addressing the broader challenges associated
with solvolysis reaction kinetics.

Fig. 1 highlights the six major reaction components selected
for our kinetic model, chosen for their pivotal roles in the
reaction network: the product, DIPBA (1), residual remaining
4-HBA (2), a sulfonated impurity (3), the mono-alkylated (4),
constitute the core species of interest; 4-HBA ester (5)
participates in a major competing pathway that influences
DIPBA formation; and the DIPBA ester (6) is the predominant
byproduct formed after DIPBA production. The mono-alkylated
ester (7) originates from the 4-HBA ester (5) or mono-alkylated
(4) before subsequently converting into the DIPBA ester (6).
Because DIPBA (1) itself can undergo esterification under the
reaction conditions, inclusion of the mono-alkylated ester (7) as
a precursor was essential for accurate model fitting.

Moreover, conducting experiments with highly corrosive
Friedel–Crafts reactions necessitates specialized equipment
capable of withstanding harsh chemical environments. Flow
chemistry was selected for this study due to its inherent
advantages in handling such demanding reaction
conditions.23,24 Unlike traditional batch processes, flow systems
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provide precise control over reaction parameters such as
temperature, pressure, and residence time, enabling safer and
more consistent operation.25 The enhanced heat and mass
transfer in flow reactors also improves reaction efficiency and
selectivity, making it an ideal choice for optimizing complex
solvolysis reactions such as the alkylation of 4-HBA (2).26 This
study utilizes flow chemistry to ensure a safer, more controlled,
and scalable approach to studying and modeling the reaction
system.

We began by collecting kinetic data in small-scale flow
reactors, systematically varying residence times, temperatures,
and reactant concentrations to explore the reaction under
solubility-limited conditions. Insights from these experiments
informed the design and construction of a larger-scale
continuous reactor system, engineered to replicate pilot-scale
conditions while maintaining safety and consistent mass flow.

In parallel, we developed an integrated computational
framework featuring stiff-ODE solvers for identifying reaction
kinetics and plug-flow reactor models that account for
advection, axial dispersion, and transient intermediates.
Together, these efforts established a unified platform for fitting,
simulating, and validating reaction kinetics, ultimately enabling
a direct comparison between model predictions and
experimental outcomes in a scalable reactor environment.

Materials

The chemicals used for this project were 4-hydroxybenzoic
acid (99%) from Sigma-Aldrich. Concentrated sulfuric acid
(ACS reagent grade) from Sigma-Aldrich. Acetonitrile (HPLC
grade) from Sigma-Aldrich. IPA (reagent grade) from Fischer
Scientific. Water was from an in-house Milli-Q system.

Fig. 1 Reaction scheme of compounds used for kinetic modeling in the solvent-mediated Friedel–Crafts reaction.
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Methods
Small-scale reactor development

To develop a kinetic model capable of predicting our complex
solvolysis reaction in a large-scale continuous reactor, we first
collected datasets from two small-scale flow systems
engineered to probe solubility-limited conditions at various
substrate loadings. In reactor system 1, we held 4-HBA (2) at
0.9 M. We introduced an in-line dilution stream to prevent
precipitation during short, 3 and 5 minute residence times,
allowing us to capture rapid reaction kinetics without
clogging. In reactor system 2, we increased the feed
concentration to 1.8 M and extended the minimum residence
time to 10 minutes to maintain solubility, thereby
characterizing reaction progress under higher concentration
conditions. Together, these experiments provided the
concentration and time-resolved data needed to fit our
kinetic equations, and ultimately enable scale-up predictions
for a new large-scale reactor.

Perfluoroalkoxy (PFA) tubing was used in both of the flow
reactor systems, each consisting of a 10 mL main reaction
coil and two to three separate 5 mL preheating loops
dedicated to individual feed streams: 4-HBA (2), sulfuric acid,
and an optional dilution stream. The starting material stock
bottles (1, 2 and 3 in Fig. 2 above) were preheated to 45 °C to
maintain solubility throughout experiments. Eldex pumps
were used for the precise delivery of the organic substrate
and diluent streams, while a PTFE Smoothflow pump
(Tacmina) accurately pumped concentrated sulfuric acid.
Reaction conditions included temperatures maintained
between 70 °C and 90 °C to avoid precipitation and clogging,
with experiments typically lasting up to 20 minutes and
aliquots sampled at intervals ranging from 3 to 20 minute
residence times. Concentrations of 4-HBA (2) were

systematically varied between 0.45 M and 1.8 M, with a focus
around 0.9 M to optimize kinetic data collection. These
experiments produced comprehensive, high-quality datasets,
providing the essential inputs for accurate parameterization,
and scaling of the kinetic model.

Reactor 1, which was equipped with a dilution stream to
manage solubility issues, was also operated without the
dilution stream under otherwise identical conditions to
assess the dilution impact. Both sets of experiments were
conducted within the same reactor setup, and the
comparative results are provided in the SI in Fig. S3. The
results demonstrated less than ∼4% change in the impurity
patterns, indicating that the inclusion of the dilution stream
did not significantly impact the reaction outcomes.

To ensure accurate and reproducible kinetic data, each
experiment was conducted under continuous flow conditions,
sampling only after at least three full reactor residence times
had elapsed. This procedure allowed the reaction system to
reach a steady state, effectively minimizing transient
fluctuations and ensuring that the collected samples
represented stable reaction conditions. The sample dilution
procedure is outlined in the SI section; adherence to this
rigorous sampling practice reinforced confidence in the
reproducibility and reliability of the generated datasets,
ultimately enhancing the robustness of the kinetic modeling
process.

After each experiment, collected samples were diluted to
approximately 1 mg mL−1 to align analyte concentrations
with the optimal detection range of our high-performance
liquid chromatography (HPLC) system. This careful dilution
step ensured precise and accurate quantification of the
desired reaction products as well as associated impurities.
Detailed experimental data and comprehensive HPLC
method parameters are provided in the SI section.

Fig. 2 Process flow diagram of reactors 1 (blue) and 2 (red) for the solvolysis-mediated Friedel–Crafts reactions.
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Large-scale reactor development

The reactor is based on a shell and tube heat exchanger. The
shell side of the reactor was connected to a Huber Unistat
405 to maintain a constant temperature and circulate heated
mineral oil up to 100 °C. The shell side consisted of an outer
stainless-steel shell with a threaded rod welded in the center,

a gasket, and a cap that held the tube support structure. The
tube support structure was designed to accommodate
different tube sizes and materials based on the desired
reactor volumes and reagents. The tubing used in this
reaction included 30 mL of 1/8 inch outer diameter PFA
tubing wound into a helical coil around the support structure
in the cap. The reagent inlet side was connected to a Tacmina

Fig. 3 (Top) Schematic of large-scale reactor with key structural dimensions. (Left) Annotated 3-D CAD of reactor 3. (Center) Constructed shell
and cap with grooves for the tubing. (Right) PFA tubing wound around the cap support structure.
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and Eldex pump that converged at the T-junction before
entering the reactor. The final design and manufactured
reactor are shown in Fig. 3.

This reactor was designed to be cost-effective while
maintaining adaptability for a range of reaction conditions.
Its modular design allows for rapid adjustments to tubing
configurations, making it suitable for diverse experimental
needs. Additionally, the use of PFA tubing and stainless-steel
components ensures chemical compatibility and resistance
to corrosion, particularly under highly acidic conditions.
This adaptability is crucial for scaling up reactions, as it
enables efficient testing of different parameters without the
need for costly redesigns. The combination of simplicity,
safety, and versatility makes this reactor an ideal tool for
advancing chemical process development in academic
settings (Fig. 4).

To evaluate the influence of temperature-dependent
physical properties on flow characteristics, the Reynolds and
Dean numbers were calculated using literature-based
viscosity and density values for the 50 wt% sulfuric-acid/
isopropanol mixture at 70–90 °C (Table 1).27 As temperature
increases, the viscosity decreases from 1.5 mPa s to 0.9 mPa
s, leading to a modest rise in Reynolds number from
approximately 26 to 43 and in Dean number28 from 6 to 9.
These values remain well within the laminar regime and
indicate only weak secondary circulation.

De ¼ Re

ffiffiffi
r
R

r
(1)

Finding these values shows that the system is in the laminar
flow regime, and the coil's secondary effects are not large.
Thus, laminar flow is assumed, and the coil secondary effects
will not be considered during the reactor's simulation.

The reactor system described above was utilized to
compare the outcomes of large-scale DIPBA (1) production
with the simulations obtained from the kinetic simulation
model. This comparison allowed for the validation of the
simulation's accuracy in capturing the reaction dynamics
under experimental conditions. By integrating the simulated
kinetic results with the observed large-scale production data,
key insights were gained into the reactor's performance,
including product yield, impurity formation, and overall
reaction efficiency.

Code development: kinetic parameter evaluation

Python was selected as the programming language for its
ease of use, extensive scientific libraries, and adaptability to
complex and evolving reaction networks.29–35 While multiple
candidate reaction schemes were initially explored, iterative
refinement of the model ultimately identified a reaction
network that provided the closest alignment with the
experimental data. This model included the 7 compounds
depicted in Fig. 1. The experimental data obtained from
small-scale reactor systems 1 and 2 were used in conjunction
with the kinetic parameter evaluation code to determine the
Arrhenius parameters presented in the Results and
discussion section.

The kinetic modeling code estimates Arrhenius
parameters (pre-exponential factors and activation energies)
by fitting experimental concentration-time data to a set of
coupled ordinary differential equations (ODEs). The ODEs

Fig. 4 PFD of reactor 3 utilizing shell-in-tube heat exchanger with PFA tubing at approximately 30 mL volume, heated by Huber Unistat 405.

Table 1 Temperature-corrected Reynolds and Dean number estimates
for the 50 wt% sulfuric acid/isopropanol reaction mixture within the
operating range of reactor 3

Temperature
(°C)

Viscosity
(mPa s)

Density
(g cm−1)

Reynolds
number

Dean
number

70 1.5 1.35 25.9 5.7
80 1.2 1.35 32.2 7.0
90 0.9 1.33 42.6 9.7
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explicitly include the carbocation intermediate ([C3H7]
+),

whose formation rate constant (k_form), dependent on IPA
concentration, serves as an adjustable parameter to optimize
the model fit. Numerical integration (solve_ivp) calculates
predicted concentrations, and parameter estimation
(least_squares) minimizes residuals between predictions and
experimental data. The final output provides optimized
kinetic parameters, along with R2 and normalized root mean
square error (NRMSE) metrics to evaluate the overall quality
and accuracy of the kinetic model.

All compounds found in Fig. 1 above were included in the
system of ODEs and fit using the parameter estimation
methods described above. In addition, compound 7 was
introduced as a theoretical intermediate, representing the
presumed mono-alkylated ester (7) formed between the
4-HBA ester (5) and the DIPBA ester (6). Since no
corresponding peak was identified by HPLC analysis, its
retention time and chromatographic behavior remain
unknown. Thus, mono-alkylated ester (7) functions solely as
a modeling placeholder, enabling the kinetic model to
include this plausible intermediate and maintain mass
balance within the proposed reaction pathway, despite the
lack of direct experimental confirmation. In later sections,
the DIPBA ester (6) will be used as a ‘mass sink’ in the
simulation, serving as a catch-all for impurities not explicitly
modeled.

The kinetic model implemented in this paper was selected
through iterative trial and error, during which several
alternative reaction networks were evaluated for predictive
performance. The final model was chosen based on its ability
to most accurately reproduce experimental trends while
maintaining reasonable fidelity. Two representative
alternative models that were considered, but ultimately not
selected, are provided in the SI for comparison.

The reaction network implemented in the simulation
code consists of eight reactions that represent the key
transformation pathways leading to DIPBA (1) and its
associated impurities. The system assumes a pseudo-steady-
state concentration for the carbocation intermediate
([C3H7]

+), modeled as a function of isopropyl alcohol
concentration and a formation rate constant (k_form). The
network includes two parallel initial reactions of 4-HBA (2)
with the carbocation to form either the 4-HBA ester (5) or
the mono-alkylated (4). The 4-HBA ester (5) can undergo
further alkylation to form the mono-alkylated ester (7),
which then reacts again to form the DIPBA ester (6). In the
main product-forming pathway, the mono-alkylated (4)
reacts with the carbocation to form DIPBA (1), while a
competing side reaction leads to sulfonated impurity (3)
formation. Finally, DIPBA (1) itself can undergo reversible
esterification to form DIPBA ester (6). This network allows
the model to account for both the desired product pathway
and multiple impurity-forming routes. The modeled species
collectively represent over 95% of the total measured mass
across all experiments, confirming adequate mass closure
within the system.

[C3H7]
+
ss = kform × IPAc (2)

4HBA (2) + [C3H7]
+ → 4HBA Ester (5) (3)

4HBA (2) + [C3H7]
+ → Mono Alkylated (4) (4)

4HBA Ester (5) + [C3H7]
+ → Mono Ester (7) (5)

Mono Alkylated Ester (7) + [C3H7]
+ → DIPBA Ester (6) (6)

Mono Alkylated (4) + [C3H7]
+ → DIPBA (1) (7)

Mono Alkylated (4) → Sulfonated Impurity (3) (8)

DIPBA (1) + [C3H7]
+ ⇄ DIPBA Ester (6) (9)

The system of ordinary differential equations (ODEs) shown
below serves as the foundation for fitting kinetic parameters,
specifically, the Arrhenius pre-exponential factors and activation
energies, for each reaction step. Experimental concentration-
time data collected from the small-scale reactor systems were
used as inputs, and the ODEs were solved numerically across a
range of temperatures. A least-squares optimization routine was
then applied to minimize the difference between predicted and
experimental concentrations by adjusting the Arrhenius
parameters. This approach enables the estimation of
temperature-dependent rate constants that govern the system's
dynamic behavior and informs subsequent stages of the model,
including full reactor simulation.

d 4HBA 2ð Þ½ �
dt

¼ −k4HBA Ester 5ð Þ 4HBA 2ð Þ½ � C3H7½ �þ

−kMono Alkylated 4ð Þ 4HBA 2ð Þ½ � C3H7½ �þ
(10)

d Sulfonated Impurity 3ð Þ½ �
dt

¼ kSulfonated Impurity 3ð Þ Mono Alkylated 4ð Þ½ �
(11)

d Mono Alkylated 4ð Þ½ �
dt

¼ kMono Alkylated 4ð Þ 4HBA 2ð Þ½ � C3H7½ �þ

− kDIPBA 1ð Þ Mono Alkylated 4ð Þ½ � C3H7½ �þ

− kSulfonated Impurity 3ð Þ Mono Alkylated 4ð Þ½ �

(12)

d 4HBA Ester 5ð Þ½ �
dt

¼ k4HBA Ester 5ð Þ 4HBA 2ð Þ½ � C3H7½ �þ

− kMono Alkylated Ester 7ð Þ 4HBA Ester 5ð Þ½ � C3H7½ �þ

(13)

d DIPBA 1ð Þ½ �
dt

¼ kDIPBA 1ð Þ Mono Alkylated 4ð Þ½ � C3H7½ �þ

− kDIPBA Ester 6ð Þ DIPBA 1ð Þ½ � C3H7½ �þ

þ kDIPBA Ester 6ð Þ; rev DIPBA Ester 6ð Þ½ �

(14)
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d DIPBA Ester 6ð Þ½ �
dt

¼ kDIPBA Ester 6ð Þ DIPBA 1ð Þ½ � C3H7½ �þ

þ kDIPBA Ester 6ð Þ Mono Alkylated Ester 5ð Þ½ � C3H7½ �þ

− kDIPBA Ester 6ð Þ; rev DIPBA Ester 6ð Þ½ �

(15)

d Mono Alkylated Ester 7ð Þ½ �
dt

¼ kMono Alkylated Ester 7ð Þ 4HBA Ester 5ð Þ½ � C3H7½ �þ

− kDIPBA Ester 6ð Þ Mono Alkylated Ester 7ð Þ½ � C3H7½ �þ

(16)

After fitting kinetic parameters to the experimental data, model
performance was quantified using R2 and NRMSE metrics,
enabling a direct comparison across multiple candidate
reaction networks evaluated using an identical methodology.
The selected reaction network demonstrated strong predictive
accuracy, capturing key reaction trends while maintaining a
practical balance between model complexity and fidelity. Final

fitting outcomes and performance metrics for the chosen model
are summarized in Table 2 in the Results and discussion
section.

Code development: reactor simulation

The reactor simulation code was developed in Python,
capitalizing again on its robust scientific libraries (NumPy,
SciPy, and Pandas) for efficient numerical integration, matrix
operations, and data handling. Python has also proven
valuable in conducting computational fluid dynamics (CFD)
simulations of chemical reactors, offering flexibility for
integrating numerical solvers with custom reactor geometries
and flow conditions.36–41 Python's readability, modular
design, and visualization capabilities enabled streamlined
development and thorough validation of our reactor
simulation framework. The reactor simulation code was

developed to represent the large-scale reactor described in
the preceding sections, capturing its key design features and
operating conditions to enable direct comparison between
simulated and experimental performance.

Within this framework, each species was modeled by a
dedicated mass-balance equation, parameterized using the
Arrhenius constants determined from the kinetic fitting
procedure. As an illustrative example, the equations describing
concentration profiles of 4-HBA (2) and mono-alkylated (4)
within the discretized plug-flow reactor incorporate advective
transport (due to flow velocity, u), axial diffusion (1 × 10−5 m s−1)
between spatial points (Δx), reaction kinetics, and associated
source terms. Specifically, the mono-alkylated (4) equation
accounts for the formation from 4-HBA (2) and its subsequent
consumption via two competing reactions. The equation for
4-HBA (2) similarly captures its depletion through the formation
of the 4-HBA ester (5) and mono-alkylated (4). Together, these
equations form a comprehensive numerical approach for
predicting dynamic concentration distributions, seamlessly
integrating physical transport phenomena with chemical
reaction kinetics.

C2 x; tþ Δtð Þ ¼ C2 x; tð Þ þ Δt − uC2 x; tð Þ −C2 x −Δx; tð Þ
Δx

þ Daxial
C2 xþ Δx; tð Þ − 2C2 x; tð Þ þ C2 x −Δx; tð Þ

Δx2
−Δ2; 5 −Δ2; 4

� �
(17)

C4 x; tþ Δtð Þ ¼ C4 x; tð Þ þ Δt − uC4 x; tð Þ −C4 x −Δx; tð Þ
Δx

þ Daxial
C4 xþ Δx; tð Þ − 2C4 x; tð Þ −C4 x −Δx; tð Þ

Δx2
þ Δ2; 4 −Δ4; 1 −Δ4; 3

� �
(18)

Δ2, 5 = k4HBA Ester (5)[4HBA (2)][C3H7]
+, Δ2, 4

= kMono Alkylated (4)[4HBA (2)][C3H7]
+ (19)

Δ4, 1 = kDIPBA (1)[Mono Alkylated (4)][C3H7]
+, Δ4, 3

= kSulfonated Impurity (3)[Mono Alkylated (4)] (20)

Each compound is governed by its mass-balance equation,
calculating concentration profiles along the reactor length.
Upon simulation completion, the code automatically
generates detailed spatial concentration data for each
species, highlighting reaction progression and areas of
significant conversion. These outputs can be readily
visualized or exported, facilitating direct and meaningful
comparison with experimental data.

The resulting coupled ODE system presented numerical
stiffness due to a wide range of reaction timescales, combining
rapid carbocation-driven reactions with comparatively slower
bimolecular steps. To manage this stiffness, we employed an
implicit solver specifically designed for such challenging
problems. Solver accuracy and stability depend heavily on the
appropriate selection of time-step size (dt = 0.01 s): excessively
large steps result in numerical instability, whereas excessively
small ones cause computational inefficiency. Through careful
optimization, we established a stable and computationally
efficient time-step range, enabling accurate modeling of both
rapid intermediate dynamics and slower product formation
across reactor segments. Although this step required substantial
tuning, it produced a reliable simulation framework for

Table 2 R2 values from the Python code for each compound

Compound R2
Normalized root mean
square error (NRMSE)

4-HBA (2) 0.752 0.085
DIPBA (1) 0.714 0.121
Sulfonated impurity (3) 0.273 0.187
4-HBA ester (5) −0.111 0.205
DIPBA ester (6) −0.719 0.311
Mono-alkylated (4) −1.007 0.299
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assessing reactor performance and steady-state behavior under
realistic reaction conditions.

Results and discussion

In the results section below, we demonstrate how our
simulation framework integrates kinetic data from small-
scale reactor experiments to predict concentration profiles,
which we subsequently validate against data from reactor 3.

Applying the kinetic parameter evaluation code to the reactor
1 and 2 data allowed us to extract Arrhenius parameters for
each reaction step. Fitting performance was strong for key
compounds, including 4-HBA (2), the sulfonated impurity (3),
and DIPBA (1), as reflected in favorable R2 values. However,
transient intermediates, mono-alkylated (4) and 4-HBA ester (5),
exhibited weaker fits due to their rapid formation and
subsequent consumption, making their concentrations more
difficult to model accurately. Similarly, the DIPBA ester (6)
presented challenges due to its lower abundance and indirect
formation pathway. Despite these limitations, the derived
Arrhenius constants provided a sufficient basis for reactor
simulation.

Negative R2 values arise from applying a linear statistical
metric to a non-linear kinetic model governed by time-coupled
ODEs. In our approach, residuals, defined as the difference
between experimental and predicted concentrations, are
squared and minimized using a least squares optimizer, which
can yield negative R2 even when the model captures key
reaction trends.

Despite limitations in fitting certain intermediates due to
their transient nature and rapid consumption under strongly
acidic conditions, the Arrhenius parameters obtained from the
fitting process remain valuable. These discrepancies primarily
arise because mono-alkylated (4) and 4-HBA ester (5) exist only
briefly within the residence-time window, making them difficult
to capture experimentally and challenging to resolve
numerically. Additionally, these intermediates may participate
in minor reversible or parallel reactions that are represented
implicitly in the present network to preserve model stability.
The parameter estimation procedure nevertheless considers the
entire reaction network simultaneously, adjusting each rate
constant to best reproduce the observed concentration profiles
of all species.

Even when individual intermediates are poorly represented,
their rate constants are indirectly constrained by the need to
accurately model more stable, well-measured compounds such
as 4-HBA (2) and DIPBA (1). The solver enforces mass balance
and reaction connectivity, allowing it to back-calculate the
intermediate behavior while maintaining the system's overall
dynamics. As a result, the final parameters provide a consistent
description of the dominant pathways.

The normalized root mean square error (NRMSE) values
presented in the table provide a scale-independent measure
of the model's predictive accuracy for each compound. Lower
NRMSE values indicate closer agreement between the model
and experimental data. For instance, 4-HBA (2) and DIPBA (1)
exhibit low NRMSE values of 0.085 and 0.121, respectively,
suggesting strong model performance for these key species.
The sulfonated impurity (3) shows moderate predictive
accuracy with an NRMSE of 0.187. In contrast, higher NRMSE
values for the mono-alkylated (4), 4-HBA ester (5), and DIPBA
ester (6) – 0.299, 0.205, and 0.311, respectively, highlight
greater discrepancies, which may stem from the transient or
low-concentration nature of these intermediates and by-
products. These elevated errors underscore the challenges in
modeling less stable or indirectly measured species and
suggest areas where additional experimental data or
refinement of the reaction network could improve predictive
fidelity.

In Table 3 above, a few of the estimated Arrhenius
parameters (A, Ea) exhibit wide or even non-physical confidence
intervals, particularly for the mono-alkylated pathway. This
results from strong collinearity between A and Ea, which occurs
when both are simultaneously regressed from temperature data.
In essence, different combinations of A and Ea can produce
nearly identical rate constants at the experimental
temperatures, leading to structural non-identifiability. Despite
this, the corresponding rate constants k(T) at the studied
temperatures are well constrained, and the model reproduces
the observed concentration–time profiles of 4-HBA (2), DIPBA
(1), and sulfonated impurity (3) with reasonable accuracy. We
therefore report the full A and Ea confidence intervals for
transparency.

Fig. 5 shows the parameter correlation matrix (lnA/Ea space)
quantifies interdependence among the fitted kinetic
parameters. Strong correlations between lnA and Ea within
individual reactions (dark red or blue cells) reflect the well-

Table 3 Arrhenius values found from fitting parameters

Reaction parameter
Arrhenius constant
(A: L mol−1 s−1)

Activation energy
(Ea: J mol−1)

k4HBA ester [4HBA][C3H7]
+ 2.11 × 107 (95% CI: 1.88 × 107–2.34 × 107) 52 574.77 (95% CI: 35 595.28–69 554.26)

kMono alkylated [4HBA][C3H7]
+ 6.54 × 104 (95% CI: −1.83 × 107–1.84 × 107) 36 818.67 (95% CI: −7.67 × 105–8.41 × 105)

kMono alkylated ester [4HBA ester][C3H7]
+ 2.05 × 107 (95% CI: 1.82× 107–2.28 × 107) 46 486.44 (95% CI: 29712–63 261)

kDIPBA [mono alkylated][C3H7]
+ 3.59 × 107 (95% CI: 3.59 × 107–3.60 × 107) 44 463.55 (95% CI: −2.18 × 106–2.27 × 106)

kSulfonated impurity [mono alkylated] 1.35 × 106 (95% CI: 1.12 × 106–1.58 × 106) 36 754.73 (95% CI: 20 845–52 664)
kDIPBA ester [DIPBA][C3H

7]+ 2.99 × 106 (95% CI: 2.64 × 106–3.34 × 106) 49 925.99 (95% CI: 33 012–66 839)
kDIPBA ester [mono alkylated ester][C3H7]

+ 6.01 × 106 (95% CI: 5.45 × 106–6.57 × 106) 58 042.22 (95% CI: 40 125–75 960)
kDIPBA ester, rev [DIPBA ester] 2.35 × 107 (95% CI: 2.12 × 107–2.58 × 107) 50 716.43 (95% CI: 32 745–68 688)

Reaction Chemistry & EngineeringPaper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

5 
D

ec
em

be
r 

20
25

. D
ow

nl
oa

de
d 

on
 2

/1
7/

20
26

 3
:1

6:
50

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5re00379b


React. Chem. Eng.This journal is © The Royal Society of Chemistry 2025

known kinetic compensation effect arising from the limited
temperature range used for parameter estimation. In contrast,
correlations between different reactions remain weak,
indicating that the model is numerically stable and parameters
are largely independent across the reaction network. This
analysis confirms that while individual Arrhenius pairs exhibit
inherent coupling, the overall parameter set remains well
conditioned for predictive simulation.

In Fig. 6, the correlation heatmap provides a visual summary
of the linear relationships between simulated and experimental
concentrations across all monitored species. Strong positive
correlations, shown as darker red regions, indicate species
where the model captures experimental behavior closely. For
example, DIPBA (1) exhibits a high correlation, reflecting the
model's ability to reproduce its concentration profile
throughout the reactor. In contrast, species such as the ester
byproducts display lower correlations, shown in lighter shades,
suggesting that the model does not fully account for all
mechanistic pathways contributing to their formation. This
distinction highlights both the strengths of the current kinetic
model in capturing major product trends and the limitations in
describing impurity formation in detail.

The covariance heatmap was also generated to examine the
degree of variability shared between simulated and
experimental data. However, unlike the correlation matrix, the
covariance values are highly dependent on the scale of each
species and therefore provide limited interpretive value for
comparing trends across compounds. As a result, the covariance
heatmap did not reveal any additional mechanistic insight
beyond what was observed in the correlation analysis. For
completeness, it is included in the SI rather than the main text.

Chart 1 shows that overall, when comparing the model to
experimental results from the 30 mL reactor developed for
this project, we see several notable outcomes. The model
seems to suggest that DIPBA ester (6) is formed rapidly, as is
DIPBA (1), and then, towards the end of the reaction, DIPBA
ester (6) begins to degrade to form DIPBA (1). The substantial
overestimation observed for the DIPBA ester (6) is likely due
to the structure of the simulation code, which is based on
mass conservation principles. Although other impurities are
not explicitly defined within the simulation, their formation
is inherently accounted for through mass balance.
Consequently, DIPBA ester (6) inadvertently acts as a mass
sink within the simulation, absorbing discrepancies caused

Fig. 5 Parameter correlation matrix showing pairwise correlations among fitted Arrhenius parameters (lnA and Ea) and k_form. Red and blue
indicate positive and negative correlations, respectively. The kinetic compensation effect between lnA and Ea is observed within individual
reactions, while cross-correlations between distinct rate constants remain minimal.
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by these unmodeled impurities. Thus, while labeled here
specifically as the DIPBA ester (6), it effectively represents a
collective placeholder for all other possible impurities
generated during the reaction.

Chart 2 illustrates the generation and consumption of
carbocation (C3H7

+), which drives the reaction. Due to a lack of
direct experimental data, a formation rate constant (k_form)
was estimated to approximate the rate of carbocation formation.
The carbocation formation is found by fitting k_from as a
steady-state formation constant based on the downstream
reactions that require the carbocation to proceed.

Chart 3 shows all simulated results compared to the
experimental data for DIPBA (1). The comparison was carried
out using five blinded experimental data points obtained
from reactor 3. Across all runs, the majority of simulated
yields for DIPBA (1) were within approximately 10% of the
corresponding experimental values, indicating good overall
agreement between the model and the experimental system.
Among these, simulation 3 exhibited the closest alignment
with experimental results. For this reason, simulation 3 was
selected for a more detailed breakdown and discussion in the
following section, as it provides the most representative case
for assessing model performance.

In Table 4, the results compare experimental and
simulated yields for the condition set showing the best
agreement: 0.9 M 4-HBA (2), 80 °C, 15 minute residence time,
and 40 equivalents of sulfuric acid. The simulation closely
predicts the yield of DIPBA (1), the target product, differing
by less than 4%, which reflects strong model performance.
The sulfonated impurity (3) also shows good agreement, with
only a 1.6% absolute difference between experimental and
simulated values. The starting material, 4-HBA (2), and the
4-HBA Ester (5) were both undetectable at the end of the
reaction and are accurately reflected as 0% in both datasets.
For the mono-alkylated (4), the simulation underpredicts its
presence slightly, likely due to its transient role in the
reaction network. The DIPBA ester (6) shows a larger
deviation, with the simulation predicting 30.08% compared
to the experimental 5.63%. Overall, the simulation performs
well for the major species of interest and highlights areas for
refinement in representing secondary impurity pathways.

The results summarized in Table 5 illustrate varying levels of
agreement between simulated predictions and experimental
yields across different reaction components. The starting
material, 4-HBA (2), shows close agreement with experimental
data, with only a minor average deviation (0.42%) and a

Fig. 6 Correlation heatmap showing the linear relationships between simulated and experimental concentrations for all monitored species.
Darker colors indicate stronger positive or negative correlations.
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confidence interval that includes zero, indicating no statistically
significant bias. The sulfonated impurity (3) is consistently
overpredicted, as evidenced by a negative average difference
and a confidence interval fully below zero, suggesting systematic
model overestimation. In contrast, the mono-alkylated (4) is
significantly underpredicted, with the model yielding higher
values across all experiments and a confidence interval fully
above zero. For the primary product, DIPBA (1), the model
demonstrates strong predictive reliability, with an average error

of just −0.05% and a wide confidence interval that includes
zero. Given that average experimental yields are above 60%,
with some runs reaching into the 70% range, a deviation within
±10% represents a relatively small margin of error. This
supports the model's utility as a reliable tool for yield
estimation within practical experimental variability. The DIPBA
ester (6) is substantially overpredicted, with an average error of
−20.26% and a confidence interval entirely below zero, likely
due to the model lumping several untracked impurities into this

Chart 1 Example of simulation code along reactor at T = 80 °C, τ = 15 minutes, V = 30 mL, IPA = 4.10 mol L−1, and 4-HBA (2) = 0.305 mol L−1.
The final yield of DIPBA (1): 63.80%.

Chart 2 Formation of carbocation ([C3H7]
+) from the IPA along the reactor length in the simulation.
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category. Finally, the apparent perfect agreement for 4-HBA
ester (5) reflects its consistent absence at the end of the
reaction, rather than a mechanistic prediction. Collectively,
these results highlight both the strengths of the model,
particularly for DIPBA (1), and opportunities for improvement.

To evaluate the predictive capability of the kinetic model
beyond the fitted temperature range (70–90 °C), an additional
experiment was performed at 95 °C,1.8 M HBA, and 10
minute residence time. Table 6 below compares the

experimental and simulated concentrations for the principal
and impurity species. The model continues to capture the
overall thermal acceleration of conversion, with DIPBA (1)
remaining the dominant product; however, quantitative
deviations become more pronounced under these
extrapolated conditions. The sulfonated impurity (3) was
underpredicted by nearly an order of magnitude, while the
DIPBA ester (6) was overpredicted, consistent with the
model's tendency to lump untracked mass into this term.
These discrepancies stem from applying the model beyond
its trained temperature range, resulting in reduced accuracy
for impurity predictions. Despite these deviations, the model
correctly reproduces the qualitative selectivity trend, favoring
DIPBA (1) formation at elevated temperature, while
identifying clear directions for refinement of secondary
impurity pathways.

Overall, this high-temperature validation confirms that the
kinetic framework remains predictive for the primary product
formation but highlights its limitations in describing
secondary impurity pathways under extrapolated conditions.
These findings emphasize the importance of incorporating
refined temperature-dependent and medium-sensitive terms
in future model iterations, providing a direct bridge to the
broader implications and next steps discussed in the
following section.

Conclusion

In this work, we developed a kinetic model for the alkylation
of 4-HBA (2) and paired it with a large-scale PFA-tubing
reactor system optimized for DIPBA (1) production. The
model achieved strong fits for both 4-HBA (2) and the desired
product, DIPBA (1), capturing their concentration profiles
with good accuracy. While the stiff-ODE solver and Arrhenius
parameter fitting successfully represented the main reaction
pathways, the model showed only moderate overall accuracy,
particularly struggling with transient intermediates and low-
level by-products.

The custom reactor design offers a low-cost, modular
alternative to specialized commercial reactor systems, while
still delivering high-quality, reproducible data for model

Chart 3 Comparison of experimental and simulated yields for DIPBA
(1) across five flow experiments performed in reactor 3. The model
closely tracks experimental performance, with deviations remaining
within a ±10% error range, supporting its reliability for predicting
DIPBA (1) formation under varied conditions.

Table 4 Results of the best agreement between simulation and
experimental yield. The experiment was run at 0.9 M 4-HBA (2),
temperature = 80 °C, residence time = 15 minutes, and sulfuric acid eq.
= 40

Compounds Experiment 3 Simulation 3

4 HBA (2) 0.00% 0.00%
Sulfonated impurity (3) 4.53% 6.12%
Mono-alkylated (4) 1.42% 0.00%
4-HBA ester (5) 0.00% 0.00%
DIPBA (1) 67.62% 63.80%
DIPBA ester (6) 5.63% 30.08%

Table 5 Results of experimental results versus simulation results across 5 different experiments

Compounds
Average difference
in yield

95% confidence
interval (CI) Interpretation

4-HBA (2) 0.42% (−0.52%, 1.37%) Simulation slightly underestimates but is
close to experimental data

Sulfonated impurity (3) −2.19% (−2.84%, −1.53%) Simulation consistently overestimates
Mono-alkylated (4) 2.02% (0.46%, 3.59%) The simulation always underestimates
4-HBA ester (5) 0.00% (0.00%, 0.00%) Simulation and experimental data

are in exact agreementa

DIPBA (1) −0.05% (−9.98%, 9.88%) The model is generally accurate for DIPBA (1),
with a <10% yield error

DIPBA ester (6) −20.26% (−25.82%, −14.71%) Simulation significantly overestimates

a The experimental conditions chosen always showed no 4-HBA ester (5) present at the end of the reaction. Not a sign of goodness of fit from
the simulation.
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calibration and validation. By tightly integrating this
experimental platform with our simulation framework, we
established a practical workflow for bridging small-scale
kinetic studies with scalable continuous manufacturing.

Future efforts will focus on improving the accuracy of the
kinetic model by collecting more targeted data on transient
intermediates and low-level by-products, expanding the
reaction network to include additional mechanistic
possibilities, impurity-forming pathways, and exploring
solvent polarity and viscosity effects that may further refine
the solvolysis mechanism. These efforts aim to enhance
parameter identifiability and capture medium-dependent
kinetic behavior more explicitly in future model iterations.
Enhancing detection sensitivity and broadening sampling
windows will help capture these species more effectively,
further strengthening model performance. In parallel,
continued development of the custom reactor, such as
incorporating automated flow and temperature control, will
enable more precise, scalable experiments. Ultimately, this
work demonstrates the value of integrating kinetic modeling
with experimental reactor design, showing that predictive
models can be meaningfully compared against large-scale
system performance. This workflow provides a broadly
applicable framework for studying other solvolysis-mediated
and Friedel–Crafts systems, offering a transferable approach
to linking kinetics with scalable reactor optimization across
diverse carbocation-driven chemistries.
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