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Machine learning in next-generation AEM fuel cells:
a systematic reviewt
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Fuel cells have lately garnered interest as a potentially advantageous technology for clean and efficient
energy conversion. One type that has caught people's attention is the anion exchange membrane fuel
cell (AEMFC), which can run on a variety of fuels and operates at low and high temperatures. Exploring
its basic working principles, important materials, obstacles, and recent breakthroughs, this perspective
presents a comprehensive introduction to AEMFC technology. The anion exchange membrane (AEM)
and the electrodes of the AEMFC work together to improve the cell performance and the efficiency of
the system as a whole. Furthermore, this review emphasizes the ways in which AEMFC technology is
being improved by ML and Al technologies. Through the identification of crucial parameters and the
improvement of the membrane electrode assembly (MEA), these technologies have the potential to
optimize the performance of AEMFCs while drastically cutting down on the time and effort needed for
experimental testing. Finally, we take a look at the possibilities and threats for further study of fuel cell
technology-based sustainable energy generation using AEMs in conjunction with new electrode
materials. This article introduces a structured framework and categorizes the following key concepts:
need for anion exchange membranes (AEM) > mechanisms of anion conductivities > ORR (oxygen
reduction reaction) > interfacial phenomena at the electrode—AEM interface > water management >
integration of artificial intelligence (Al)/machine learning > neural networks (NN) > schemes for learning >
predictive modeling > optimization algorithms and optimizing algorithms > Al in fault detection > Al in
maintenance of fuel cells and in materials discovery.
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1. Introduction

Significant work has gone into developing green, renewable energy
sources and energy-conversion technologies, like fuel cells and
metal-air battery packs, in an attempt to alleviate the current
severe environmental pollution and the global energy deficit.**
Polymer electrolyte membrane fuel cells (PEFCs), also known as
proton exchange membrane fuel cells, have been widely regarded
as the most promising candidate for use as power sources in
transportation systems and portable electronic gadgets because of
their low impact on the surrounding ecosystem and high rate of
effective energy conversion.>® Hydrogen and oxygen electrochem-
ically react in a PEM fuel cell for energy conversion. To separate the
reactant gases and transfer ions, this system relies on a polymer
electrolyte membrane (PEM). The anode, cathode, and polymer
electrolyte membrane are the main parts of a polymer electrolyte
membrane fuel cell (PEFC). The anode generally consists of
a catalyst based on platinum that has been deposited onto
a conductive support, such as carbon. Using this catalyst, hydrogen
gas (H,) may be broken down into its constituent ions (H') and
electrons (e). An electric current is generated when electrons
travel via an external circuit and protons pass across a polymer
electrolyte membrane.** The polymer electrolyte membrane is an
extremely thin proton-conducting substance that prevents elec-
trons from passing through but enables protons to cross. Because
of its strong proton conductivity and chemical stability, it is often
made of a perfluoro sulfonic acid polymer, like Nafion. The
membrane works as a barrier, stopping the reaction gases
(hydrogen and oxygen) from mixing while allowing protons to pass
through. The cathode, like the anode, features a catalyst, typically
platinum, that accepts protons and electrons from the external
circuit and catalyzes the reduction of oxygen gas (O,). The principal
reaction by-product in PEFCs is water (H,O), formed when oxygen
combines with the protons and electrons.>® The operating
temperatures of PEMFCs are as low as <100 °C; hence, they are
suitable candidates for use in stationary power production and
mobile electronics.® PEMFCs have several drawbacks: both their
manufacturing and operating costs are high; in particular, they
employ platinum-based catalysts and ion-conductive membranes,
which are costly.*"*** These components increase the cost of the
fuel cell system, making it less affordable than alternative power-
production systems. Durability and lifespan: PEMFCs degrade
with time. Catalyst poisoning, membrane deterioration, and elec-
trode corrosion diminish the cell efficiency and lifespan. PEMFC
durability research is ongoing.****** PEMFCs are susceptible to
fuel and air pollution. Even modest levels of carbon monoxide
(CO) may drastically degrade the platinum catalyst performance,
reducing power production. This sensitivity demands careful fuel
and air filtration, increasing the system complexity and expense.
PEMFCs need effective water management. They need a balance of
membrane water to conduct protons while avoiding flooding or
drying. Startup, shutdown, and transient operating conditions
make the management of the fuel cell water level difficult. PEMFCs
function below 100 °C. These characteristics permit rapid startup
times and increased power densities, but they restrict waste heat
recovery and increase freezing risk at low temperatures. Some
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applications need extra heating or cooling to maintain operational
conditions. Hydrogen infrastructure: pure hydrogen PEMFCs.
Producing, storing, and distributing hydrogen is difficult. Without
a robust hydrogen infrastructure, hydrogen fuel may be scarce,
limiting PEMFC deployment.®'>4149-156

1.1 Need for anion exchange membranes (AEMs)

To overcome the above-discussed demerits of PEMFCs,
researchers have focused on new dimensions of membranes in
fuel cells that are capable of exchanging anions and demon-
strate great versatility with fuels.”> Anion exchange membrane
fuel cells work based on electrochemical processes, with the
anode and cathode receiving fuel and oxidant, respectively. The
anion exchange membrane is critical in aiding the transit of
hydroxide ions, allowing chemical energy to be converted into
electrical energy. This distinguishes AEMFCs from other forms
of fuel cells, such as proton exchange membrane fuel cells*®
Fig. 1. AEMFCs are conceptually similar to PEMFCs, with the
key distinction being that the solid membrane is an alkaline
AEM rather than an acidic PEM. In an AEMFC, the OH™ anion is
carried from the cathode to the anode via an AEM, which is the
inverse of the OH™ conduction direction in a PEMFC. Because
the implementation of an AEM provides an alkaline pH cell
environment, the AEMFC has numerous potential merits over
the existing PEMFC technology. Some of the merits of AEMs are
their superior ORR (oxygen reduction reaction) kinetics, non-
platinum or platinum-free catalyst electrodes, and low costs,
which make them key alternatives to PEMs."”*®

1.2 Case study of per- and poly-fluoroalkyl substance (PFAS)
contamination

While PEMFCs are considered green, they use perfluoro sulphonic
acid membranes, which have been proven to cause severe envi-
ronmental imbalance. In recent years, a manufacturer known for
producing adhesive tapes and safety materials (such as reflective
signs and coatings) has been entangled with numerous lawsuits
concerning contamination from per- and poly-fluoroalkyl
substances (PFAS), which are components of the membranes.
The key origin of this contamination is thought to be the fire-
fighting foam, which includes either perfluorooctanoic acid
(PFOA) or perfluorooctanesulfonic acid (PFOS)."*° Questions
regarding PFAS pollution have prompted health evaluations
among individuals residing near the manufacturing facilities,
uncovering heightened levels of PFAS in their bloodstream,
including PFOS. The US Environmental Protection Agency (EPA)
has strengthened the recommended thresholds for PFOA and
PFOS in drinking water; however, these thresholds are not legally
binding.**** In another instance, Asahi Kasei Plastics, North
America, settled with the state of Michigan, committing to inves-
tigate and take corrective measures to address PFAS pollution at
a former production facility.® PFAS chemicals, such as PFOS and
PFOA, exhibit persistence, bioaccumulation, and toxicity, resulting
in extensive environmental pollution.?*?***** Researchers are
developing systems to remediate PFAS-contaminated water, to
eliminate over 90% of PFAS on-site.”® Sharma et al. studied the
recycling and reuse of PFSA from the used membrane electrode
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Fig.1 Schematic of an anion exchange membrane fuel cell.

assembly (MEA) of PEMFCs. They adopted a method in which the
Nafion from previous fuel cells is dissolved in ethanol and utilized
in the production of new fuel cell components. The recycled
Nafion is assessed using both the reintroduction and the absence
of missing sulfonic groups. Both versions exhibited good perfor-
mance; however, the one without extra sulfonation had the highest
durability. This study demonstrates the practicality of reusing old
Nafion in new fuel cells while maintaining excellent performance
and durability, thus contributing towards the circular economy.*

1.3 Different anion exchange membranes

AEMs, e.g., poly(terphenylene-methyl piperidine-biphenyl),*”
fluorinated poly(aryl piperidinium) membrane,?® poly(styrene-
co-4-vinylbenzyl chloride) (PSVBC)-based AEMs combined with
polyquaternium-10,>° hyperbranched poly(4-vinylbenzyl chlo-
ride) (HVBC),® Aemion+® membranes,* poly(fluorenyl aryl
piperidinium),** quaternized PAES (Q-PAES), poly(arylene ether
sulfone) (PAES) block copolymer membranes,* etc., have been
reported to show excellent stability, enhanced performance and
high durability, making them excellent for fuel cell applica-
tions. In addition, AEMs expedite the process of oxygen reduc-
tion reaction (ORR) under alkaline conditions, hence improving
the overall efficiency of the fuel cell.**** The advancement of

© 2026 The Author(s). Published by the Royal Society of Chemistry
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sophisticated AEMs has resulted in enhancements in ionic
conductivity and mechanical durability, with certain
membranes attaining high levels of conductivity (>150 mS cm ™"
at 80 °C) and exceptional dimensional stability.*® Zhegur-Khais
et al. reported OH-conductivities exceeding 200 mS cm ™", with
a notable record of 300 mS cm ', evaluating the accurate
hydroxide conductivity of anion exchange membranes.'”®
Moreover, the utilization of cutting-edge substances and
structural alterations, such as phase-separated morphologies
and interpenetrating polymer networks, has led to the devel-
opment of membranes that possess exceptional chemical and
thermal durability, along with decreased swelling. The envi-
ronmentally favorable characteristics of specific AEMs, such as
those derived from chitosan, further enhance their attractive-
ness by positioning them as biodegradable alternatives. Addi-
tionally, their capacity to function in less corrosive settings, in
contrast to the acidic PEMFCs, diminishes the deterioration of
cell components, thus prolonging the lifespan of the fuel cell.
Recent progress in comprehending hydration levels and their
influence on ionic conductivity has enhanced the efficiency of
AEMs, rendering them more suitable for extensive use. In
summary, the combination of cost reductions, fuel adaptability,
performance improvements, and environmental advantages
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makes AEMs an extremely appealing choice for future fuel cell
technologies.**”

Advances in computer vision, voice recognition, language
translation, and natural language comprehension have been
achieved using artificial intelligence (AI) in the last 10 years. Al
techniques have proven useful in addressing complicated issues
in scientific and technical disciplines; the data-driven method-
ology has arisen as the fourth and latest paradigm. Complex jobs,
like picture identification, disease diagnosis, and gaming, have
been surpassed by AI (Artificial Intelligence)-driven systems.
Machine Learning (ML), an expanding segment of artificial
intelligence, concentrates on statistical algorithms that improve
with experience. Support vector machines, kernel approaches,
and neural networks are extensively utilized in this domain, with
deep neural networks being the most significant area of inquiry,
owing to their extensive applicability. These algorithms not only
propel but also augment automation. As robots transform
design, manufacturing, and transportation, signifying a new
industrial revolution, achieving comparable breakthroughs in
materials discovery necessitates Al, especially in emulating
human scientific intuition, reasoning, and decision-making.
Artificial Intelligence (AI) and Machine Learning (ML) tech-
niques have demonstrated an ability to significantly improve the
performance and efficiency of Anion Exchange Membrane Fuel
Cells (AEMFCs). The need for lengthy experimental trials may be
minimized with the use of these technologies, which may
improve the membrane electrode assembly (MEA) by identifying
critical parameters.”””** The advancement of chemical knowl-
edge increasingly depends on the identification of novel
electrocatalysts and reactions, a process now substantially facil-
itated by computational algorithms. These algorithms, which are
organized collections of problem-solving protocols, may be
designed to examine chemical structures and forecast new reac-
tions. Machine learning augments this by allowing computers to
learn from data and generate educated predictions. By delin-
eating chemical issues inside an algorithmic framework,
researchers may employ statistical methodologies to expedite the
discovery of novel chemical insights. Researchers can effectively
investigate chemical and electrochemical realms by concen-
trating on densely inhabited areas and using algorithms to assess
features like molecule weight, reaction type, and/or reaction
kinetics, thereby optimizing experimental settings for enhanced
results. Although single-parameter optimization is commonly
utilized in molecular synthesis, chemists exercise caution with
completely automated searches because of the extensive
complexity of potential molecular structures. The integration of
machine learning with real-time electrochemistry presents
considerable potential for revolutionizing the identification of
materials, enhancing redox kinetics and reactions, reducing
researcher bias, and markedly improving the efficiency and
accuracy of scientific research.*>**

The efficacy of machine learning (ML) models is essentially
contingent upon the quality, diversity, and accessibility of the
foundational datasets. High-throughput synthesis (HTS),
whether conducted manually or with complete automation, is
essential for producing extensive, systematic datasets that

document differences in reaction pathways, material

7866 | RSC Adv, 2026, 16, 7863-7910

View Article Online

Review

compositions, and physicochemical attributes. Extensive data-
sets markedly increase the ML model's accuracy, boost gener-
alizability, and provide more dependable predictions of optimal
reaction conditions and material performance. When
combined with automated experimental platforms, Al-driven
high-throughput screening creates a closed-loop optimization
framework, wherein machine learning models direct experi-
mental design, and freshly generated data subsequently
enhance model performance. This synergistic cycle expedites
the discovery, optimization, and characterization of materials,
resulting in the rapid identification of high-performance
candidates and the more efficient adjustment of system
parameters. Consequently, the systematic creation, meticulous
curation, and public distribution of high-quality datasets are
crucial for the advancement of Al-driven research in energy
materials and AEMFC technologies.'*>'®* When it comes to
forecasting performance measures, Al-assisted models, such as
XGBoost, decision trees (DT), and artificial neural networks
(ANN), have proven to be quite accurate. After comparing Linear
Regression (LR), K-Nearest Neighbors (KNN), and Support
Vector Machine Regression (SVMR) over a range of humidity
conditions, it was found that LR predicted the PEMFC perfor-
mance with the highest accuracy.®”'** This systematic
perspective wraps up with the article's efforts and findings while
offering some insights regarding the future directions of AI/ML-
guided AEMFC technology.

1.4 Comparative analysis of AEMFC research trends: PGM
catalysts and AI/ML integration

Bibliometric analysis from 2010 to 2025 identifies two distinct
developmental paths influencing the progression of AEMFC
research trends. The following keyword has been used to
generate the data from both SCOPUS and WOS (TITLE-ABS-KEY
(“key word”) AND (“keyword” “anion exchange membrane fuel
cell”) (2010-2025)), applicable for both trend analyses. The
initial trend (Fig. 2a) illustrates the disparity between the overall
AEMFC articles and those particularly addressing non-precious-
metal (NON-PGM) catalysts. Commencing with about 50
AEMFC articles in 2010, the domain proliferated swiftly to
almost 600 publications by 2025. During the same timeframe,
research on NON-PGM catalysts increased from around 5
papers (=10% of AEMFC literature) to around 170 (=28%),
indicating a significant and deliberate transition towards cost-
efficient, resource-sustainable, and scalable catalyst alterna-
tives. The significant increase in NON-PGM research post-2018
corresponds with heightened corporate involvement and
specific government financing aimed at facilitating alkaline fuel
cell commercialization, indicating a fundamental shift in the
research environment. The second trend (Fig. 2b) underscores
the divergent yet converging adoption rates of AI/ML method-
ologies in PEMFC and AEMFC research. Although publications
on AI/ML linked to PEMFCs are greater, totaling 288 in 2025
compared to 122 for AEMFCs, the increasing pace of AI/ML
research related to AEMFCs is far more pronounced. The
publishing disparity has decreased from a 4 : 1 ratio in 2010 to
around 2.4:1 by 2025. This acceleration signifies a swiftly

© 2026 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Graphical analysis of annual research growth trends in (a) AEMFC development compared with non-PGM catalyst utilization in AEMFCs
(2010-2025) and (b) Al/ML integration for AEMFCs compared with PEMFCs (source: SCOPUS and WOS 2010-2025).

growing acknowledgment of machine learning’s contribution to
advancing AEMFC innovation and facilitating predictive
membrane design, catalyst optimization, degradation fore-
casting, and system-level performance modeling. These trends
collectively underscore the technological advancement of
AEMFCs and the nascent incorporation of computational
intelligence to advance the field towards practical
implementation.

These trends indicate the evolution of AEMFCs from
a nascent research area to a more data-driven and catalyst-
optimized technological platform. The concurrent advance-
ment of non-PGM (platinum group metal) catalyst development
with the increasing implementation of AI/ML techniques
suggests that future advancements in AEMFCs will significantly
rely on computational screening, machine learning-assisted
material discovery, and predictive performance modeling.
This convergence will enable the field to bridge the gap with the
more established PEMFC technology and enhance the trajectory
toward scalable, cost-effective, and commercially viable alkaline
fuel cell systems.>**>**

1.4.1 Synopsis. The bibliometric trends together indicate
a developing AEMFC ecosystem marked by increasing material
research, heightened focus on non-PGM catalysts, and rapid
incorporation of AI/ML methodologies. These findings under-
score the significance of this study and indicate a more data-
driven trajectory for the evolution of AEMFC.

1.5 Mechanisms involved in improving the efficiency of AEM
fuel cells

In AEMFCs, cell efficiency can be improved by enhancing the
conductivity of the MEA, structural stability, and water
management, as well as optimizing the ionomer loading.*® The

© 2026 The Author(s). Published by the Royal Society of Chemistry

performance of anion exchange membrane fuel cells is directly
influenced by the ionic conductivity, making it critical.
Stretching of AEMs can greatly enhance the OH™ conductivity
by aligning polymer chains and elongating water clusters, hence
improving ion-transport routes.*® The hydration level of AEMs is
crucial, as a high water content often enhances ionic conduc-
tivity. This is evidenced by the superior performance of Orion
and Alkymer membranes under varying hydration levels.
Introducing hyperbranched structures and phase-separated
morphologies improves water absorption and creates effective
ion-transport pathways, resulting in increased OH™ conduc-
tivity and improved mechanical characteristics. Furthermore,
the utilization of functionalized polymers and cross-linking
techniques, such as those involving poly(styrene-co-4-vinyl-
benzyl chloride) and polyquaternium-10, leads to anion
exchange membranes (AEMs) that exhibit both high ionic
conductivity and long-term durability. These properties are
crucial for ensuring the steady operation of fuel cells.*®** The
insertion of alkyl side chains and fluorinated structures also
encourages the separation of phases, resulting in the formation
of linked hydrophilic channels that enhance the movement of
anions while preserving dimensional stability.**** Researchers
have investigated different materials and structural changes to
enhance the ion-exchange capacity, water absorption, and OH™
conductivity of anion exchange membranes (AEMs). This has
resulted in improved performance of fuel cells. Some of the
modifications include incorporating quaternary ammonium
poly(vinyl alcohol) (QPVA) and poly(diallyldimethylammonium
chloride) (PDDA).** The long-term durability of AEMs under
high-pH conditions is dependent on the mechanical and
thermal stability of their polymer matrix and cationic head
framework. Advanced designs, such as the tripartite cationic
full-interpenetrating polymer network (F-IPN) and fluorinated

RSC Adv, 2026, 16, 7863-7910 | 7867
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poly (aryl piperidinium) (FPAP) anion exchange membranes
(AEMs), have shown substantial enhancements in terms of
ionic conductivity, mechanical characteristics, and chemical
stability.?>**** Computational models emphasize the signifi-
cance of characteristics such as water diffusivity, membrane
thickness, and ion-exchange capacity in maximizing the
performance and lifespan of anion exchange membranes
(AEMs). Together, these improvements in AEM design and
material composition enhance the efficiency and longevity of
fuel cells, making them more suitable for commercial
use.*®47173174 I this timely systematic review, the integration of
artificial intelligence (AI) and machine learning (ML) tech-
niques in AEM fuel cells, as well as the advantages, technology
gaps, and pathways to overcome challenges, has been
discussed.

2. Operating principles and
components of AEMFCs

AEMFC can function using non-precious/non-platinum group
metal electrocatalysts and low-cost anion exchange membranes
(AEM). Hydrogen is allowed to pass through the anode as fuel,
and oxygen is allowed to pass through the cathode as an
oxidant. The anode electrode typically employs an electro-
catalyst, such as Pt/C or Ru/C; nevertheless, the cathode can
make use of non-precious metal catalysts, such as Fe-N-C or
cobalt ferrite (CF) nanoparticles supported on Vulcan XC-72
carbon (CF-VC). The AEM enables the movement of hydroxide
ions (OH™) from the cathode to the anode, where hydrogen

View Article Online
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oxidation takes place, resulting in the production of water and
electrons.”*>*® The primary concern in AEMFC is the inclusion
of water as a reactant, alongside the O, oxidant, at the cathode.
Oxygen is then reduced into OH™ ions while the cell load is
applied; these ions subsequently traverse the membrane to the
anode side and combine with H, to generate H,O as the final
product. Water is used at the cathode and produced twice at the
anode. If water management is not correctly maintained, the
cathode may get dry, and the anode may become inundated.
During the redox reaction, electrons generated at the anode are
gathered by the current collectors and conveyed to the cathode
by the external circuits.*® This excess water in the cell can hinder
the performance of the fuel cell. More about the importance of
balancing the water in the AEM fuel cell will be discussed in the
upcoming section. Fig. 3 illustrates photographic images of the
side view and top view of a real-time fuel cell, and the AEMFC
oxidation-reduction mechanism is given below.
Anode-oxidation:

2H, + 4OH™ — 4H,0 + 4e~

Cathode-reduction:

O, + 2H,0 + 4¢- — 40H™

Overall:

02 + 2H2 - 2H20

Fig. 3 Photographs of the top view and side view of a real-time fuel cell.
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In AEMFCs, aqueous solutions of KOH/NaOH or K,COj/
Na,CO; are used to conduct ions between electrodes, where the
AEM acts as a separator/barrier between the anode and the
cathode to avoid short-circuiting. The solid AEM electrolyte not
only transports (OH) ions but also helps minimize the
carbonation and fuel crossover related to Aq electrolytes. AEM
exhibits exceptional thermal and mechanical attributes. An
efficient fuel cell requires OH™ ions to be selective and to have
good conductivity through the membrane. Nevertheless, the
selection of the membrane and its subsequent design necessi-
tate creative and original endeavors. The ideal membrane
would be impermeable to fuel, stable in the medium of choice,
and long-lasting independent of the hydration state while
retaining its characteristics at the operating temperatures.***
The rate of membrane degradation in PEMFCs is substantially
lower when compared with that in AEMFCs, due to the
extremely corrosive nature of the latter. Nevertheless, the
primary benefit of the alkaline fuel cell is its reduced occurrence
of fuel crossover. The primary cause of fuel crossover is the
electroosmotic drag phenomenon and the disparity in concen-
tration between the anode and cathode. The fuel crossover takes
place in the opposite direction as the OH ™ ion flow, resulting in
a significant reduction in electroosmotic drag. Approximately
around 1970, K. Kordesh was the first person to implement this
technology in the automobile industry, which is what brought
attention to AFCs.***?

2.1 Mechanisms of anion conductivity

Anion exchange membrane fuel cells (AEMFCs) have significantly
lower anion conductivities compared to the proton conductivities
in Nafion-based proton exchange membrane fuel cells (PEMFCs).
The anion conductivity is influenced by both the relative humidity
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and the cell temperature. Several mechanisms have been
explained by a few research groups on anion mobility and
conductivities; for example, the most common transport methods
for hydroxide transfer via AEMs include the Grotthuss mechanism
(Fig. 4a), diffusion, migration, and convection. The hypothesis
that most of the OH™ ions are transported through the AEM via
the Grotthuss mechanism is supported by the observation that
OH" ions display Grotthuss behavior in aqueous solutions, like
protons. According to this mechanism, hydroxide ions move
across the interconnected network of water molecules by forming
or breaking covalent bonds. There is an argument claiming that
the movement of the hydrated hydroxyl ion is accompanied by
a water molecule with a higher coordination than usual. As shown
in Fig. 4b, when another water molecule that donates electrons
arrives, it causes rearrangements and reorientations of hydrogen
bonds. This also leads to the transfer of hydrogen ions and the
development of a water molecule that is fully coordinated in
a tetrahedral shape. The hydroxide ion is transported across the
membrane by a series of water molecules linked together through
hydrogen bonding, which is then broken to release the hydroxide
ion. In addition to the Grotthuss mechanism, diffusion and
convective flow are deemed to be significant. Diffusive transport
takes place when there is a gradient in the concentration and
electrical potential. Convective flow occurs when hydroxides, as
they migrate across the membrane, carry water molecules with
them, resulting in a convective flow of water molecules across the
membrane. Hydroxyl anions undergo surface site hopping on the
membrane's quaternary ammonium groups. Due to the water's
interaction with the membrane's fixed charges, this transport is
believed to constitute a secondary kind of transport across the
membrane. The tight coordination of water molecules around the
ammonium groups reduces the likelihood of the ionic species
interacting with the ammonium groups on the membrane.*>~>*

b)

A
T H

Fig. 4

(a) Grotthus, diffusion, and convection flow mechanism of OH™ transport in anion exchange membranes. Image reproduced from ref. 49

with permission from IOP Publishing, Kyle N. Grew and Wilson K. S. Chiu 2010 J. Electrochem. Soc. 157 B327, copyright © 2010. (b) Mechanism of
hydrated OH™ ion transport in aqueous media. Image reproduced with permission from ref. 51. Copyright © 2011 Elsevier B.V. All rights reserved.
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The primary hurdle faced by AEMFCs is carbonation, which
occurs when hydroxide ions react with CO, to produce bi-
carbonates. This process leads to increased resistivity and
decreased power production, posing a significant obstacle for
AEMFCs working with ambient air. Operando electrochemical
measurements and neutron imaging have been suggested for
use in gaining a deeper understanding of water distribution and
its influence on performance, resulting in the achievement of
unprecedented peak power densities. High performance and
durability in AEMFCs are achieved through the methodical
design and optimization of cell components, such as the use of
ionomers with high water permeability and appropriate catalyst
mixtures. While polymer degradation, which results in perfor-
mance degradation, is negligible in high hydration states, long-
term operation tests have shown that catalyst agglomeration is
the other main source of performance degradation.’***>*

2.1.1 Synopsis. This section clarifies the fundamental
principles governing AEMFC operation, emphasizing the
significance of hydroxide-ion transport, membrane-electrode
interactions, and water-management dynamics in influencing
cell efficiency. The foundational ideas support the ensuing
discourse on material innovation and require improved
computational methods to address current design and opera-
tional constraints.
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2.2 Durability of anion exchange membranes (AEMs)

Poor chemical stability is one of the many limitations of AEMs,
especially when subjected to environments with high pH and
high temperatures. Emerging synthetic methodologies encom-
pass controlled radical polymerization, grafting-from proce-
dures, side-chain engineering, crosslinking tactics, heteroatom-
functionalized backbones, and interpenetrating polymer
networks (IPNs). To make AEMs last longer, researchers have
investigated a variety of approaches. One example is the
persistent problem of quaternary ammonium (QA) cationic
group decomposition; nevertheless, new ex situ methods have
been developed to assess the alkaline stability of soluble and
insoluble AEMs in low-hydration environments, with encour-
aging outcomes for AEMs that have been grafted with radiation.
Scientists have devised a novel technique to assess the resis-
tance of anion-exchange membranes (AEMs) to alkaline condi-
tions, even when they are not soluble in DMSO. This method
involves utilizing Raman spectroscopy to track alterations in the
characteristics of the membranes. The researchers employed
two variants of radiation-grafted anion exchange membranes
(AEMs), namely poly(ethylene-co-tetrafluoroethylene)-(ETFE)-
based poly(vinylbenzyltrimethylammonium) and  poly(-
vinylbenzyltriethylammonium) ETFE-TEA, together with
a crosslinked polymer derived from a random copolymer and
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Fig. 5 (a) Structures of ETFE-TMA and ETFE-TEA. (b) Degradation mechanisms of ETFE-TMA by nucleophilic attack (SN,) and ETFE-TEA by

Hofmann elimination (E,). (c) Raman spectra of ETFE-TEA. (d) Raman spectra of ETFE-TMA immersed in 0.5 M OH™ DMSO. Image reproduced
with permission from ref. 55. Copyright © 2023 the American Chemical Society. This publication is licensed under CC-BY 4.0. https://doi.org/
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N,N,N',N'-tetraethyl-1,3-propanediamine (TEPDA). The objec-
tive was to evaluate the durability of these materials in alkaline
environments. The study revealed that the AEMs exhibited
excellent stability in very alkaline settings, as evidenced by their
preserved ion-exchange capacities and OH™ conductivities
(Fig. 5). This is a crucial characteristic for ensuring their long-
term effectiveness in real-world applications.>

Researchers previously discovered that the catalyst and ion-
omer in the cathode of anion exchange membrane fuel cells
(AEMFCs) degrade dramatically over time, although the
membrane remains reasonably robust. This finding suggests
that the cathode environment significantly contributes to the
performance loss that occurs in these fuel cells. Catalyst and
ionomer degradations happen over time; however, membrane
stability plays an important role, and the membrane does not
degrade significantly over time. The alkaline environment and
the presence of the cathode catalyst layer are recognized as the
primary factors contributing to the deterioration of both the
catalyst and ionomer, resulting in a decline in the performance
of the fuel cell. The utilization of an alkaline-stable ionomer
that possessed an N,N-dimethylhexylamine group, which was
developed based on density functional theory (DFT) calcula-
tions, led to an increase of 87% in the fuel cell's endurance.>®
Enhanced water management was achieved by utilizing func-
tionalized carbon (fluorinated carbon) as an additive in the
catalyst layer (CL) of the anode, which helped to tune the
hydrophobicity and hindered water flooding. On the other side,
the cathode is modified with fluoroalkyl-functionalized and
hydroxyl-functionalized carbons to optimize water management
(Fig. 6).

To prevent the cathode from drying out, the cathode
contains hydroxyl-functionalized carbon. Because the integra-
tion of the hydrophobic anode CL and the hydrophilic cathode
CL reduces the water imbalance between the cathode and the
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anode, the maximum current density is increased by 1.7 times
in comparison with the current density in carbon-additive-free
MEA systems. Additionally, the pairing ensures stable,
constant current operation for more than 1000 hours. Carbon
materials aid in the efficient management of water, thereby
mitigating the issues of flooding, which can impede gas flow
due to excessive water, and drying, which can hinder the
chemical reactions necessary for power generation due to
insufficient water. Functionalized carbon modifications
enhance the number of active sites available for chemical
reactions, leading to increased fuel cell efficiency and improved
water management by promoting water production and
consumption processes.”” In another study, it was demon-
strated that incorporating fluorine atoms into carbon-based
materials can increase the catalyst performance in low-
temperature fuel cells. The incorporation of fluorine atoms
into carbon-based materials enhances their surface area,
improves their pore structure, and safeguards them from
deterioration during the redox process in fuel cells. This further
enhances the interaction between the carbon support and
platinum group metals, hence increasing the efficiency of the
catalyst in promoting the required redox processes, corrosion
resistance, and thermal stability.”® Another interesting study
revealed that altering the cell temperature/operational temper-
atures enhances the performance of fuel cells. Increasing the
operational temperature of anion exchange membrane fuel
cells (AEMFCs) to 120 °C enhances their performance and effi-
ciency by accelerating reaction and mass-transfer rates. The
increased temperature further boosts the water diffusivity,
leading to better hydration levels at the cathode and resulting in
a decrease in the ionomers' chemical degradation rate.*>'”**””
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permission from ref. 57. Copyright © 2022 Elsevier B.V. All rights reserved. https://doi.org/10.1016/j.jpowsour.2022.231835.

© 2026 The Author(s). Published by the Royal Society of Chemistry

RSC Adv, 2026, 16, 7863-7910 | 7871


https://doi.org/10.1016/j.jpowsour.2022.231835
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5ra08517a

Open Access Article. Published on 06 February 2026. Downloaded on 2/12/2026 8:24:50 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

RSC Advances

T T T T T T T T T
0 250 500 750 1000 1250 1500 1750 2000

i
:a)
100
1 B 9 0 o0 0 0 o o
- %o
1 X g e
i
1 2 sof %9
| £ -
1 o
1 £
1 @
j = W
1 ¥ g
12 R
1 ® i) s i
1o O 1M NaOH at 80°C £
} 401 o 5MNaOH at 80°C M ﬂ
i
i
i
i
i
i

=
i1

Peak power density (mW c
©
Q

View Article Online

Review

3500 | °

m

3000 |- This work
2500 - o

2000 |- a%k °

1500 |-

1000 A

%
5
oV %

500 -
o A

0 |A 1 1 1 1 1 1 1 1
40 60 80 100 120 140 160 180 200

OH’ conductivity (mS cm™)

Fig.7 (a) Cations (%) of the PFTP-13 AEMs at different concentrations of NaOH (L and 5 M) at 80 °C after 2000 hours, detected by *H NMR, along
with the picture of the membrane after alkaline treatment in 1 M NaOH for 2000 h. Notably, 3% and 22% losses in the ion-conducting groups
(piperidinium) were detected by *H NMR testing after immersion in those alkaline solutions. (b) Comparison of OH~ conductivity and PPDs at 80 °
C for representative AEls in the current research. PFAP (red cycle) and FAA Fumion ionomers (brown star) in this work. PSF/PPO ionomers (blue
triangle symbols): BMTA-polysulfone, BTMA-PPO, DMP-PPO, ASU-PPO, and multi-cation side chain PPO. PBI ionomers (pink circle symbols):
HMT-PBI; BTMA-ETFE ionomers (brown pentagon symbols). BTMA-SEBS ionomers (green tetragon symbols), PAP ionomers (blue star symbols):
PFTP-0 and PFBP-0 ionomers (but the OH™ conductivity of PFBP-0 is currently missing). PF/PP ionomers (purple triangle symbols): sidechain
polyfluorene and polyphenylene. Image reproduced with permission from ref. 32, copyright 2021 © Nature publishing group under Creative
Commons Attribution 4.0. https://doi.org/10.1038/s41467-021-22612-3.

mechanical characteristics. They exhibited a significant OH™
conductivity of 208 mS cm ™" at 80 °C, with low H, permeability,
and they continued to exhibit ex situ durability for 2000 hours in
1 M NaOH at 80 °C. The poly(fluorenyl aryl piperidinium)
membranes and ionomers demonstrated impressive power
densities of 2.34 W em ™2 in H,-O, and 1.25 W cm ™2 in H,-air
(CO,-free). These newly developed membranes have exceptional
tensile strength, elongation at the point of rupture, and Young's
modulus. This allows for effortless fabrication into thin
membranes while maintaining a high level of rigidity and
thermomechanical stability.®> Fig. 7a illustrates the "H NMR
spectra of PFTP-13 AEMs at different concentrations of NaOH (1
and 5 M) at 80 °C after 2000 h and Fig. 7b presents a compara-
tive study of OH ™~ conductivity and PPDs for typical AEIs at 80 ©
C. This work utilizes PFAP (red cycle) and FAA Fumion ionomers
(brown star). The PSF/PPO ionomers are represented by blue
triangle symbols and include BMTA-polysulfone, BTMA-PPO,
DMP-PPO, ASU-PPO, and multication side-chain PPO. PBI ion-
omers are represented by pink circle symbols, whereas BTMA-
ETFE ionomers are represented by brown pentagon symbols.
BTMA-SEBS ionomers, which are represented by green tetragon
symbols, and PAP ionomers, which are represented by blue star
symbols, are identified as PFTP-0 and PFBP-0 ionomers,
respectively. However, the OH conductivity of PFBP-0 is
missing. PF/PP ionomers are represented by purple triangle
symbols and consist of sidechain polyfluorene and
polyphenylene.*

A poly(fluorenyl-co-aryl piperidinium) ionomer with a side
chain grafted onto it exhibited an impressive peak power
density of 2.6 W cm ™2 at 80 °C. By maintaining a low voltage

7872 | RSC Adv, 2026, 16, 7863-7910
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decay rate of 0.4 mV h™" under a current density of 0.6 Acm ™
70 °C, these ionomers show remarkable long-term in situ
stability, suggesting that they can be used for extended periods
in real-world settings.®

2.2.1 Synopsis. The current advancement of AEM materials
has facilitated notable improvements in polymer backbone
architecture, cation stability, mechanical resilience, nanophase
segregation, and hydroxide conductivity. Notwithstanding these
developments, persistent chemical deterioration and the trade-offs
between conductivity and stability continue to pose significant
obstacles. The problems at the material level provide a compelling
justification for the incorporation of Al-driven screening and
prediction capabilities, as discussed in the subsequent section.

3. Different catalyst electrode
materials, oxygen reduction reaction
(ORR) and hydrogen oxidation reaction
(HOR)

The engineering of effective cathode catalysts is a key goal of
fuel cell research, as the electrochemical oxygen reduction
process (ORR) has intrinsically slow kinetics. The ORR is
a multi-step reaction whose route is determined by the elec-
trolyte type and catalyst type. In an alkaline solution, molecular
oxygen can be reduced by either the 4e™ or 2e” routes.*®** The
reduction route should be either direct (4e™) or two-step (2e7),
and peroxide generation should be minimized if the catalyst is
to promote the reaction and maximize energy gain. Corrosion of
fuel cell components due to peroxide generation leads to

© 2026 The Author(s). Published by the Royal Society of Chemistry


https://doi.org/10.1038/s41467-021-22612-3
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5ra08517a

Open Access Article. Published on 06 February 2026. Downloaded on 2/12/2026 8:24:50 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Review

unstable performance, which, in turn, reduces operating
potential and current efficiencies.** Another significant benefit
of AEMFCs is their capacity to employ non-precious metal
(NPM)/non-platinum group (NPG) catalysts for the oxygen
reduction process (ORR), which is essential for their economic
feasibility and effectiveness. Their hierarchical porous structure
allows for the transfer of reactants and products (O, and H,0)
through the macro- and mesopores, and the high microporosity
allows for the hosting of many electroactive surface sites.
Several investigations have examined diverse catalyst electrode
materials to improve the activity of the oxygen reduction reac-
tion (ORR) and the performance of fuel cells. Specifically, Fe-N-
C catalysts produced from porous organic polymers and metal-
organic frameworks have demonstrated encouraging results in
anion exchange membrane fuel cells (AEMFCs), exhibiting
significant ORR activity and power densities.'®**%*'"* Fe-N-
MPC and FeMn-N-MPC, which are mesoporous carbons doped
with transition metals and nitrogen, have shown remarkable
activity and stability in oxygen reduction reactions (ORR). These
materials have achieved peak power densities of around 470
mW cm™ 2. Buggy et al. investigated various compositions of
ionomers and catalysts to enhance the efficiency of water elec-
trolysis systems through electrode optimization. The chemical
composition of ionomers has a considerable impact on the
transfer and movement of ions and neutrals in the electrode.
This is essential for maximizing the efficiency of Anion
Exchange Membrane (AEM) devices.®* In microbial fuel cells,
porous carbons that have been co-doped with copper and
nitrogen have been produced. These carbons exhibit strong
ORR activity and stability, and their power densities are equiv-
alent to those of Pt-based catalysts.®*** Carbon materials with
hetero atom (N, S, P, etc.) dopants are reported to show high
electrocatalytic activity. The bandgap may be shifted, and the
charge distribution may be modulated by nitrogen, which has
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a stronger electronegativity and an additional electron
compared to carbon, causing the carbon atoms that are close to
nitrogen to become more positively charged, which ultimately
leads to an increase in the dissociative adsorption of oxygen
molecules. The best-performing electrocatalyst for the oxygen
reduction reaction (ORR) was the one that was annealed at
900C, and it was made utilizing N-doped ordered mesoporous
graphitic arrays derived from N,N'-bis(2,6-diisopropylphenyl)-
3,4,9,10-perylenetetracarboxylic diimide using ordered meso-
porous silica SBA-15 as a template.®® Pajarito Powder, LLC
manufactured a mesoporous transition metal-nitrogen-carbon
type catalyst utilizing a process called VariPore™. This catalyst
incorporates iron and nitrogen as dopants. The catalytic
performance is enhanced by the material's high specific surface
area and very porous structure, with an average pore size of
around 7 nanometers. Because of its mesoporous structure and
the fact that it combines iron with nitrogen groups (pyrrolic-N,
pyridinic-N, and graphitic-N), it performs very well when paired
with the HMT-PMBI anion-exchange membrane. The use of Pt-
Ru/C as the anode catalyst is also investigated with the Fe-N-C
material as the cathode catalyst, affording peak current densi-
ties of 450 mA cm 2 at 0.4 V (Fig. 8a).*

Using an aluminum oxide template, N@CNTs (nitrogen-
doped carbon nanotubes) were developed. At —1.2 V vs. Ag/
AgCl, implausible ORR current densities were achieved in
RDE (rotating disc electrode) mode, above the predicted limits
of current densities for a 4-electron reduction of oxygen (O,) by
a factor of three. Fig. 8b illustrates N@CNTS and Pt/C electrodes
at 50 °C, which exhibit current densities of 150 mA cm? and 170
mA cm” at 0.2 V, respectively.®”” A study on electrocatalysts using
carbon nanotube/heteroatom-doped carbon was conducted by
a group of researchers. For the synthesis, compound 1-butyl-3-
methylimidazolium bis(trifluoromethyl sulfonyl)imide
(BMITFSI) (ionic liquid) and tetraethyl orthosilicate (TEOS) were
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(a) Polarization and power density curves for H,/O, AEMFCs using the HMT-PMBI anion exchange membrane. The anode and cathode

catalysts were Pt—Ru/C and Fe-N-C or Pt/C, respectively. T = 60 °C. Image reproduced with permission from ref. 66, copyright © 2021 The
Author(s). Published by Elsevier Ltd. Under a Creative Commons license. https://doi.org/10.1016/j.powera.2021.100052. (b) MEA with N@CNTs
and Pt/C as cathodes at 50 °C (red corresponds to Pt/C and blue to N@CNTSs). Image reproduced with permission from ref. 67. Copyright © 2012

the American Chemical Society. https://doi.org/10.1021/jp210840a.
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introduced into a mixture of CNTs (all suspended in the IL).
Formic acid was used to initiate the synthesis of silica gel. After
the solvent evaporated, a composite of carbon nanotubes (CNT),
ionic liquid, and silica was created. This composite was then
subjected to heat treatment at temperatures ranging from 800
to 1000 °C. The silica component was subsequently eliminated
using hydrofluoric acid (HF). The resulting composite is
referred to as CNT-HDC-X, where X is the carbonization
temperature. To make an analogy, N-doped carbon nanotubes
(CNTs) were also synthesized employing NH; and urea as the
sources of nitrogen. TEM measurements confirmed the creation
of a core-sheath nanostructure consisting of CNT/HDC.
According to the XPS results, the HDC sheath had three
different heteroatom dopants: N, S, and F. An inherent benefit
of the IL-based technique is the potential to effectively regulate
the kind and number of heteroatoms prevalent in the CNT/HDC
composite. The deposition of HDC layers on CNTs significantly
boosted the rate of progression of the oxygen reduction reaction
(ORR). The oxygen reduction reaction (ORR) activity of the
nitrogen-doped carbon nanotubes (CNTs) was lower than that
of the platinum/carbon (Pt/C) catalyst in a 1 M potassium
hydroxide (KOH) solution. The MEA with the CNT/HDC-1000
cathode achieved a maximum power density of 270 mW cm ™ 2.%®
Some Pt-group catalysts showed excellent performance for
AEMFCs, highlighting the potential of bimetallic catalysts, such
as Pt-Ru. Research has demonstrated that a specific power
output of 25 W per mg PGM may be achieved by combining low-
loading Pt-Ru anodes with Fe-N-C cathodes.®® With strong
activity for both the oxygen evolution reaction (OER) and the
oxygen reduction reaction (ORR), Pt-Pb,Ru,0,_, has demon-
strated great potential as a bifunctional oxygen electrocatalyst.”
Low-load Pd/CeO, bifunctional electrocatalysts, which can
substitute platinum, have been characterized by life-cycle
assessments as having positive effects on the environment.”
However, to achieve zero PGM by 2030, the U.S. Department of
Energy (DOE) has established massive goals to reduce PGM
loadings. One approach that has been used to achieve these
goals is the Switch Solvent Synthesis (SWISS) process, which has
been able to lower PGM loading by a factor of 12 while retaining
performance that is equivalent to those of commercial catalysts.
Another approach is the development of atomically dispersed
catalysts. The new techniques for making electrodes have cut
the amount of anode catalysts by 85%, bringing the perfor-
mance near 1 W ecm ™2, in line with goals set by the DOE.”>7

3.1 Hydrogen oxidation reaction (HOR)

The hydrogen oxidation reaction (HOR) in anion exchange
membrane fuel cells (AEMFCs) is the principal anodic mecha-
nism that determines cell performance, which occurs when
hydrogen combines with hydroxide ions to produce water and
release electrons. In alkaline environments, the hydrogen
oxidation reaction (HOR) follows the Tafel-Volmer-Heyrovsky
mechanism; however, its kinetics are markedly slower by about
2-3 orders of magnitude compared to those in acidic PEMFCs,
attributable to poorer hydrogen binding, competitive hydroxide
ion (OH ") adsorption, and protracted water-production stages.
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The hydrogen oxidation reaction (HOR) in alkaline systems
demonstrates much slower kinetics than in acidic systems,
presenting a substantial obstacle to the AEMFC performance.
This kinetic discrepancy results from many mechanistic
changes in the alkaline environments. The contact between
hydrogen intermediates and catalyst surfaces diminishes in
alkaline fluids, weakening the adsorption strength and
obstructing the subsequent reaction steps, including dissocia-
tion and recombination. This boosts the activation energy and
diminishes the overall reaction rates. The involvement of
hydroxide ions adds complexity: OH™ species affect the surface
adsorption energetics and impact both the Volmer step and
hydrogen desorption, frequently contending for active sites.
Consequently, surmounting these kinetic impediments neces-
sitates the creation of highly efficient HOR catalysts specifically
designed for alkaline conditions, particularly those that can
optimize hydrogen and hydroxide binding energies to promote
high AEMFC performance.**"*** Innovative machine learning
methodologies enhance the identification of HOR catalysts by
forecasting essential characteristics, including the HBE
(hydrogen binding energy), OHBE (hydroxide binding energy),
and interfacial charge-transfer dynamics. Enhancing the
hydrogen oxidation reaction (HOR) activity is crucial, as it
directly affects the anode overpotential, water management,
current density, and overall durability of fuel cells, hence
facilitating the development of high-performance, cost-
effective, and commercially viable AEMFC technologies.***>>
Men et al. examined a PdNiRulrRh high-entropy alloy (HEA)
catalyst via machine learning-driven Monte Carlo simulations
to elucidate its catalytic properties. Utilizing a dual-network
deep potential model, iteratively trained with DFT-generated
data, they attained precise mapping of the alloy's high-
dimensional potential energy surface. This method facilitated
the precise identification of surface atomic configurations,
encompassing catalytically significant Pd-Pd-Ni, Pd-Pd-Pd
ensembles, and oxophilic Ni/Ru sites. Their studies revealed
a dramatic improvement in HOR activity, with a mass activity of
3.25 mA mg ', substantially surpassing that of Pt/C. Moreover,
machine learning-based simulations of surface dissolution
elucidated the high-entropy alloy's exceptional stability, exem-
plifying how artificial intelligence expedites catalyst develop-
ment and enhances mechanistic comprehension.****** In
another study, machine learning was utilized in a guided
experimental process to expedite the identification of HOR
catalysts, implementing high-throughput fluorescence
screening over an extensive compositional range of alloy
electrocatalysts. Through the integration of catalyst composi-
tion, onset potentials, and comprehensive characterization
data, their machine learning models not only forecasted novel
active formulations but also elucidated critical mechanistic
descriptors, namely the significance of average work function
and metal-oxygen bond enthalpy in influencing catalytic
activity. This data-driven technique discovered PtsSn, as
a notably promising alloy, which attained a power density of 132
mW cm™> mgp, ' in alkaline polymer membrane fuel cells,
surpassing traditional Pt/C. These findings underscore the
considerable potential of machine learning in enhancing the

© 2026 The Author(s). Published by the Royal Society of Chemistry
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inadequately explored hydrogen oxidation reaction in alkaline
environments, especially in addressing intricate alloy chemis-
tries and revealing principles that regulate activity.>**>%

4. Interfacial phenomena at the
electrode—AEM interface
4.1 Optimization of ion-transport mechanisms in AEMs

If we want to learn how to optimize electrochemical processes, we
need to know what happens at the interface between the elec-
trode and the anion exchange membrane (AEM). Utilizing state-
of-the-art methods, like laser scanning confocal microscopy
(Fig. 9a), we can observe the dynamic activities occurring at this
interface, including potential-induced ion redistribution. These
processes include the creation and modification of the Nernst
diffusion layer in response to pulsed voltage, which, in turn,
facilitates ion transport.”* The phenomenon of interfacial Joule
heating (IJH) occurs at the interface between the anode and the
solution during electrochemical advanced oxidation processes
(EAOPs). This IJH effect causes an increase in the temperature at
the interface, which, in turn, enhances the diffusion of hydroxyl
radicals and the rates of oxidation. However, it also results in
lower concentrations of hydroxyl radicals due to their conversion
into H,0O, through a process called dimerization.

The higher temperature that occurs as a result of the inter-
facial Joule heating (IJH) effect results in a reduced concentra-
tion of OH that is accessible for oxidation. However, this results
in an increase in the diffusion and reaction speeds, which
makes the process more effective for notable organic molecules.
The impact of temperature rise on the concentration and
activity of OH radicals, the rate of pollutant degradation, and
the overall efficiency of the EAOP process has been reported.
Fig. 9b illustrates the formation of "OH radicals and their ESR
(electromagnetic resonance) characterization at 10 mA cm ™2 at
the TiSO anode.” The pH effect on ion transport study revealed

© 2026 The Author(s). Published by the Royal Society of Chemistry

that carbonate ions play a major role in the kinetics of the
hydrogen oxidation reaction (HOR) and the methanol oxidation
reaction (MOR) at the AEM/Pt microelectrode interface. Site
blockage and inadequate hydroxyl ion availability at low pH
levels cause both processes to be suppressed.”® Interfacial
phenomena, such as water management and two-phase trans-
port, are critical in proton exchange membrane fuel cells
(PEMFCs), with mechanisms including “eruptive water expul-
sion” managing water movement within the fuel cell compo-
nents.”” Electrochemical measurements are often used to study
the electrochemical double layer and adsorption processes at
immiscible liquid interfaces, such as that between liquid metal
and slag. This allows for an evaluation of the reaction kinetics
and adsorption mechanisms, yielding valuable insights. Ab
initio molecular dynamics simulations were used to study the
behavior of electrified Au(111) slabs in contact with liquid
water. The simulations showed that the electrochemical inter-
face is not uniform, indicating the significance of compre-
hending the movement of the solvent under an applied
voltage.””® Surface analyses conducted using advanced tech-
niques, such as Raman microscopy and atomic force micros-
copy, aided the identification of harmful processes occurring at
the interface between the electrode and electrolyte. These
processes can result in the deterioration and malfunction of the
electrode.® A researcher investigated the interactions between
electroless-plated Ni-P/Au UBM and Sn-Bi eutectic solder. The
study found that Ni;Sn was formed at the interface between the
P-rich Ni layer and Ni;Sn,. This identification was made using
the CBED (Convergent Beam Electron Diffraction) technique.
The volume of the primitive unit cell of the Ni;Sn phase was
determined to be 104.10 A®, which closely approximates the
theoretical value of Ni;Sn (103.19 A®). This suggests the exis-
tence of the Ni;Sn phase rather than Ni,SnP. The interface was
found to consist of three distinguishable layers. The Ni;Sn,
layer mostly consisted of Ni and Sn, with a minor presence of
Au, as confirmed by STEM-EDS and CBED methods.** The
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efficient operation of the cell is limited by the recombination
rate of proton-hydroxyl groups. The occurrence of a concentra-
tion gradient of ions enhances the rate at which recombination
occurs at the interface.®” Electrochemical atomic layer epitaxy
(ECALE) has successfully proven the controlled generation of
compound semiconductors, such as CdTe. This technique has
improved our knowledge of interfacial dynamics.*® The rele-
vance and complexity of the events occurring at the interface
between the electrode and the AEM in different electrochemical
systems are highlighted by these findings taken as a whole.

4.2 Interactions between AEM and electrode surfaces

The interactions between the active electrode materials and the
electrode surfaces are complex, encompassing mechanical,
electrical, and chemical dynamics. Surface electrodes that are
both mechanically and electrically stable are essential for reli-
able biopotential signal capture; this is proven by the self-
similar designed configurations that improve skin conform-
ability and stretchability while decreasing motion artifacts and
noise.*® The presence of palladium nanoparticles with
transition-metal oxides, such as RuO,, improves the efficiency
of the hydrogen oxidation reaction (HOR) by promoting the
accumulation of OH™ groups on the surface of the palladium at
lower overpotentials. The ionomer present in the electrode
catalyst layer regulates the movement of ions and neutral
particles toward the catalyst surface, hence exerting a substan-
tial influence on charge transfer and the overall efficiency of the
cell. The electrochemical interface is enhanced, and the kinetics
of the oxygen reduction reaction (ORR) are improved by modi-
fying the Ag catalysts with transition-metal phthalocyanine
(MPc) molecules.*®” A two-dimensional model is used to
investigate the impact of modifications of electrode parameters,
such as porosity, catalyst loading, and ionomer content, on
water transport and the overall performance of AEMFCs.
Because anion exchange ionomers (AEI) swell to such a high
degree and balanced water flow between electrodes is essential
for AEMFC integrity and performance, these interactions also
affect AEMFC water management. The study also found that
a greater difference in porosity near the interface between the
cathode gas-diffusion layer (GDL) and the electrolyte membrane
increases the movement of mass and the removal of water,
leading to improved performance of the anion exchange
membrane fuel cell (AEMFC).*®* By optimizing the relative
humidity and applying a hydrophobic treatment to the anode,
problems such as anode flooding and cathode dry-out may be
addressed, leading to a considerable increase in power
density.* The chemical stability of anion exchange membranes
(AEMs), specifically the deterioration of quaternary ammonium
groups under alkaline conditions, continues to be a significant
concern, especially when the membrane is exposed to ambient
air and carbonation processes. Advanced modeling and exper-
imental approaches, such as the incorporation of humidity
sensors, allow for a deeper understanding of water dynamics
and facilitate the optimization of operational parameters.
Overall, understanding and engineering the chemical reactions
between AEMs and electrode surfaces are essential for
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advancing AEMFC technology, enabling the use of non-precious
metal catalysts, and improving long-term performance and
reliability. Using modeling techniques like Artificial Intelli-
gence and machine learning can help predict the issues in the
cell earlier, a concept that is discussed in a later section.’®**

4.3 Water management

Anion exchange membrane fuel cells' (AEMFCs) capacity to
handle water is a key factor that greatly affects how well and how
long they last. Due to the unique nature of AEMFCs, wherein
water is created at the anode and consumed at the cathode,
a careful equilibrium is required to prevent dehydration and
flooding, in contrast to the requirements for PEMFCs.**?* An
effective approach for managing water involves utilizing
hydrophilic gas diffusion layers to improve the hydration of the
membrane. However, it is important to note that this method
also raises the possibility of flooding. Moreover, employing
humidity sensors to oversee and regulate the relative humidity
at the gas outputs might offer significant insights regarding the
water equilibrium at each electrode, hence facilitating the
enhancement of operational circumstances and materials.?*%*%
Omasta T. ]J. et al. demonstrated that anion exchange
membrane fuel cells (AEMFCs) are dependent on the water
content and balance, as they attained a very high-power density
of 1.4 W cm™? at 60 °C. They were able to do this by paying more
attention to the delicate balance between hydrating the
membrane and avoiding electrode flooding (Fig. 10a and b),
which, interestingly, can happen at either the anode or the
cathode. In order to investigate how the feed gas flow rate, gas
feed dew points, and the usage of hydrophobic vs. hydrophilic
gas diffusion layers affect the AEMFC performance, radiation-
grafted ETFE-based anion exchange membranes and anion
exchange ionomer powder functionalized with benchmark
benzyl trimethylammonium groups were employed. During
electrode optimization, the cell temperature was kept at 60 °C
with a flow rate of 1 L min™" for the hydrogen and oxygen
reactant gases. Fig. 10c and d shows polarization curves illus-
trating the relationship between the applied cell voltage (V) and
the current density (mA cm™2). Fig. 10c shows the incorporation
of Pt/Ru catalyst and 5% PTFE GDL in the anode (anode: 0.69
mgpy CM > on 5% PTFE, cathode: 0.35 mgp, cm™?; different
cathode dew points, such as 60/60, 59/60, 58/60, 57/60, were
reported). Fig. 10d shows that the cathode gas diffusion layer
(GDL) was modified by including 5% polytetrafluoroethylene
(PTFE). The dew points of the anode and cathode were set at 60/
60 (anode: 0.6 mgpr, cm~ > with 5% PTFE, cathode: 0.4 mgp,
cm %) and 54/57 (anode: 0.67 Mgpg, cm > on 5% PTFE,
cathode: 0.53 mgp, cm ™ 2).3® The proposed distribution of water
inside the AEM and the electrodes in an AEMFC is based on the
hypothesis that there is a high-conductivity AEM with signifi-
cant water back-diffusion. This distribution is expected to
change as the relative humidity of the gas stream increases.
Advanced modeling approaches have been used to forecast how
AEMFCs would react to changes in operational factors, such as
inlet humidity and temperature. This helps to identify perfor-
mance limitations and develop ways to overcome them.**

© 2026 The Author(s). Published by the Royal Society of Chemistry
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Fig. 10

(a and b) Illustration of the proposed distribution of water inside the AEM and electrodes in an AEMFC, based on the hypothesis that there

is a high-conductivity AEM with significant water back-diffusion. This distribution is expected to change as the relative humidity of the gas stream
increases along with the graph of the cell polarization curve. (c) Incorporating Pt/Ru catalyst and 5% PTFE GDL in the anode (anode: 0.69 mgery
cm~2 on 5% PTFE, cathode: 0.35 mgp cm~2), with different cathode dew points. (d) The cathode gas diffusion layer (GDL) was modified by
including 5% polytetrafluoroethylene (PTFE). The dew points of the anode and cathode were set to 60/60. Image reproduced with permission
from ref. 38, copyright © 2017. Published by Elsevier B.V. https://doi.org/10.1016/j jpowsour.2017.05.006.

The fabrication of ionomers and hydrophilic membranes,
along with the control of dew points and flow rates, has
demonstrated potential in preserving the required water
content of the membranes without leading to instability.”* The
mobile hydroxide anions react with the CO, in AEMFCs to
produce bicarbonate and carbonate anions. Carbonate ions
undergo a chemical reaction with the potassium cations that
are freely moving in the liquid KOH/K,CO; electrolyte. This
reaction causes the formation of solid potassium carbonate on
the cathode electrode. Over time, the accumulation of potas-
sium carbonate solids renders the cell non-functional. Trans-
porting carbonates through the AEM does not absolve CO, from
concern in these systems. The presence of CO, is known to
reduce the attainable current in AEMFCs. The anion transport
mechanism allows the cell to quickly change from the
hydroxide form to the carbonate form. The proton-hopping
process is available to OH™, but not to carbonate and bicar-
bonate anions. Consequently, carbonates have significantly less
inherent mobility compared to OH ™. The fact that AEMs formed
from bicarbonate only display approximately 20-25% of the
conductivity of equivalent membranes in the hydroxide state is

© 2026 The Author(s). Published by the Royal Society of Chemistry

particularly worrisome because, like hydroxide, bicarbonate is
monovalent but somewhat bigger. Carbonate exhibits lower
mobility than OH ™, although it benefits from being divalent
and smaller than bicarbonate.”***® The influence of water
flooding on the AEMFC performance has been studied, and
several experiments have been done by Professor William E.
Mustain's group; a more detailed discussion on water
management is provided in ref. 16 and 96. Mass transport
concerns are similarly crucial for good performance, but they
are often disregarded in the development of novel catalysts and
membranes. Excessive buildup of water may be prevented by
utilizing hydrophobic polymers in the catalyst layer, according
to research. This improves water management.®® In summary,
attaining ideal water management in AEMFCs requires a careful
equilibrium between sustaining membrane hydration, avoiding
flooding, and guaranteeing effective water-transport routes.
This may be assisted by the use of sophisticated diagnostic
techniques and inventive material designs.”®**°

4.3.1 Synopsis. Advancements in electrode design are
transforming the performance and cost structure of AEMFCs.
Nonetheless, enhancing catalyst-ionomer interactions, active-
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site longevity, and MEA integration necessitates considerable
research. This encourages the implementation of data-driven
design and machine learning frameworks to expedite catalyst
discovery and membrane electrode assembly optimization.

5. Integration of artificial intelligence
(Al) and machine learning techniques

In the multidisciplinary area of artificial intelligence (AI),
researchers strive to build computers that can mimic human
intellect in areas including thinking, learning, perceiving, and
decision-making. A wide variety of technologies are included in
the artificial intelligence field, such as robots, computer vision,
machine learning (ML), and voice and natural language pro-
cessing.'® Intelligence, according to a group of scientists in
“Mainstream science on intelligence,” is a broad mental
capacity that encompasses many different areas of study and
practice, such as reasoning, planning, problem-solving, abstract
thought, grasping complicated concepts, rapid learning, and
experience-based learning. We present Artificial Intelligence
(A1) as an interdisciplinary study focusing on how to teach
computers to think and behave intelligently.'****> Machine
Learning (ML) is a subfield of AL There has been a revolutionary
technological evolution in human society thanks to machine
learning (ML), which incorporates many different fields,
including the theory of algorithm complexity, convex analysis,
approximation theory, statistics, and probability theory.
Successful applications of ML tools in workflow management
and execution have led to improvements in dimensionality
reduction, feature extraction, clustering, classification, and
advanced regression for incredibly huge dimensional
datasets.”10>71%¢

In the application of machine learning to AEMFC research,
meticulous control of overfitting and underfitting is crucial for
ensuring dependable model predictions. Underfitting generally
occurs when the model or chosen features do not adequately
represent the complexity of AEMFC datasets, including
nonlinear relationships among membrane chemistry, ion
transport, and operational parameters, leading to elevated
training error. Conversely, overfitting transpires when the
model assimilates noise rather than significant patterns,
resulting in inadequate generalization to novel settings (e.g:,
new catalyst compositions/catalyst design with respect to
materials science or MEA topologies). It is essential to monitor
both training and validation errors throughout training;
a discrepancy between these measures frequently signifies the
emergence of overfitting, illustrating the traditional bias-
variance trade-off. To evaluate generalization, models must be
tested on novel data using suitable validation methods.
Although basic holdout or k-fold cross-validation approaches
are frequently employed, more rigorous techniques, such as
Monte-Carlo cross-validation or leave-one-cluster-out, are
advisable for materials datasets to prevent overly optimistic
performance evaluations. Robust validation techniques are
crucial in AEMFC modeling because datasets are frequently
restricted, varied, and susceptible to experimental
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variability.>**>*® A wide array of ML methods may be utilized to
simulate structure-property correlations and enhance system
performance.*®” Fundamental methodologies encompass linear
and kernel-based regression and classification techniques,
which are effective instruments for elucidating essential
patterns in membrane conductivity, catalyst performance, and
cell-level operational parameters. Accompanying these are
feature selection and extraction techniques that assist in
isolating the most significant descriptors and diminishing
model complexity, an imperative step when dealing with con-
strained or diverse AEMFC datasets. In addition to these linear
frameworks, more sophisticated nonlinear learning models
provide further flexibility. Tree-based techniques, like Random
Forests and Extremely Randomized Trees, proficiently elucidate
intricate connections within experimental and computational
datasets. Neural network methodologies enhance modeling
capabilities: feed-forward networks and convolutional neural
networks (CNNs) facilitate high-dimensional pattern recogni-
tion, whereas variational autoencoders (VAEs) and generative
adversarial networks (GANs) assist in representation learning
and synthetic data generation. These algorithms collectively
constitute the methodological foundation for expediting mate-
rials discovery, enhancing MEA design, and attaining predictive
optimization in next-generation AEMFC systems,>'#220:254-256

There are three main types of ML algorithms, each with its
own unique approach to model training: supervised, unsuper-
vised, and semi-supervised (reinforced) learning. It is possible
to utilize machine learning techniques to foretell acceptable
expectations, and accordingly, experimental outcomes may be
utilized to confirm the predictions made by the machine
learning models. To aid in research concerning new material
discovery, design, synthesis, and optimization, qualitative and
quantitative approaches rooted in autonomous processes and
high-throughput computations are utilized.'****® However,
supervised and unsupervised learning are two principal kinds
of machine learning methodologies.?***"” Supervised learning
encompasses a diverse array of methods, including eXtreme
Gradient Boosting (XGB), Random Forests (RF), Multiple Linear
Regression (MLR), Support Vector Machines (SVM), and Artifi-
cial Neural Networks (ANN). In supervised learning, models are
trained with labeled datasets that include input variables (X)
and their associated output variables (Y).>*>*** Multiple Linear
Regression (MLR) serves as a significant baseline approach
when the correlation between predictor variables and the target
response is nearly linear. Its simplicity, low computing expense,
and rapid training render it particularly appropriate for datasets
of moderate size. Gaussian Process Regression (GPR) enhances
this functionality using a nonparametric Bayesian framework,
facilitating more adaptable modeling of nonlinear connections
and offering uncertainty quantification.*"® Decision Trees (DTs)
provide a clear, interpretable framework that can accommodate
both numerical and categorical data with few preprocessing
requirements. Random Forests (RF) consolidate several deci-
sion trees to enhance prediction accuracy and resilience,
proving useful for both regression and classification problems.
The three main categories of machine learning, i.e., supervised
learning, semi-supervised learning, and unsupervised learning,

© 2026 The Author(s). Published by the Royal Society of Chemistry
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are illustrated in Fig. 11, using a flow chart. For problems
involving continuous or categorical value prediction, supervised
learning makes use of known inputs and outputs. Random
Forest and k-nearest neighbor are two algorithms that can
handle both tasks; however, Naive Bayes is only good for clas-
sification. Algorithms like k-nearest neighbor and support
vector machine determine the structure of the model in
supervised learning. For a model to learn how to predict new
data, it needs features (inputs) and targets (outputs) during
training.'*'%

The most important supervised learning algorithms for fuel
cell applications are given in Scheme 1 below.'®™* Unsuper-
vised learning, which detects concealed patterns in data
without predetermined labeling, offers considerable promise in
promoting the progress of anion exchange membrane fuel cells
(AEMFCs). Conventional approaches for -creating anion
exchange membranes (AEMs) often involve either trial and error
or simulations, which may be time-consuming and expensive.
Through the utilization of unsupervised learning, scientists
may discover new associations between the molecular compo-
sitions of AEMs and their characteristics, such as chemical
stability and ion conductivity, without requiring huge datasets
for training.'*'*® Researchers can find new connections
between AEM molecular shapes and their attributes, like ion
conductivity and chemical stability, using unsupervised
learning, which does not require large training databases. This
method can be used in conjunction with others that have
demonstrated potential in predicting and directing the
synthesis of high-stability AEMs, such as supervised learning

© 2026 The Author(s). Published by the Royal Society of Chemistry

Ilustration of the various machine learning (ML) algorithms that can be used for fuel cells.

and the virtual module compound enumeration screening (V-
MCES). Another important problem that prevents alkaline
membrane fuel cells from being used in the real world is the
degradation processes in AEMs. Unsupervised learning can
help shed light on this issue.'*®**® Additionally, it can aid in the
discovery of hidden patterns in degradation data, which can
guide the development of stronger membranes. In addition,
parametric models that estimate AEMFC performance with
different variables (e.g., temperature and pressure) may be
merged with unsupervised learning to optimize their dynamic
behavior. As another example, direct ammonia anion-exchange
membrane fuel cells (DAFCs) can benefit from this integration
through the enhancement of performance and extension of the
lifetime of the cells while tackling issues like ammonia cross-
over. The use of unsupervised learning in AEMFC research
might speed up the process of finding high-performance
materials and improving fuel cell designs. This, in turn, could
help bring this promising technology closer to manufacturing
and increase its acceptance.'’

Data-constrained modeling in AEMFC research. Recent
research in data-constrained settings, such as the “comparative
investigation of learning algorithms for image classification
with small datasets,” indicates that even restricted experimental
datasets may successfully train strong prediction models if
suitable architectures are selected. This mirrors the difficulties
in AEMFC modeling, where material and performance data-
bases frequently remain limited.>*®

Transferability of hybrid neural models to energy systems.
Hybrid neural architectures, shown as transformer-enhanced
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in the human brain operate together and
is called an artificial neural network
(ANN). Layers of interconnecting
processing nodes (neurons) make it up.

Artificial Neural Network
(ANN)

It is a statistical tool for modeling the
interplay between a set of independent
variables and a dependent variable.

Linear Regression (LR)

to a method that combines various
multiple regression approaches,
including PCR (principal component
regression) and PLS (partial least squares

Continuum Regression (CR)

Hypothesis Classes (HC) functions that might explain the
connection between the data being input

and output.

Possible Functions are mathematical
equations or models that describe how
input data is transformed into output data
within a hypothesis class.

Possible Functions (PF)

Understanding the problem requires a
deep dive into the data and its underlying
relationships to make precise predictions
or informed decisions.

Learning About a Problem

Encrypting significant assumptions
involves incorporating crucial underlying

beliefs or patterns about the data into the
model.

It is designed to handle different kinds of

Each one stands for a distinct approach to
interpreting and forecasting the data. For

classes and potential functions to acquire
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For ANNS to learn from data, they use
input and output data to modify the
s (weights) between nodes.
eing trends and
sting future outcomes.

Its purpose is to predict the dependent
variable from the independent
by finding the best-fitti

(linear equation) across the data points.

data more flexibly and increase
prediction accuracy by balancing
multiple regression approaches.

example, there is a distinction between
the hypothesis classes of linear
regression and neural networks.

These functions are what the machine
learning algorithm aims to learn and
optimize to best fit the data.

This ML algorithm utilizes hypothesis

knowledge of these relationships and
enhance their performance in the
assigned task

It enhances the machine learning
algorithm's capability to concentrate on
pertinent aspects of the data, thereby
enhancing its accuracy in making
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Scheme 1 Important supervised algorithms and functions.

recurrent neural networks employed in sophisticated solar
irradiance forecasting, underscore the efficacy of integrating
temporal learning mechanisms with attention frameworks to
simulate intricate physical systems. These approaches are
adaptable to AEMFC behavior prediction, including current
density evolution, water-management transients, and perfor-
mance decay.””

5.1 Real-world use of machine learning algorithms in
AEMFC research

(a) Artificial Neural Networks (ANNs) have been utilized to
forecast current density-voltage characteristics, AEM hydroxide
conductivity, and MEA deterioration patterns using nonlinear
correlations extracted from experimental data.**®

7880 | RSC Adv, 2026, 16, 7863-7910

predictions.

(b) Decision trees and ensemble methods (Random Forest,
XGBoost) have been employed to identify the principal
descriptors (IEC, water uptake, cationic headgroup chemistry,
electrode loading, relative humidity, operating temperature)
that significantly affect cell efficiency, ohmic resistance, and
oxygen reduction reaction (ORR) kinetics. These models facili-
tate the rating of material and operational criteria.*****”

(c) Unsupervised clustering methods, such as k-means and
hierarchical clustering, have been employed to categorize AEM
chemistries, degradation processes, and catalyst microstruc-
tures according to similarities in transport behavior or alkaline
stability.'**%”

(d) Semi-supervised learning handles the amalgamation of
limited experimental datasets with extensive simulated or

© 2026 The Author(s). Published by the Royal Society of Chemistry
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synthetic AEMFC datasets to enhance ion-transport prediction
and longevity assessment.****%

5.2 Benchmark studies between traditional physics-based
modeling and data-driven learning approaches

Conventional physics-based modeling: the conventional
physics-based modeling (NEA equations, Nernst-Planck trans-
port, multiphysics CFD, kinetic ORR modeling) and its
constraints under integrated thermodynamic, hydrodynamic,
and electrodynamic circumstances are covered.

Data-driven models: data-driven models provide rapid
predictions with minimal physical parameterization and
perform excellently when extensive multidimensional datasets
are accessible.

Hybrid physics-informed neural networks (PINNs): PINNs
serve as an interface between first-principles models and
machine learning, facilitating enhanced generalizability and
reduced data requirements.***>

By combining labeled and unlabeled data, semi-supervised
learning may optimize anion exchange membrane fuel cells
(AEMFCs) and greatly improve their development and optimi-
zation. This reduces the requirement for large experimental
datasets while simultaneously improving model accuracy. An
example of a methodology that successfully predicts the
chemical stability of AEMs and guides the fabrication of
extremely stable membranes is virtual module compound
enumeration screening (V-MCES). This method combines
supervised learning with feature selection of molecular
descriptors."™ A more elaborate study on virtual module
compound enumeration screening (V-MCES) discloses that V-
MCES involves searching a chemical space with over 4.2 x

Virtual module compound enumeration

screening (V-MCES)

This methodology is employed in scientific
research to explore novel materials
particularly for anion exchange membranes
(AEM) in fuel cells, without the requirement
of costly training databases.

The function of this approach entails
constructing a digital repository of possible
molecules, which can be examined to forecast
their characteristics and durability. This aids
researchers in pinpointing the most favorable
candidates for subsequent advancement.

V-MCES offers several benefits compared to
empirical trial-and-error or simulation
approaches. It eliminates the need for
expensive pre-existing training datasets,
making it a cost-effective and efficient
alternative for discovering new materials in
fuel cell technology.

Scheme 2 Virtual module compound enumeration screening (V-
MCES) functionality and advantages.
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105 candidates without the need for costly training datasets.
More clear information about its functionality and advantages
is given in Scheme 2. The schematic of the virtual module
compound enumeration screening (V-MCES) integration for
AEM fuel cells is visualized in Fig. 12.""*

Applying supervised learning approaches to V-MCES
improves its accuracy. These techniques aid in choosing the
most relevant molecular descriptors, which, in turn, improve
the chemical stability prediction for AEMs. Discovering novel
compounds that would not be easily found through standard
approaches becomes a breeze with V-MCES, since it can search
a huge chemical space comprising over 420 000 possibilities.
The use of V-MCES allows for the generation of a prioritized list
of possible AEMs with high stability. This list then directs the
synthesis of AEMs with very high stability, taking AEM research
to new heights in terms of building performance and design.*"*

5.3 Integration of neural networks (NNs) and artificial
neural networks (ANNs) in AEMFC technologies

Although neural network algorithms in ML are not new to
computer engineers and Al engineers, the supervised neural
network model has become very important in chemistry and
electrochemistry, especially for fuel cell applications. However,
very limited literature is available on Al and ML applications for
fuel cells, especially AEM fuel cells. Considering this perspec-
tive, I would like to put forward some of my thoughts and views
about using specific machine learning algorithms trained on
long-term experimental data to provide predictions on planned
experiments and schemes. In recent years, neural networks
have emerged as a helpful tool to improve the performance and
stability of anion exchange membrane (AEM) fuel cells. These
fuel cells are an essential component of sustainable energy
solutions. Predicting and improving critical performance char-
acteristics, such as chemical stability and voltage consistency, is
the primary objective of utilizing artificial neural networks
(ANNs) for anion exchange membrane (AEM) fuel cells.

Artificial neural networks (ANNs) are a subcategory and
a more advanced version of neural networks. They have the
potential to think and make decisions on their own after
receiving certain training using varied data. Further, they have
shown great potential for use in enhancing the development
and improvement of anion exchange membrane (AEM) fuel
cells by tackling issues related to chemical stability and
performance. ANNs are used to predict the chemical stability of
AEMs by linking molecular structures with stability metrics, like
Hammett substituent constants, obtaining good prediction
accuracy (R*> = 0.9978). To evaluate fuel cell conditions and
optimize control techniques, artificial neural networks (ANNs)
have been used to predict the cell voltage distribution in
commercial-size fuel cell stacks, drastically decreasing the
calculation time without sacrificing accuracy.'

The components that make up artificial neural networks are
similar to neurons in the real world. The whole Artificial Neural
Network of a system is made up of these units organized in
a succession of layers. The number of units in a layer can range
from a few hundred to millions, depending on the complexity of
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Fig.12 Visualization of virtual module compound enumeration screening (V-MCES) integration for AEMFC applications. Image reproduced with
permission from ref. 111. Copyright © 2023 Wiley-VCH GmbH. https://doi.org/10.1002/anie.202300388.

the neural networks needed to uncover the dataset's hidden
patterns. An input layer, an output layer, and hidden layers are
the typical components of an artificial neural network. The data
that the neural network needs to learn or evaluate comes from
the outside world and is received by the input layer. The input
data are then transformed into valuable output data by passing
them through one or more hidden layers. Lastly, the output
layer delivers the result of the Artificial Neural Networks' reac-
tion to the input data. The vast majority of neural networks use
linked units that span many layers. A unit's impact on another
is determined by the weights of each of these links. With each
data transmission, the neural network gains a deeper under-
standing of the inputs, which is then used to generate an output
at the output layer.">"***° The architecture of artificial neural
networks with input layers, hidden layers, and output layers for
the prediction of the AEMFC performance is illustrated in
Fig. 13a. Neural networks (NNs) consist of interconnected layers
of input and output nodes, with each connection transmitting
aweighted signal that is progressively modified during training.
By iteratively optimizing these weights and biases, the network
reduces the discrepancy between anticipated and desired

7882 | RSC Adv, 2026, 16, 7863-7910

outputs until sufficient convergence is attained. Neural
networks, while often necessitating extensive training datasets
and prolonged training durations, have several benefits: robust
resilience to noisy data, the capacity to model highly nonlinear
connections, and adaptability to forecast both continuous and
categorical outcomes. Notwithstanding their restricted inter-
pretability, neural networks have demonstrated considerable
efficacy in various scientific applications, such as predicting
electrochemical performance, screening catalysts, conducting
molecular dynamics simulations, and forecasting synthesis
routes, rendering them an invaluable asset for the progression
of data-driven AEMFC research. Fig. 13b illustrates forward feed
and error backpropagation of a neural network.*>**® The most
prevailing neural network architecture is the backpropagation
neural network, in which the discrepancy between the predicted
output and the target value is sent backward through the layers
to repeatedly adjust the connection weights and biases
(Fig. 13c). A standard backpropagation network has an input
layer, one or more hidden layers, and an output layer, with each
layer comprising several nodes or neurons. Fig. 13b demon-
strates that the descriptors from the training dataset are

© 2026 The Author(s). Published by the Royal Society of Chemistry
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Fig. 13

(a) The organization of the artificial neural network utilized in the process of constructing the model for AEMFC performance prediction.

(b) Schematic of the forward feed. Image reproduced with permission from ref. 225, copyright © 2022 the American Chemical Society. https://
doi.org/10.1021/acs.chemrev.2c00061. (c) Schematic of the error backpropagation of a neural network. Image reproduced with permission from
ref. 225, copyright © 2022 the American Chemical Society. https://doi.org/10.1021/acs.chemrev.2c00061.

transmitted from the input layer to the hidden layer, where they
undergo transformation via activation functions before being
relayed to the output layer to provide predictions. The quantity
of input nodes is directly proportional to the number of
descriptors, but the output layer may have a singular node for
regression or binary classification tasks, or several nodes for
multiclass or multi-objective predictions. Due to the absence of
a uniform guideline for ascertaining the ideal quantity of
hidden layers or neurons, the design of the network generally
necessitates empirical adjustment. Bayesian regularization can

© 2026 The Author(s). Published by the Royal Society of Chemistry

autonomously adjust network complexity and maximize the
quantity of trainable parameters, facilitating robust and highly
predictive performance across material-property
datasets‘225,2597261

There are many kinds of Artificial Neural Networks (ANNs),
and they all have different uses and designs. There are five most
common kinds. One type of feedforward neural network is the (a)
multilayer perceptron (MLP), which consists of two or more
output and input layers separated by hidden layers. Solar irra-
diance and rainfall forecasting are only two examples of the many

various
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https://doi.org/10.1002/aenm.201903242.

categorization, regression, and forecasting jobs for which MLPs
are extensively used. (b) Convolutional Neural Networks (CNNs):
CNNs are mostly employed in computer vision and image pro-
cessing; they are built to learn feature hierarchies from input
pictures in an automated and flexible manner. Pattern recogni-
tion and medical picture analysis are other areas where they find
use.”” CNNs have garnered significant attention in recent years
because of their remarkable efficacy in image identification tasks,
where they routinely surpass most conventional machine
learning methods. In CNN architectures (Fig. 14a), uniform
convolutional filters are utilized over all areas of an input picture,
producing feature maps that encapsulate local patterns. The
notion of confined receptive fields corresponds to the location of
interactions seen in several material systems. A direct approach
to implementing CNNs in materials science is transforming
material structures into image-like representations and subse-
quently training CNN models on these modified inputs. This
direct method is frequently insufficient, as ordinary CNNs do not
intrinsically accommodate the rotational and permutational
invariances essential for physically relevant material descriptors.
Although rotational data augmentation can somewhat alleviate
these limits and enhance model resilience, more sophisticated
symmetry-aware architectures are often required for precise and

7884 | RSC Adv, 2026, 16, 7863-7910

generalizable predictions in materials research.””~* (c¢) Recur-
rent Neural Networks (RNNs): RNNs are a great choice for time
series forecasting, language modeling, voice recognition, and
other jobs that require processing sequences of data. Applica-
tions needing contexts, such as robotics and natural language
processing, are well-suited to their memory-preserving capabil-
ities. In contrast to CNNs, which utilize spatially restricted
convolutions, Recurrent Neural Networks (RNNs) handle input in
a sequential manner by linking computational nodes across
temporal intervals while maintaining weight sharing across the
sequence. RNNs are very proficient at modeling sequential data
and have been extensively utilized in fields such as natural
language processing and speech recognition. Nonetheless, their
utilization in materials research is constrained due to the non-
sequential nature of most material descriptors. An anomaly
occurs in molecular informatics, where linear string-based
representations, such as SMILES, offer a sequential format
conducive to RNN structures, facilitating tasks, such as molecular
property prediction and generative design (Fig. 14b).>*® (d) Radial
Basis Function (RBF) network: this network type is commonly
used for function approximation, time series prediction, and
control systems; it employs radial basis functions as activation
functions. When it comes to optimizing chemical processes and

© 2026 The Author(s). Published by the Royal Society of Chemistry
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performing multi-objective controls, RBF networks are famous
for their powerful nonlinear mapping capabilities. (e) The fifth
type of generative model is the Deep Belief Network (DBN), which
consists of several layers of latent, stochastic variables. Its
applications include dimensionality reduction, feature learning,
and unsupervised learning. Speech recognition and bi-
oinformatics are two domains where DBNs find use.**** (f)
Graph convolutional neural networks are a specific type of graph
neural network (GNN, discussed in a later section). The initial
Graph Convolutional Neural Network (GCNN) models facilitated
information sharing predominantly among linked atoms,
employing deep learning elements, usually multilayer percep-
trons (MLPs), as local function approximators. With the intro-
duction of supplementary graph convolutional layers, each atom
acquires access to increasingly expansive chemical surroundings,
hence augmenting its receptive field. Subsequent innovations
provided structures that may modify bond characteristics
according to the atomic states they link, thereby improving the
depiction of chemical interactions. Recent graph network
frameworks extend GCNNs by integrating global qualities that
coexist with atom- and bond-level features, facilitating informa-
tion propagation across all three hierarchical levels. These
advancements have markedly enhanced the expressive capacity
of graph-based models, which now exhibit state-of-the-art efficacy
in predicting molecular and crystalline characteristics relative to
conventional machine learning techniques (Fig. 14c).»*>>*
Training and learning of ANNs: the process of learning in
artificial neural networks (ANNs) involves altering weights through
either supervised or unsupervised learning experiences. Unsuper-
vised learning finds patterns in input data without intended
outputs, whereas supervised learning minimizes mistakes using
a training set with input-output pairings. Training set: to get
dependable results from supervised learning, the training set must
be a good representation of the model. The operational weights of
the network are set after training is complete. Schemes for
learning: one typical approach to learning is error correction,
which frequently makes use of the closest neighbor and back-
propagation techniques. Finding the discrepancy between the
node's output and the desired output and adjusting the weights
accordingly is the process of error correction (Fig. 13).**

5.4 Hebbian's theory of neural network learning

The idea of learning through the change of synaptic connections
between neurons was proposed by Hebb in his 1949 hypothesis,
which was based on nervous system physiology. This assumption
is known as Hebb's theory. Neuron A's axon can strengthen its
connection to neuron B through a development process if it helps
fire neuron B several times, according to Hebbian learning. In
single-layer networks with input and output units, the majority of
neural network learning methods are variations of Hebbian
learning, which states that the synchronous activity of two
neurons enhances their connections.

5.5 Perceptron neural network learning

The perceptron is a standard neural network that is taught with the
perceptron-learning algorithm to partition input vectors into target

© 2026 The Author(s). Published by the Royal Society of Chemistry
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outputs, which are generally either +1 or —1. Because of this, it is
well-suited for performing fundamental pattern categorization
tasks. Both online and batch training options are available for
neural networks. To get a cumulative update that closely tracks the
gradient, we use batch mode to store and apply weight adjustments
after an entire epoch, as opposed to updating them after each data
sample in online mode. To train, one must input samples,
compute the output error, and then tweak the weights so that the
error is as small as possible. The selection of hidden neurons in
a neural network is critical as an excessive number might result in
subpar performance on novel input, but an insufficient number
can impede the network’s ability to learn successfully.'****>

5.6 Real-time working model of artificial neural networks
(ANNs)

ANN s are computer models that aim to solve complicated issues
by learning from data in a way similar to the way the human
brain works. ANNs have been around for almost fifty years, but
they've just recently been popular because of how much faster
and more powerful computers are. Similar to biological
neurons, ANNs analyze data through a network of linked
neurons, which allows them to efficiently deal with input-
output nonlinearities. Applications necessitating pattern iden-
tification, data categorization, and predictive modeling find
ANNG s particularly helpful due to these capabilities. Applications
ranging from system control to facial recognition might benefit
from ANNSs because of their self-organizing nature, resilience,
parallelism, and capacity to handle imprecise input. Although
ANNs have many benefits, they may be difficult to model and
require careful training-phase control to avoid problems like
overfitting and local minima.***

The study analyses the output of artificial neural network
(ANN) models trained with three distinct learning methods,
utilizing critical input parameters, such as stack current,
cathode inlet temperature, anode inlet pressure, and flow rates.
To find out how well the models forecast stack voltage and
temperature, this evaluation is crucial. The models were trained
using over 90% of the 400 data points, whereas testing and
validation accounted for less than 10%. Each model only
included one hidden layer, and several models were tested by
adjusting the hidden layer's neuron (processing unit) count; an
example of a neural network model is given in Fig. 15a. To
maximize the model's efficiency, various learning techniques
were evaluated. One way to compare anticipated and actual
values is with the Mean Squared Error (MSE), which is calcu-
lated as the average of the squares of all the errors. An improved
model performance is indicated by a low MSE. The R* coeffi-
cient shows how closely the model's predictions fit the observed
data. Performance is improved when the value is closer to 1. The
algorithm type, range of neurons in the hidden layer, R* values,
and MSE values are all listed in the columns. The x-axis shows
time (s), and the y-axis shows the voltage (V) in Fig. 15b-d.
Finding the optimal model for PEMFC performance prediction
requires comparing several techniques and neuron counts."*>***

Despite their benefits, ANNs are difficult to mimic and may
overfit and exhibit local minima, which must be managed

RSC Adv, 2026, 16, 7863-7910 | 7885
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experimental and modeled responses using an ANN and the LM algorithm. (c) Experimental and model stack voltage responses with a Bayesian-
based ANN. (d) Model and experimental stack voltage responses using an ANN and the SCG algorithm. Image reproduced with permission from
ref. 112. Copyright © 2022 by the authors. Licensee MDPI, Basel, Switzerland under Creative Commons Attribution (CC BY) license. https://

doi.org/10.3390/en15155587.

during training. The use of Artificial Neural Networks (ANNs) in
resolving mathematical programming difficulties further
emphasizes their adaptability and promises for future investi-
gation. The ongoing progress and use of ANNs are primarily
motivated by their capacity to simulate intricate patterns and
make informed choices, resembling the adaptive learning
mechanisms of the human brain. Consequently, their extensive
utilization in several influential domains has established them
as a fundamental component of contemporary artificial intel-
ligence and machine learning investigations.">**® Hinton G. E.
et al. reported working with high-dimensional data and
reducing the dimensionality; notably, data that contain a great
number of characteristics or variables are called high-
dimensional data. A dataset with many measurements for
each sample and a picture with many pixels are two examples.
Codes with fewer dimensions: these encode the most important
aspects of high-dimensional data using a less complex repre-
sentation. Automatic encoders and multilayer neural networks
are examples. Neural network with multiple layers: refers to an
AI model that uses a network of interconnected nodes or
neurons to perform computations on input data. The data are
transformed by each layer, making pattern recognition simpler.
An autoencoder is a specialized kind of neural network that can
learn to code input data efficiently. It contains two parts: an
encoder that compresses the data and a decoder that recon-
structs the original data from the compressed form. Dimen-
sionality reduction makes it easy to classify data into multiple
groups; enhanced classification results in reduced data

7886 | RSC Adv, 2026, 16, 7863-7910

complexity, facilitating better visualization and comprehen-
sion. Less data mean simpler storage and sharing, improving
communication."?

6. Novel artificial intelligence
predictive modeling and approaches
for fuel cells

6.1 Predictive modeling

Predictive modeling substantially boosts the operation and
efficiency of anion exchange membrane fuel cells (AEMFCs) by
optimizing several parameters and minimizing the requirement
for extensive experimental trials. Researchers can investigate
the effects of membrane properties, such as water diffusivity,
membrane thickness, ion exchange capacity, and hydroxide
conductivity, on the AEMFC performance and stability using
computational methodologies, such as the one-dimensional
isothermal and time-dependent models. They concluded that
the most important factors affecting the AEMFC lifetime are
water diffusivity and the maximum hydration level."”**° The
chemical stability of anion exchange membranes (AEMs) and
the performance of membrane electrode assemblies (MEAs)
have been predicted using artificial intelligence (AI) and
machine learning techniques, such as artificial neural networks
(ANNs) and decision trees. This has resulted in a high level of
accuracy and a reduction in the number of unnecessary exper-
iments. These models can accurately anticipate the distribution

© 2026 The Author(s). Published by the Royal Society of Chemistry
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of cell voltage and the consistency of cell voltage in commercial-
size fuel cell stacks. As a result, the amount of time required for
calculation is greatly reduced, and they also help in the
assessment and improvement of control systems.'*"**>

The global modeling process (GMP) has reportedly been
applied to DMFCs, and the efficiency of direct methanol fuel
cells (DMFCs) depends on a wide range of variables. It is
possible to ruin the model by attempting to characterize all
these elements with just one electrochemical formula. Using
computational fluid dynamics models: by taking varying values
of these elements into account, CFD (Computational Fluid
Dynamics) models aid in calculating the performance of fuel
cells. It takes a long time to run these simulations. Difficulty in
handling variations in parameters: rebuilding the CFD models

Multi-type parameters:
Geometric parameters
MEA physical parameters
Operating parameters
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is necessary when there are changes to the geometric and MEA
physical parameters. Metamodel for Kriging: one mathematical
tool for developing a global model that considers several factors
is the Kriging metamodel. The importance of reliable samples:
it takes a lot of time and money to conduct experiments to
construct these models. A novel approach to efficient data
sampling for model generation is required (Fig. 16).**"*>*
Computational modeling studies on PEM fuel cells revealed
through analysis and optimization of their performance,
models aid in the improvement of PEM fuel cells. An effective
model may collect crucial data from within the program, much
like a software sensor. Issues arise, however, when relying on
empirical data to define the proper parameters for these
models, as this area has not been thoroughly investigated. The

Fuel cell performance:
Power output
Energy conversion efficiency
Operating stability
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model's accuracy for real operating settings might be limited by
the current parameterization approaches, which require
substantial resources and intrusive procedures. Because of this,
it is difficult to establish reliable predictions about the behavior
of fuel cells. Despite the high computing costs, optimization-
based approaches can assist in identifying fuel cell model
parameters using non-invasive measurements. More accurate
parameterization of electrochemical systems may be possible,
according to new studies on batteries. To parameterize PEM
fuel cell models, improve parameter identifiability, and solve
structural identifiability difficulties with extra data, a study has
offered appropriate experimental designs and a systematic
procedure.””® The model investigations concentrate on chem-
ical degradation, transport processes, and electrochemical
reactions. These studies include a one-dimensional isothermal
and time-dependent model of the operations of an anion
exchange membrane fuel cells (AEMFC). Key findings indicate
that membrane water diffusivity and Amax) have a significant
impact on the lifespan of an anion exchange membrane fuel cell
(AEMFC). Additionally, membrane thickness and IEC play roles
owing to their ability to improve water distribution. Enhancing
the stability of functional groups is essential for maintaining
performance stability, whereas the conductivity of AEM
hydroxide has little effect on the longevity of the material. The
study discovered a connection that helped estimate the lifespan
of an AEMFC and compare it to the actual operating times. This
highlighted critical aspects that should be considered while
designing improved AEMs.*** In addition, global modeling tools
that combine adaptive sampling with the Kriging approach
have been created, guaranteeing accurate performance fore-
casts throughout the whole design space and increasing
prediction accuracy by around 26% when compared to
conventional models."””*'** A mathematical model was devel-
oped to analyze the impact of various operating variables, such
as temperature and pressure, on the voltage and efficiency of
a single cell in an anion exchange membrane (AEM) water
electrolyzer. The model considers many crucial aspects that
impact the effectiveness of the electrolyzer, such as electrolyte
conductivity, AEM thickness, catalyst layer porosity, and the
existence of double layers at liquid-gas interfaces. The model
has determined that the ideal temperature for running the AEM
water electrolyzer is 75 °C, while the optimal pressure is
1.8 MPa. These values align with the experimental results,
confirming the dependability of the model. The model assesses
the electrolyzer's present performance and efficiency and
suggests ways to enhance these parameters in the future. These
suggestions might lead to more efficient and cost-effective
assembly and operation of single-cell AEM water electro-
lyzers.” By improving operating circumstances and system
design, AEMFCs may be made even more efficient using Al-
aided models and adaptive neuro-fuzzy inference systems
(ANFIS), which show promise for making accurate and
dependable performance forecasts. All things considered,
predictive modeling is a potent tool for enhancing AEMFC
performance and efficiency with less experimental effort
through better design, control, and operation.”® In another
report, in Matlab, a model was used to make predictions about
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the operation of a solid polymer electrolyte fuel cell. This model
makes use of electrical and thermal models to anticipate the
behavior of the fuel cell, particularly temperature variations.
The findings demonstrate how performance varies with
different factors, such as temperature and pressure.**’

6.2 Optimization algorithms

The performance and efficiency of anion exchange membrane
fuel cells (AEMFCs) may be significantly improved by the utili-
zation of optimization algorithms. These algorithms are
responsible for precisely calculating and fine-tuning the
parameters that regulate the functioning of these fuel cells. It
has been demonstrated that the hybrid particle swarm optimi-
zation puffer fish (HPSOPF) algorithm has superior perfor-
mance in parameter estimation for proton exchange membrane
fuel cells (PEMFCs). This algorithm can be adapted for anion
exchange membrane fuel cells (AEMFCs) to achieve a minimal
sum of square errors and improved voltage-current character-
istics.”” A MATLAB-Simulink model has been developed to
simulate the behavior of proton exchange membrane fuel cells.
This model, which considers design and environmental
parameters, can anticipate the impact of these elements
without performing tests. For precise parameter identification,
the model employs a GA-PSO hybrid optimization approach,
guaranteeing an error margin of less than 1% between the
experimental and simulation data. Dynamic simulations vali-
date the model's correctness and dependability by displaying
dependable voltage and power responses.**** Rui Ding et al.
demonstrated that when it comes to parameter extraction, the
Coyote Optimization Algorithm (COA) demonstrates a substan-
tial level of precision, which is necessary for improving the
performance of fuel cells under a variety of operating condi-
tions. They worked on optimizing different ML algorithms to
predict the current density at 0.6 V and the precious platinum
consumption of the PEMFC. They compiled a database
comprising 126 entries that describe the PEMFC performance
across four operating conditions, i.e., cathode and anode flow
rates, cell temperature, and back pressure, with an emphasis on
variables like flow rate and membrane thickness. Additionally,
the dataset tracks 15 parameters for MEA preparation,
including active area, drying temperature, membrane thick-
ness, type of MEA fabrication, ink stirring method, ink stirring
temperature, I/C ratio, equivalent ionomer weight, anode Pt
loading and cathode Pt loading.”®* Fig. 17a illustrates the
machine learning-assisted algorithm optimization flow chart
for the PEMFC experimental data. Fig. 17b presents a collection
of graphical data for the prediction of the current density of
PEMEFC at 0.6 V using different ML-assisted algorithms.

Fig. 18 shows a graphical data representation of various
machine learning techniques that were evaluated for their
performance in predicting Pt usage at 0.6 V. The regression
modeling utilized all 19 initial characteristics as input."*® In
addition, innovative algorithms, such as the opposition-based
arithmetic optimization algorithm (OBAOA) and the coyote
optimization algorithm (COA), have shown that they are capable
of accurately retrieving and optimizing the parameters of

© 2026 The Author(s). Published by the Royal Society of Chemistry


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5ra08517a

Open Access Article. Published on 06 February 2026. Downloaded on 2/12/2026 8:24:50 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

View Article Online

Review RSC Advances

N7

SHAP/PDP Interaction Associate Rule Mining/EIX/TBRFA

“ﬁ o > | i

Importance Ranking

ntal Data Blackbox

Genetic Algorithm rameter Scan

PEMFCE Al-Guided ( ization

,.___________
AREREN

Training Data Machine Learning Modelling Efficient Pt Utilization

o
]

1200 12001 o xGBoost Test Set P @ Random Forest Test set

XGBoost Training Set 2 Random Forest Training Set >
Fro00 F1000 F000
i3 g z
3 800 3 800 3 800
- & -
600 £ e00 Z 600
s, ) 3,
g 400 ‘g 400 § 400
& 200 & 200 £ 200
o ° o
) 200 1000 1200 s 260 250 600 550 1000 5 260 %0 0 1000
Frodicted_Power_Density@0.6V (mw cm-) e Predicted_Power_Density@0.6V (mW cm*) Frodictod_ower_Density@0.6V (mw om)
12001 o Ligntosm Test set A o 1200 { "o GradientBoost Test set 1200 {0 etra Tree Test set ra
LightGemM Training Set ‘ GradientBoost Training Set & 2 Extra Tree Training Set

o)
5
H
8

8

]
8

Real_Power_Density@0.V (mi¥ )
§ 8
8

Real_Power_Density@0.6V (mW e’
9
8

H

§

°
°

3 <50 550 000 ) 200 w0 e oo 1200
g Donsity@o.6V (mW em-) h Donsiiy@o.6V (mw ome)
1200 1200 1200
Ziooo S1000 F1000
= = =
T 3 3
£ ao0 £ 200 £
& & &
S ooo £ coo 2 coo
g 400 g 400 g' 00
& 4 =
2200 T 200 % 200
o ° o
H o 200 400 600 800 1000 1200 o 200 400 600 800 1000 o 200 400 1000
] Prodicied Power Densiy0.6v (mw cm) Predicied Powsr Densiiy@0.6V (mw om Prodicied_Power_Densiy@0.8V (mW em)
80 200 g RATSE Traiing Set 1.00 200 g RWSE Testing Set 1.00
= Y R? Training Set Y R? Testing Set *
@70 o Tree §il} Extra Tree  AdaBoost * Joss Joss
3 B eof * g el b g b ¢
ok Gradient Boost @catBoost @y u * H{oso W * Joso
' e Y % e
Sisol ‘ XGBoost LightGBM s | % 9 s +*
2 & 100 | || J085% 3 100 Aoas“ﬁc'
F\:m( lom Forest s s
Bo 2 - E mp Y¥g I
Joso = Y % Joseo0
g 3 ] 3 | | ]
250 % & oof L & w =
g Artificial Neural Network Yozs | P |
=20} R ¢ 1
v ms S T
S @ ° S Ry e°° “‘o % oo 2o $°p o o" e’“ 297 (o
Mean Average Error on Training Set SR \-\“ v)““.; 2 o o *° 0“ e e 1
wo N
e 1

Fig. 17 (a) Machine language-guided optimization flow chart. (b) Different graphs of different machine language algorithms predicting the
current density at 0.6 V; ((b) a—i) regression modeling inputs with 19 feature algorithms for predicting the current density at 0.6 V; ((b) j) different
ML algorithms' MAEs on the training set and testing set; ((b) k) various RMSE and R? values obtained from the training set using different machine
learning (ML) methods; ((b) 1) the R? and RMSE values of several ML methods on the test set. Image reproduced with permission from ref. 264,
copyright © 2022 the American Chemical Society. https://doi.org/10.1021/acsami.1c23221.

© 2026 The Author(s). Published by the Royal Society of Chemistry RSC Adv, 2026, 16, 7863-7910 | 7889


https://doi.org/10.1021/acsami.1c23221
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5ra08517a

Open Access Article. Published on 06 February 2026. Downloaded on 2/12/2026 8:24:50 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

View Article Online

RSC Advances Review
o e e e e e e e e e e e e e e e e e
1 1
I a b C i
1  Atificial Neural Network Test Set ®  XGBoost Test Set ©  Random Forest Test Set :
I 2.0 Artificial Neural Network Training Set 20 XGBoost Training Set 20 Random Forest Training Set 1
I - - = 1
1 3 B z 1

H g g
: g1s Tis g1s 1
> > > I
1 2 3 3 1
3 s S
() ® 8 1
1 s10 s1o s10 1
13 8 3 1
1 3 s 5 1
] ] |
: :IO.S g\ 05 i\ 05 :
[ & ¢ I
1 1
1 00 00 00 1
1
1 000 025 050 075 100 125 150 175 2.00 0.0 05 10 15 20 000 025 050 075 100 125 150 175 2.00 :
I Predicted Predicted_Pt_Utilization@0.6V (gPt kW) e Predicted_Pt_Utilization@0.6V (gPt kW) Predicted_Pt_Utilization@0.6V (gPt kW) I
1 © LightGBM Test Set @ GradientBoost Test Set @ Extra Tree Test Set 1
1 20 LightGBM Training Set 20 GradientBoost Training Set 20 Extra Tree Training Set 1
I 1
1 £ ~ -~ |
z z z
1 = - = 1
1 & L1s L1s I
2 3 3 1
1 s 3 s I
1 @ e e
§10 $10 S10 1
[ | ] ] 1
1 - B H 1
g 2 : !
1 2105 ~105 ~105 1
13 3 3 H
I & &
1
1 1
1 00 00 00 H
1 000 025 050 075 100 125 150 175 200 000 025 050 075 100 125 150 175 2.0 . 00 05 10 15 20 1
1 g predicted, Predicted_Pt_Utilization@0.6V (gPt kW) h Predicted_Pt_Utilization@0.6V (gPt kW) I Predicted_Pt_Utilization@0.6V (gPt kW) 1
: @ Decision Tree Test Set @ CatBoost Test Set @ AdaBoost Test Set :
I 20 Decision Tree Training Set 20 CatBoost Training Set 20 AdaBoost Training Set 1
1 = = = 1
1 2 - ] 1
I g Z1s &1s 1
I > > > 1
1 3 3 3 h
3 3 3
[ : e 1
1 S §10 §10 I
H H H
18 3 3 1
1 3 3 3 1
] 3 |
I El 0.5 E\ 05 S 05 1
P f H 3 1
1
I I
1 00 00 00 1
: HEEY) 05 10 15 00 05 X i 20 00 05 10 15 20 1
H Predicted, Predicted_Pt_Utiization@0.6V (gPtKW-) K Predicted_Pt_Utilization@0.6V (gPt kW) | Predicted_Pt_Utilization@0.6V (gPt kW) :
0.14 4 1.00 04 1.00
1 [ ] RM’TraKg$ [ RMSE Testing Set 1
: - AdaBoost Y R? Training Set * Y R’ Testing Set * * * 1
| doef K o * * e |
1 £ S 03f S 03f * * 1
@010 = =
: e LightGBM lﬂ 1% g 122 :
5 XGBoost & * &
[ 5™ 5 7ol K i
o o~ o
1k ‘CalBoost A\Random Forest 0 02F . 1085w & 02t 1085 %
1 oos} g § I
o
: @ Gradient Boost . = * . Joso0 = . Joso 1
1 S} Avtificial Neural Network g o 3 [ :
: 1
I c Jecision Tree  Extra Tree g O & O [ | [ * 1
1 8ol N {ors H g ™0 o,
1 =7 1
I [ ] |
1 000 002 004 006 008 010 012 014 PN 0™ 0 (@ @ < o N o o o @ <@ o o I
I " (Y 467 0% 4P (@ gt SO0 (8 6 0 o e
Mean Average Error on Training Set W PRI o™ P W S0 o™ € 00 P 1
1 o7 @ & ! @ @ o \‘\a" 1
1 w\i\“\ (&\0‘° 1
1 la 1
1 1

Fig. 18

(a—i) Various machine learning techniques were evaluated for their performance in predicting Pt usage at 0.6 V. The regression modeling

utilized all 19 initial characteristics as input. (j) Mean absolute error (MAE) values of several machine learning (ML) algorithms on both the training
and testing sets. (k) RMSE and R? values of several machine learning methods on the training set. (I) RMSE and R? values of several machine
learning methods on the test set. Image reproduced with permission from ref. 264, copyright © 2022 the American Chemical Society. https://

doi.org/10.1021/acsami.1c23221.

PEMFCs. These algorithms can be extended to AEMFCs to
improve their efficiency and performance.** The horse herding
optimization algorithm (HHOA) and the seagull optimization
algorithm (HSOA) are two examples of hybrid algorithms that
have demonstrated their usefulness in terms of convergence
speed and final correctness. These two aspects are essential for
the practical application of anion exchange membrane fuel cells
(AEMFCs). By optimizing operational conditions and
decreasing dependence on precious metals, the incorporation
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of these sophisticated optimization approaches makes AEMFCs
more economically viable while simultaneously improving their
performance and durability.*>%>**

6.2.1 Model training for AEMFC. After identifying the best
feature subset, including ion-exchange capacity, membrane
water absorption, hydroxide conductivity, catalyst loading, and
MEA operating conditions, it may be utilized to train various
linear and nonlinear machine learning algorithms specifically
designed for AEMFC research.’®* Datasets are often partitioned
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into training and test sets: the training set is utilized for con-
structing the prediction model, while the test set is designated
for assessing its generalization performance. Based on the
characteristics of the data and the desired outputs, machine
learning in AEMFC investigations can be executed using
supervised, unsupervised, or semi-supervised learning meth-
odologies. In supervised learning, models discern correlations
between input variables (e.g., polymer backbone chemistry,
quaternary ammonium stability, electrode porosity, gas feed
parameters) and goal outputs, such as membrane conductivity,
degradation rate, peak power density, or AEMFC efficiency.
Regression and classification models modify their internal
parameters to reduce prediction errors, enabling swift evalua-
tion of performance metrics for new membrane materials or
MEA configurations, thus providing a robust alternative to
laborious experiments and resource-demanding physics-based
simulations. In the absence of labeled identifiers, unsuper-
vised learning facilitates clustering and dimensionality reduc-
tion to reveal latent patterns, like polymer family classifications,
stability-conductivity trade-offs, or similarities in catalyst
structures. These insights facilitate the formulation of logical
design strategies and indicate which material categories or
operational conditions warrant further investigation.>**233-23

6.3 Data-driven insights using Al

Using data-driven insights and developing innovative materials
can greatly improve the performance and efficiency of anion
exchange membrane fuel cells (AEMFCs). Improvements in
anion exchange membranes (AEMs), binders, and catalyst
layers (CLs) have allowed AEMFCs to reach performance levels
similar to those of proton exchange membrane fuel cells
(PEMFCs), with power densities reaching 3 W cm™ 2% The
adjustment of operating parameters, such as the cell tempera-
ture and reactant humidification, is particularly important. This
is due to the fact that higher temperatures and adjusted gas dew
points can reduce the risk of flooding and dehydration, which
ultimately leads to an improvement in cell performance.
Furthermore, the synthesis of ionomers that are highly water-
permeable and the implementation of hydrophobic treat-
ments inside the catalyst layer have the potential to tackle the
issues of anode flooding and cathode dry-out, enabling peak
power densities of up to 2.70 W cm ™2, Key membrane param-
eters, such as water diffusivity and ion-exchange capacity, have
been identified as significant elements that influence the life-
time and performance stability of an anion exchange
membrane fuel cell (AEMFC) through the use of computational
models.’*>*** Similarly, the implementation of novel tech-
niques, such as applying textures to membranes to augment
surface roughness, has demonstrated the ability to boost the
three-phase boundary, resulting in a notable increase in power
density of up to 17%. Empirical equations relating ionic
conductivity and hydration level have been created, and these
relationships will be crucial in guiding future developments in
membrane technology and water-management approaches.
Together, these data-driven insights and technology develop-
ments offer a complete foundation for enhancing the
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performance and efficiency of AEMFC, thereby making them
commercially viable.****%”

Karam Yassin et al.'s findings demonstrate that the maximum
hydration level (An.) significantly impacts the lifetime of
AEMFCs, with ion-exchange capacity (IEC), water diffusivity, and
membrane thickness following in influence. Improving the
stability of functional groups is essential, while the conductivity
of AEM hydroxide has a negligible impact. Furthermore, estab-
lishing an algebraic functional relationship among essential
dimensionless parameters and utilizing machine learning (ML)
regression analysis to evaluate the lifetime of AEMFCs are
important. A wide neural network (WNN) model, trained and
validated with MATLAB's Regression Learner Toolbox (2022a),
predicts the influence of AEM parameters (Amnax, IEC, thickness,
diffusivity, and reaction rate constant) on AEMFC durability. The
comparison of model predictions with reported membrane life-
times offers significant insights for the optimization of AEM
design, aimed at improving fuel cell stability.'”*

6.4 Al in fault detection and maintenance of fuel cells

Analogous to proton exchange membrane fuel cells, anion
exchange membrane fuel cells (AEMFCs) rely on fault detection
and maintenance to improve efficiency and performance. Reliable
problem diagnostic systems are necessary to guarantee consistent
performance and prevent deterioration. Hybrid deep learning
networks that combine ResNet and LSTM have demonstrated
exceptional accuracy in fault detection, achieving a remarkable
99.632%. These networks utilize characteristic impedance and
other vehicular measurement signals to identify different fault
categories, such as membrane drying and flooding.*® During the
fuel cell testing process, non-invasive approaches that are based
on the coefficient of variability, imprecise membership values,
and wavelet transform have also been verified experimentally for
fault identification and isolation. This ensures that the fuel cell is
not damaged in any way."* Diverse artificial intelligence (AI) and
machine learning (ML) methods have been utilized to improve the
precision and effectiveness of defect diagnostics. For example, the
use of deep learning frameworks that combine Electrochemical
Impedance Spectroscopy (EIS) with neural networks has demon-
strated enhanced performance in diagnosing faults. These
frameworks utilize a small amount of EIS data to forecast the
parameters of an analogous circuit model and create reliable
diagnostic characteristics."* The diagnostic accuracy and gener-
alizability of Support Vector Machines (SVM) improved with
adaptive particle swarm optimization (APSO) have been shown to
be superior for common defects, such as flooding and drying.***
The integration of swift EIS measurements with enhanced k-
nearest neighbor classifiers has proven to be successful in
differentiating between various conditions, such as flooding and
membrane drying. By employing sensor pre-selection and artifi-
cial neural networks (ANNs), data-driven methods have success-
fully attained exceptional diagnosis accuracy (99.2%) and recall
rates (98.3%). This has been accomplished by eliminating fewer
sensitive sensors and employing efficient training techniques.**>
Stacked autoencoders (SAE) have demonstrated strong identifi-
cation capabilities for several fault circumstances, including
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hydrogen leaking. Furthermore, the utilization of multi-stage fault
detection models employing Support Vector Machines (SVM) in
conjunction with binary trees has proven to be highly accurate in
classifying fault kinds and degrees. Algorithms such as the square
root unscented Kalman filter (SRUKF) and Bayesian inference
have been employed to detect and isolate faults at an early stage,
especially in cases of floods and catalytic degradation. The prog-
ress in artificial intelligence (AI) and machine learning (ML)
applications for proton exchange membrane fuel cells (PEMFCs)
establishes a strong basis for creating fault detection algorithms
for AEMFCs, guaranteeing enhanced dependability and
longevity. '3

6.5 AI/ML in materials discovery for fuel cells

Artificial intelligence (AI) and machine learning (ML) technol-
ogies combine fast calculations and interpretable models to
forecast and interpret the capacity to create and the functioning
of materials. This helps to connect the predictions made by
computer simulations with the practicality of real-world exper-
iments. Previously, energy materials like fuel cell components
were developed through time-consuming and costly trial-and-
error processes. However, with the help of Al and ML, massive
datasets can be rapidly analyzed to reveal patterns and forecast
material features. For example, convolutional neural networks
(ConvNets), which are a type of deep learning model, are used to
analyze particle-size distribution in catalyst layers. This helps to
improve the efficiency of polymer electrolyte fuel cells."*>**® The
fast identification of superionic conductors, which are neces-
sary for solid-state electrolytes and cathode materials, is made
possible by AI platforms, such as AI-IMAE, which accurately
anticipate the ion migration activation energy. Also, cost-
effective oxygen evolution reaction (OER) catalysts have been
developed using ML-guided materials discovery and high-
throughput synthesis; these catalysts are essential for boost-
ing the efficiency of electrochemical technologies.™” Artificial
intelligence (AI) has shown great promise in improving proton
exchange membrane fuel cell (PEMFC) efficiency by detecting
critical parameters in membrane electrode assemblies (MEAs)
without requiring laborious trial-and-error procedures. Artifi-
cial intelligence (AI) can transform material design and
performance knowledge; for example, a fuel cell anion exchange
membrane (AEM) designed using virtual module compound
enumeration screening (V-MCES) in conjunction with super-
vised learning shows impressive stability. To sum up, artificial
intelligence and machine learning play crucial roles in revolu-
tionizing fuel cell material discovery by facilitating the creation
of innovative energy materials at a lower cost, with greater
efficiency, and in less time."**'*® However, the materials science
community has access to a wide range of DFT and MD software,
including both private and publicly licensed software. The
methods, basis sets, exchange-correlation functionals, and
potentials used by these codes vary. Table 1 of ref. 157 illustrates
a variety of DFT and MD software, along with their
descriptions.™’

Recently, researchers proposed the PrISMa platform as an
all-encompassing answer that combines life cycle assessment,
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techno-economics, process design, and materials. Its goal is to
bring together stakeholders at the beginning of carbon-capture
technology development in order to speed up the process.
Technological progress relies on the identification of high-
performing materials. Density functional theory and molec-
ular simulations provide reliable material property predictions;
however, they are resource-intensive. To get around this,
researchers employed a machine learning feedback loop to
efficiently screen a bigger area of chemical designs.'”® Data
analysis, computer methods, and domain knowledge are all
part of machine learning's systematic approach to materials
chemistry, which aims to speed up the process of discovering
and synthesizing novel compounds. Each of the many critical
steps in this intricate procedure is essential to the final result.
The first step is to gather a large amount of chemical data. After
that, they are processed and polished to make them more useful
for materials chemistry analysis and prediction. The first step is
to determine which machine learning algorithms will be most
effective for solving the challenge. The available data are used to
train these algorithms, and their performance is fine-tuned by
adjusting their parameters. Validation and testing are carried
out utilizing new, unseen data to guarantee the dependability of
the model. Understanding the connections between the input
features and the attributes that are predicted is made easier
with the aid of these models. Fig. 19a and b illustrate the
systematic flow of the ML process."**

6.5.1 Differentiating between real-time adaptive control
and materials discovery for AEMFCs. Predictive modeling,
empirical performance estimation, and parameter optimization
have been the focus of recent Al and ML frameworks in fuel cell
research. Beyond these conventional uses, Al plays a more
expansive transformational function in the context of
AEMFCs."7#'% It is possible to distinguish two different
domains.

6.5.1.1 Data-driven screening of membranes, catalysts, and
electrode components. Machine learning enables rapid, high-
throughput screening of next-generation anion exchange
membranes by learning complex, nonlinear relationships
between polymer structure, morphology, and electrochemical
performance. Using supervised learning models, such as
random forests, support vector regressors, and neural networks,
researchers can predict key AEM properties, including
hydroxide conductivity, alkaline stability, water uptake, swelling
ratio, and mechanical robustness directly from molecular
descriptors or polymer fingerprints. Unsupervised clustering
techniques help identify hidden structure-property trends,
classify polymer backbones based on stability signatures, and
reveal design motifs associated with enhanced OH™ transport.
Neural network-based structure-property prediction, graph
neural networks (GNNs), and polymer informatics platforms
enable the exploration of large chemical spaces encompassing
cationic head groups, spacer architectures, side-chain lengths,
and backbone rigidity. These approaches significantly reduce
the reliance on traditional trial-and-error synthesis by enabling
in silico prioritization of polymers with higher alkaline stability,
suppressed Hofmann elimination, improved microphase sepa-
ration, and optimized hydration levels. ML-guided screening

© 2026 The Author(s). Published by the Royal Society of Chemistry
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Table 1

Important databases providing the structural and physicochemical properties of materials
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Database

Data and insights offered

Source information

Link to the database

Materials Project

ChemSpider

Open Quantum
Materials
Database

NOMAD (novel materials discovery)

ZINC

Khazana

CMR

MatNavi

HTEM

MatWeb

Provides high-throughput DFT-
computed structural,
thermodynamic, electronic, and
mechanical properties for
experimentally known and
theoretically predicted materials
Aggregates chemical structures,
properties, spectra, and
bibliographic data for millions of
small molecules from multiple
curated sources

Contains DFT-calculated
thermodynamic, structural, and
stability data for hundreds of
thousands of inorganic crystalline
materials, enabling large-scale
materials screening and discovery
Provides compliant, curated
materials-science data, including
raw and processed outputs from
DFT, MD, and electronic-structure
calculations supporting large-scale
ML modeling and benchmarking

Provides a curated library of
purchasable small molecules with
3D structures, physicochemical
properties, and ready-to-dock
formats for virtual screening and
computational drug/materials
discovery

Provides curated, standardized
datasets for chemistry and
materials science, including
reaction data, molecular properties,
and materials informatics
benchmarks, supporting
reproducible AI/ML model
development

Hosts curated computational
materials datasets, including crystal
structures, electronic properties,
and DFT-calculated energies,
enabling benchmarking,
reproducibility, and ML-driven
materials discovery

Integrated materials-database
system for polymers and inorganic
materials

Provides experimental data on
inorganic thin-film materials,
including composition, synthesis/
deposition conditions, structural
information (e.g., X-ray diffraction),
and optoelectronic properties,
enabling high-throughput materials
discovery and machine learning
applications

Provides comprehensive material
property data for metals, polymers,
ceramics, and composites,

© 2026 The Author(s). Published by the Royal Society of Chemistry

Computed using high-throughput
density functional theory (DFT)
workflows developed and
maintained by LBNL under the U.S.
DOE Materials Genome Initiative

Provided by The Royal Society of
Chemistry (RSC), integrating data
from commercial, academic, and
publicly contributed chemical
databases

Generated using automated high-
throughput DFT workflows
developed at Northwestern
University and Argonne National
Laboratory

Hosted by the NOMAD Laboratory
(EU Centre of Excellence),
aggregating worldwide
computational materials data
submitted by researchers through
a standardized, open-access
infrastructure

Developed and maintained by the
Irwin Lab at the University of
California, San Francisco (UCSF),
sourcing compounds from
commercial chemical suppliers

Developed by DeepChem and the
broader open-source scientific ML
community, compiling datasets
from peer-reviewed literature and
public repositories into machine-
learning-ready formats

Developed by the Computational
Materials Science Group at the
University of Copenhagen,
aggregating standardized DFT
datasets generated using high-
throughput simulation workflows

Developed by the National Institute
for Materials Science (NIMS), Japan,
providing experimental and
computational data on polymers,
inorganic materials

Maintained by the National
Renewable Energy Laboratory
(NREL), USA; publicly accessible
through the HTEM web portal and
API under an open-access license

Hosted and maintained by MatWeb,
Inc., offering an open-access
platform with subscription options

https://materialsproject.org/

http://www.chemspider.com

http://ogmd.org/

https://nomad-coe.eu/

https://zinc15.docking.org/

https://khazana.gatech.edu/

https://cmr.fysik.dtu.dk/

https://mits.nims.go.jp/

https://htem.nrel.gov/

http://matweb.com/

RSC Adv, 2026, 16, 7863-7910 | 7893


https://materialsproject.org/
http://www.chemspider.com
http://oqmd.org/
https://nomad-coe.eu/
https://zinc15.docking.org/
https://khazana.gatech.edu/
https://cmr.fysik.dtu.dk/
https://mits.nims.go.jp/
https://htem.nrel.gov/
http://matweb.com/
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5ra08517a

Open Access Article. Published on 06 February 2026. Downloaded on 2/12/2026 8:24:50 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

View Article Online

RSC Advances Review
Table 1 (Contd.)
Database Data and insights offered Source information Link to the database

AiiDA/Materials Cloud

Citrine Informatics

including mechanical, thermal,
electrical, and chemical properties,
as well as processing information
Provides curated datasets,
workflows, simulation archives, and
provenance-tracked results from
high-throughput computational
materials science, including
structural, electronic, and
thermodynamic properties
generated via automated workflows
Provides curated materials data,
including composition-property
relationships, processing histories,
experimental results, and
computational datasets, enabling
data-driven materials design and

for extended features and
commercial use

Developed and maintained by the
NCCR MARVEL consortium at EPFL
(Ecole Polytechnique Fédérale de
Lausanne), Switzerland; accessible
through the open-access Materials
Cloud platform integrated with the
AiiDA workflow management
framework

Offered through the Citrine
Platform developed by Citrine
Informatics (USA), which hosts both
open datasets and proprietary
enterprise tools for materials
informatics and Al-driven materials

https://materialscloud.org/

https://citrine.io/

machine learning model
development
Ansys Granta (MaterialUniverse
Repository) for metals, polymers, ceramics,

composites, and functional

materials, including mechanical,

thermal, electrical, processing,
environmental, and cost-related

properties, along with predictive
models for material performance

also assists in predicting catalyst layer compositions, binding
energies, pore structures, and metal-support interactions rele-
vant to AEMFC electrodes. Collectively, this data-driven domain
focuses on rationally designing intrinsically stable, high-
performance AEM materials with tunable transport pathways,
reduced degradation, and improved operational durability,
accelerating discovery cycles and guiding experimental work
toward the most promising membrane chemistries
(Fig. 19a).181183

6.5.2 From Sabatier principle to ML models: catalyst
design. The design and development of effective, robust, and
cost-effective electrocatalysts is crucial for the progress of
AEMFC technology, especially for essential reactions like the
oxygen reduction reaction (ORR) and hydrogen oxidation reac-
tion (HOR) in alkaline environments. In AEMFC catalyst engi-
neering, material selection conventionally adheres to the
Sabatier principle, which posits that optimal catalytic activity is
achieved when the contact between intermediates (e.g., OH¥*,
OOH¥*, and O*) and the catalyst surface is of moderate strength
(Fig. 20a). This connection is typically represented by volcano
plots that associate catalytic activity with adsorption energies
(Fig. 20b). While alkaline conditions facilitate the investigation
of non-precious metal catalysts, including transition-metal
oxides, perovskites, spinels, and M-N-C structures, numerous
candidates continue to exhibit inadequate activity, instability at
elevated pH levels, or excessive overpotential demands.
Machine learning has become an effective instrument for
expediting AEMFC catalyst development by forecasting

adsorption energetics, stability ranges, and active-site
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Provides validated engineering data

development

Maintained by Ansys Granta, part of
Ansys Inc., delivering structured,
industry-grade materials data
through the MaterialUniverse
repository within the Granta MI and
Granta EduPack platforms

https://www.ansys.com/

characteristics without necessitating comprehensive high-
fidelity simulations. Traditional methodologies, such as the d-
band model, which correlates the d-band center of transition-
metal surfaces with bonding strength and catalytic reactivity,
continue to be essential for comprehending ORR/HOR
processes in alkaline environments. Nevertheless, acquiring
precise d-band descriptors often necessitates computationally
demanding DFT computations, which impose constraints on
extensive screening efforts. Machine learning-based surrogate
models provide an alternative by directly learning structure-
activity connections from computed or experimental datasets,
facilitating the fast discovery of promising PGM-free catalysts
characterized by low overpotential, high intrinsic activity, and
enhanced alkaline durability (Fig. 20c).>**>** The major data-
bases providing structural and physicochemical property
information for materials research are listed in Table 1.>**>*°
A significant challenge arises in correlating the intricate
porous architecture of AEMFC electrodes, specifically the cata-
lyst layer (CL) and microporous layer (MPL), with their respec-
tive effective transport properties, including tortuosity, ionic
conductivity, gas diffusion resistance, and water-management
characteristics. The electrode meso/micro-structure is estab-
lished during manufacture, considering factors such as ink
formulation, ionomer ratio, solvent composition, and deposi-
tion process. Consequently, a more profound inquiry arises
about the impact of certain manufacturing factors on the ulti-
mate 3D architecture of the catalyst layer. In a specific catalyst
system (PGM or PGM-free), alterations in the meso/micro-
structure properties, such as the pore-size distribution,

© 2026 The Author(s). Published by the Royal Society of Chemistry
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(a) Application of machine learning in materials science. Image reproduced with permission from ref. 183, copyright © 2020 the

American Chemical Society. https://doi.org/10.1021/acs.chemmater.0c01907. (b) Schematic of the systematic process of ML. Image reproduced

with permission from ref. 161, copyright © 2024 The Author(s). Published by Elsevier B.V. https://doi.org/10.1016/j.aichem.2024.100049.

connectedness, and ionomer distribution, significantly affect
the AEMFC performance, including its ORR kinetics, mass-
transfer efficiency, and water retention. While physics-based
modeling of electrode manufacture processes, including
slurry dynamics, drying, ionomer migration, and layer
compression, has gained prominence, data-driven approaches
for comprehending these interactions are just starting to
develop. This domain is characterized by two interconnected
challenges: (i) quantifying the impact of fabrication variables
(ink composition, ultrasonication energy, spraying speed, hot-
pressing conditions) on the meso/micro-structure of the cata-
lyst layer, and (ii) assessing how these meso/micro-structural
attributes affect the cell-level performance under different
humidity and loading conditions (Fig. 21a-c).>*>*** Conven-
tional methodologies employ sequential multiscale models to
simulate discrete processing steps, like slurry formulation,
solvent evaporation, ionomer redistribution, and pore forma-
tion, and integrate their outputs into mesoscale electrode
models and continuum-level AEMFC performance simulators.
Machine learning now provides robust capabilities to evaluate,
expedite, and rectify multiscale operations. For instance,
machine learning models may be developed to deduce meso/
micro-structural descriptors from constrained experimental or
simulation data, improve slurry compositions, forecast ionomer
dispersion patterns, or enhance force-field parameters in
coarse-grained simulations of catalyst-ionomer interactions
(Fig. 21c). Hybrid physics-machine learning frameworks are
poised to provide reliable linkages between manufacturing,
meso/micro-structure, and performance for next-generation
anion exchange membrane fuel cell electrodes.”**>*° Some
recent advancements by Rashen Lou Omongos et al. illustrate
the emergence of (ML)-based optimization frameworks for gas

© 2026 The Author(s). Published by the Royal Society of Chemistry

diffusion layer (GDL) microstructure engineering, providing
robust alternatives to conventional physics-based characteriza-
tion. One significant method involved training ML models to
accurately predict essential GDL morphological and transport
features, attaining R*> = 95% for six of the seven functional
qualities and R* = 90% for the GDL-MPL interfacial resistance.
The validation of digitally rebuilt GDL structures shows
substantial concordance with physics-based simulations while
diminishing computing time significantly from 3 to 4 hours of
physical modeling to around 3 seconds of machine learning
inference (Fig. 21a and b). The design insights indicate distinct
structure—-property relationships: low fiber concentration and
low compression ratio optimize gas transport by maximizing
diffusivity and minimizing interfacial contact resistance, while
high fiber concentration and high compression ratio enhance
electrical and thermal conductivities while maintaining
controlled contact resistance. These findings demonstrate how
machine learning-based optimization can swiftly traverse
intricate manufacturing-structure-performance interactions,
facilitating enhanced gas transfer, water management, and
thermal control. This technique, originally proven for PEMFC
GDLs, offers a transferable foundation for AEMFC electrode
design, where microstructural optimization is essential for
improving hydroxide transport, catalyst efficiency, and long-
term durability.>*°

6.5.1.2 Real-time adaptive control and diagnostic. Adaptive
machine learning frameworks, such as digital-twin architec-
tures, reinforcement learning, and Bayesian optimization,
continually modify operational variables, like temperature,
humidity, reactant flow rates, and current density, in contrast to
static prediction models. Additionally, these models provide
dynamic state-of-health monitoring unique to AEMFC systems,
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(a) Illustration of the Sabatier principle; catalysts that exhibit excessive binding affinity are constrained by sluggish product synthesis or

desorption, whereas those with insufficient binding affinity are hindered by delayed reactant adsorption or activation. Optimal catalysts
demonstrate intermediate binding strength. Image reproduced with permission from ref. 240. Copyright © 2023 The Authors. Published by
Elsevier B.V. https://doi.org/10.1016/j.surfrep.2023.100597. (b) Theoretical volcano plot of the ORR activity for various metal catalysts as
a function of the oxygen-binding energy in alkaline media. Image reproduced with permission from ref. 241. Copyright © 2021 Elsevier B.V.
All rights reserved. https://doi.org/10.1016/j.coelec.2021.100923. (c) Machine learning (ML) workflow for the catalyst design.

anomaly prediction, and early failure identification. When
combined, these methods show that Al integration in AEMFCs
provides a dual pathway: (i) accelerating material innovation
and (ii) enabling intelligent operation, rather than just perfor-
mance prediction. There are still restrictions, though, such as
a lack of standardized reporting, a lack of data, and the
requirement for open datasets and benchmarking procedures
unique to AEM."®*"® Despite the rapid progress, there are still
several obstacles and subtle risks encountered when using
machine learning (ML) methods in materials science. Stan-
dardized best practices for using machine learning (ML) in
materials research are still developing. Fig. 22 provides a clear,
step-by-step workflow for carrying out a typical machine
learning project, including data loading, preprocessing, dataset

segmentation, feature engineering, model training,

7896 | RSC Adv, 2026, 16, 7863-7910

performance evaluation, cross-model comparison, and visuali-
zation, to assist materials scientists who are just starting out in
this field. By forecasting mechanical, electronic, thermody-
namic, and transport properties, as well as by speeding up
discovery in a variety of application areas, such as photovoltaics,
energy-storage materials, electrocatalysts and photocatalysts,
thermoelectrics, superconductors, high-entropy alloys, and
metallic glasses, machine learning has already shown
substantial value across materials science. This demonstrates
the wide range of applications and revolutionary possibilities of
machine learning while highlighting the need for easily avail-
able guidelines to help more academics successfully and
consistently implement data-driven methodologies.*®*

To facilitate reproducible and transparent implementation
of machine learning in AEMFC research, we delineate a generic

© 2026 The Author(s). Published by the Royal Society of Chemistry
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Fig. 21 (a) Schematic of the multi-objective optimization of manufacturing parameters, including the optimization of variations in fiber
morphology, binder loading, electrode thickness, and compression ratio to achieve minimum contact resistance under multiple operating
conditions. Image reproduced with permission from ref. 250. Copyright © 2024 The Authors. Published by Elsevier B.V. https://doi.org/10.1016/
jjpowsour.2024.235583. (b) lllustration of the ML data-driven study workflow. Image reproduced with permission from ref. 250. Copyright ©
2024 The Authors. Published by Elsevier B.V. https://doi.org/10.1016/j jpowsour.2024.235583. (c) Schematic of the coupling experimental

data and ML/deep learning.

process that encapsulates the interaction between Al algorithms
and experimental or simulated datasets. The pipeline starts
with data collection, encompassing membrane characteristics,
electrode morphology, operational parameters, and perfor-
mance indicators. This is succeeded by data preparation, which

© 2026 The Author(s). Published by the Royal Society of Chemistry

includes noise elimination, normalization, and feature extrac-
tion. Subsequently, diverse machine learning models, such as
regression techniques, neural networks, or ensemble methods,
are trained and refined utilizing curated datasets. The trained
models are subjected to validation and hyperparameter
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optimization to guarantee generalizability, followed by the
assessment of performance measures (e.g., RMSE, MAE, and
R?). The verified models are ultimately used for prediction,
optimization, or adaptive control of AEMFC systems. This
methodology offers a systematic approach for incorporating
machine learning into experimental AEMFC research.

6.5.3 Graph neural networks (GNNs) and graphical neural
networks (GNNs). Graph neural networks and graphical neural
networks are similar, developed for the processing of data that
are arranged in a graph, where nodes represent entities and
edges reflect the interactions between those entities. In reality,
there is not much of a difference between these terms. Graph
neural networks (GNNs) are a class of machine learning models
specifically designed to handle graph-structured data, such as
molecular graphs. These architectures operate directly on
graphs, learning to process and extract information from them.
GNNs consist of layers that iteratively update node representa-
tions by aggregating information from neighboring nodes,
effectively capturing both local and global structural features
within the graph. Due to their ability to model complex graph
data, GNNs have become increasingly popular for tasks such as
molecular property prediction, drug discovery, and molecular
property optimization; a more detailed molecular representa-
tion of ML is discussed in ref. 161 and 162. The graphs depict
abstract structures where entities or things are represented as
vertices (nodes) and their relationships as edges. A graph is
formally defined as a tuple G = (V, E), where V is a collection of
vertices and E represents a set of edges, ev, w = (v, w), that
indicate connections between vertices. Graph neural networks
(GNNs) are capable of addressing challenges like graph-level
property prediction (e.g., predicting chemical properties),
node-level classification (e.g., identifying members of tempera-
ture graphs), and edge-level prediction (e.g., determining rela-
tionships in temperature and pore size/volume graphs). In
materials chemistry, graph-level predictions are highly
important.’***% Fuel cell materials should be selected to
provide good beginning-of-life performance and durability in
order to facilitate efficient hydrogen oxidation reactions (HOR)
and oxygen reduction reactions (ORR). As an example, a number
of previously mentioned challenges, such as the need for
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a durable electrocatalyst, as well as reduced catalyst loading,
improved water-management and degradation strategies,
reduced reactant/membrane contamination, and mitigated
transport losses, must be addressed in order to increase acti-
vation. Research and development efforts pertaining to fuel
cells should prioritize the advancement and enhancement of
materials, as well as the establishment of basics that define
material attributes and fuel cell performance under different
operating conditions."**'%

6.5.4 Generative Al in fuel cell design and optimization. As
a game changer in fuel cell technology optimization and design,
generative Al provides novel approaches for solving long-
standing problems. Generative AI enhances fuel cell perfor-
mance and efficiency by exploring large design spaces effec-
tively using sophisticated machine learning models, optimized
microstructures, and so on.*****” Optimizing the nanostructures
of catalyst layers (CLs) in hydrogen fuel cells has been accom-
plished by the development of the GLIDER framework, which is
a deep generative artificial intelligence model. The Pt-carbon-
ionomer nanostructures are the primary focus of this model,
which combines generative artificial intelligence with data-
driven surrogate methodologies in order to search for optimal
CL designs in an efficient capacity. The fact that the framework
is able to produce multiscale CL digital models that are realistic
suggests that it has the potential to dramatically increase the
design and performance of hydrogen fuel cells.** In the field of
automobile fuel cells, a hybrid technique that combines phys-
ical modeling with artificial intelligence has been proven. A
neural network is trained with data from comprehensive phys-
ical models in order to accomplish this procedure. The neural
network is then utilized as an alternative model in order to
facilitate efficient simulation. With this method, fuel cell
models are improved in terms of their accuracy and perfor-
mance, which, in turn, enables more accurate prediction of fuel
consumption and range under a variety of scenarios.'®® In an
effort to maximize the efficiency of electric vehicles powered by
hydrogen fuel cells, scientists have implemented machine
learning strategies. Machine learning has the ability to improve
fuel cell system efficiency by combining conventional multi-
physics analysis with AI, which allows for the precise prediction

© 2026 The Author(s). Published by the Royal Society of Chemistry
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of fuel consumption peaks.'® To realize the full potential of
generative artificial intelligence, it is necessary to overcome
difficulties, such as the availability of data, interpretability of
models, and integration of systems. This is notwithstanding the
fact that generative Al has delivered breakthroughs in fuel cell
technology. For the purpose of overcoming these obstacles and
finding solutions that are both scalable and sturdy for the future
of fuel cell technology, interdisciplinary collaboration will be
vital.

6.5.5 Advantages of sustainability and cost in Al-enhanced
discovery for AEMFC development. (i) Al-driven materials
discovery minimizes waste by facilitating virtual screening of
many membrane chemistries, catalyst compositions, and elec-
trode architectures prior to physical manufacturing. This lowers
the frequency of unsuccessful trials, decreases chemical usage,
and eliminates resource-intensive trial-and-error testing.

(ii) Machine learning expedites prototype evaluation by
precisely predicting ion conductivity, alkaline stability, ORR
performance, and MEA durability across various operating
conditions. This considerably reduces the development period
for new AEMFC components, facilitating expedited iteration
and transition to pilot-scale manufacturing.
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(iii) AI predictions reduce experimental costs by selecting
only the most impactful material and operational characteris-
tics for enhancement. Models like ANN, Random Forest, and
XGBoost enable researchers to make viable choices and discard
superfluous measurements, thereby reducing energy, labor, and
material expenses during scale-up.?*>%’

(iv) AI predicts AEM chemical stability: in a recent study,
researchers illustrated the application of Al in forecasting the
chemical stability of anion exchange membranes (AEMs) for
fuel cells. This study measured the AEM stability using Ham-
mett's substituent constants within a materials-genomics
framework and subsequently categorized the results for five
machine learning techniques using decision tree analysis.
Artificial neural networks (ANNs) attained the greatest predic-
tion accuracy, evidenced by an R> value of 0.9978. ANNs have
been successfully utilized to forecast the alkaline stability of
AEMs, due to their capacity to understand intricate nonlinear
correlations from experimental data, manage many output
variables, and provide enhanced regression performance
(Fig. 23a). This work characterized the chemical structure of
AEM s for the first time using Hammett's substituent constants,
offering a significant descriptor for both polymer backbones
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(@) ANN structure. (b) Simplified partial decision tree structure derived from Hammett's substituent constants, illustrating the key

structural requirements for achieving high chemical stability in the AEMs. Predicted versus experimentally validated conductivity retention curves
for the reported AEM materials: (c) poly(p-phenylene-co-aryl ether ketone), (d) poly(ether sulfone)-based, (e) PPO-based AEMs, and (f) poly-
styrene-N,N-diethyl-3-(4-vinylphenyl)propan-1-amine. Image reproduced with permission from ref. 108. Copyright © The Royal Society of

Chemistry. https://doi.org/10.1039/D1EE01170GC.
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and cationic side chains. Before model training, a characteristic
analysis of the dataset was conducted to assess the quality and
representativeness of the input samples. A decision tree model
was employed alongside the ANN to assess feature significance,
utilizing its interpretability and computational efficiency.
Although atomic numbers were evaluated as structural
descriptors, the Hammett constants provided superior selective
capability. The decision tree framework identified essential
structural conditions for high chemical stability, with the root
node emphasizing the significant impact of the alkyl-chain
contributions on the polymer backbone, an observation
aligned with known degradation pathways in alkaline environ-
ments (Fig. 23a and b). Fig. 23c-f shows the predicted versus
experimentally validated conductivity retention curves for the
reported AEM materials: poly(p-phenylene-co-aryl ether ketone),
poly(ether sulfone)-based, PPO-based AEMs, and polystyrene-
N,N-diethyl-3-(4-vinylphenyl)propan-1-amine. Collectively,
machine learning-derived findings offer explicit directions for
the systematic design and production of more chemically
resilient anion exchange membranes. The AI predictions were
confirmed using long-term chemical stability studies, proving
the resilience and practical dependability of the Al-based tech-
nology. This combined computational-experimental method-
ology underscores the capacity of machine learning to expedite
the evaluation and formulation of chemically stable anion
exchange membrane materials.'*®

6.5.6 Potential challenges and future directions. When it
comes to the development of anion exchange membrane fuel
cells (AEMFCs), the inclusion of artificial intelligence (AI) and
machine learning (ML) algorithms presents not only substantial
hurdles but also exciting prospects. Achieving accurate predic-
tion of chemical stability and ion-migration activation energy
(E,) in aqueous electrolyte membranes (AEMs) is one of the key
problems. These two factors are essential for the performance
and durability of anion exchange membrane fuel -cells
(AEMFCs). Artificial intelligence models, such as artificial
neural networks (ANNs) and crystal graph neural networks,
have demonstrated high accuracy and efficiency in predicting
these parameters, thereby significantly reducing the need for
extensive experimental trials. Traditional methods for deter-
mining these properties are time-consuming and complex.'*®
Notwithstanding these progressions, the ever-changing char-
acteristics of electrolyte solutions and the requirement for
extensive simulation durations and vast system dimensions to
obtain precise sampling remain unresolved concerns.

6.5.7 Numerous significant hurdles persist in the use of Al
in AEMFC research. Data scarcity continues because of the
scarcity of high-quality, publicly accessible datasets pertaining
to AEM materials, MEA structures, and operational diagnostics.
This limits model training and diminishes generalizability.

Model bias can emerge from limited or skewed datasets,
resulting in ML algorithms overfitting prevalent chemistry or
membrane types while neglecting atypical yet possibly high-
performing alternatives.

Model interpretability remains a significant obstacle, espe-
cially for deep neural networks, whose intricate designs occa-
sionally hide the fundamental physical-chemical dynamics.
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Interpretability can be enhanced by the use of feature-
importance assessments, SHAP values, or physics-informed
machine learning frameworks; nevertheless, these technolo-
gies remain underutilized in AEMFC research.

Researchers can utilize machine learning algorithms to
evaluate extensive datasets, identifying trends and forecasting
the long-term performance of various membrane materials
under operating settings. This predictive capacity may result in
the creation of more durable membranes that resist deteriora-
tion over time. Furthermore, the enhancement of electro-
catalysts is another domain in which AI may make substantial
contributions.

The advancement of platinum group metal (PGM)-free
electrocatalysts is crucial for lowering fuel cell expenses.
However, new developments in deep learning, particularly neural
network potentials (NNPs), present potential resolutions.
Achieving good anion exchange membrane conductivity and
durability, as well as finding appropriate OH™ ion-conducting
polymers, constitutes additional material and processing
hurdles that need creative engineering solutions for the
advancement of AEMFCs. Improving AEMFC durability proce-
dures and performance degradation processes is crucial for
developing AEMFCs with extended lifespans, as particular
component degradations have been identified as limiting factors.
Both artificial intelligence and machine learning have the
potential to speed up the process of discovering and optimizing
novel materials. This has been demonstrated by the speed with
which prospective superionic conductors (SCs) for solid-state
electrolytes and cathode materials are immediately identified.
To avoid problems like anode flooding and cathode dry-out, AI
can help optimize operational parameters, like cell temperature
and gas humidification levels. Optimizing multi-objective func-
tions, such as input pressure and temperature, for maximum
output current density and power efficiency, may be achieved
through the use of deep neural networks and genetic algorithms.
The increased funding for research and the growing number of
papers, which indicate an overwhelming dedication to this
technology, both point to a bright future for artificial intelligence
integration in anion exchange membrane fuel cell (AEMFC)
research. To satisfy the ever-changing needs, artificial intelli-
gence models may be continually modified through transfer
learning as additional experimental and high-precision theoret-
ical data become available. This paves the way for substantial
breakthroughs in the performance and sustainability of anion
exchange membrane fuel cells (AEMFC). Al can also assist the
integration of AEM systems into carbon capture, utilization and
storage (CCUS) frameworks, optimizing the whole process and
enhancing environmental remediation results.
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AEM
AEMFC

Anion exchange membrane

Anion exchange membrane fuel cell

AFC Alkaline fuel cell

AEMWE Anion exchange membrane water electrolyzer
Al Artificial intelligence

DMFC Direct methanol fuel cell

DAFCs Direct ammonia anion-exchange membrane fuel cells
E, Activation energy, ] mol ™"

f Frequency, Hz

F Faraday's constant (96485C mol )

i Current density, A m > or mA cm >

I Current (A) or mA

IEC Ion exchange capacity

M Molecular weight

ML Machine learning

n No. of electrons

P Pressure (atm)

P Power (W)

PEFC Polymer electrolyte fuel cell

PEMFC Polymer electrolyte membrane fuel cell
PFOA  Perfluorooctanoic acid

PFOS Perfluorooctane sulfonic acid

PFBSA  Perfluorobutane sulfonamide

PDDA  Poly(diallyldimethylammonium chloride)
RH Relative humidity (%)

Rq Ohmic resistance, Q or Q m>

SOFC Solid oxide fuel cell

T Temperature (K or °C)
t Time (S)

4 Stoichiometric ratio

o Density (kg m™?)

a Anode

c Cathode

H, Hydrogen

0O, Oxygen
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