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Vacancy-driven twinning in metal nanoparticles:
from bulk morphology transformation to optical
and electrochemical effects
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Stacking defects in noble metal nanoparticles influence their optical, catalytic, and electrical properties,

but the mechanisms behind these changes are in many cases not well understood. While some mecha-

nisms behind the formation of stacking defects have been studied, the possibility to deliberately manip-

ulate the nanoparticle bulk morphology remains largely unexplored. Here, we introduce a vacancy-driven

twinning mechanism that transforms face-centered cubic (fcc) gold nanoparticles into locally hexagonal

close-packed (hcp) structures upon reaching a critical vacancy concentration. Atomistic simulations

reveal that this transformation leads to multiply twinned morphologies, including cross-twinning patterns

and stable hcp domains spanning 2–6 atomic layers. Experimentally, we validate this mechanism through

thermal treatment of Au–Pt alloy nanoparticles, with multidomain X-ray diffraction (MDXRD) confirming

controllable ordering and disordering transitions in the bulk structure. Furthermore, we investigate how

the nanoparticles’ bulk morphology influences their optical properties. Using time-dependent density-

functional theory with Hubbard U corrections (TDDFT+U), we analyze the plasmonic response of models

with specific defect motifs demonstrating that structural defects influence the absorption profile. Finally,

we discuss how these morphology-induced changes in the electronic structure and plasmonic behavior

could potentially modulate electrochemical activity in catalytic systems.

Introduction

Face-centered cubic (fcc) metal nanoparticles (NPs) have
attracted significant attention due to their unique physical and
chemical properties. Most studies focus on size, shape, and
size distribution as the primary factors determining nano-
particle behavior. However, bulk defect structures, such as
stacking faults and twinning, are often overlooked, despite
their potential influence on the optical, electronic1–4 and
catalytical5–9 properties of NPs.

Commonly studied fcc nanocrystals include cuboctahedra
(CUB), decahedra (DEC), and icosahedra (ICO). DEC and ICO
structures arise from coalescence10,11 or stepwise/random
nucleation12–14 of fcc segments, forming ordered twin bound-
aries. However, these formation mechanisms do not fully

capture the diversity of possible nanostructures or allow for
controlled manipulation of the morphology.

Existing studies on morphology control primarily focus on
the transition from the fcc phase to hexagonal close-packed
(hcp) structures in metals such as Au,15–19 Rh,20 Ag,1,21 Ni22,23

etc. Most of these particles are non-equilibrium-shaped par-
ticles with a bulk morphology that differs from the lowest
energy minimum state. Despite advances in experimental syn-
thesis and computational modeling, a comprehensive under-
standing of how defects form, stabilize, and affect the
material’s properties remains elusive.

In the chemical literature, diffraction patterns of fcc metals
frequently display multitwinning characteristics. As predicted
by Warren, the 111 and 200 peaks converge, forming ‘bridge’
intensities as the crystal size decreases.24 The intensity ratio of
200, 220 to 111 often exceeds values estimated for perfect crys-
tals. Multitwinning in fcc metal nanocrystals synthesized via
chemical routes appears to be a common feature. Contrarily,
computer simulations often suggest that condensing metal
vapors tend to order easily, leaving little room for defects.
However, these vapors can create faulty stacking on faces
leading to defects.12 As (111) faces grow slowly, local seeds
quickly form octahedral shapes. Further growth is accelerated
by local twinning and condensation in grooves, as proposed by
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the Witten–Helffer–Sjostrand theory and extended by van de
Waal.25–27 Low-temperature chemical reduction can cause sig-
nificant local disorder with possible vacancies, rapidly relaxing
to multitwinned forms. The vacancy-driven construction of
realistic multitwinned models offers greater flexibility and
reduced computational costs.

Since stacking defects alter the local electronic structure, their
presence is expected to impact the optical properties of
nanoparticles.28,29 Recent studies30–32 indicate that twinning
influences both Raman and plasmonic properties by altering the
vibrational density of states and modifying the local dielectric
environment. Raman scattering experiments show that well-
ordered single-crystal nanoparticles exhibit intense quadrupolar
modes, whereas their multiply twinned counterparts lack this
feature. Similarly, plasmonic studies demonstrate33 that twinning
leads to localized surface plasmon resonance (LSPR) damping
and an enhanced scattering process.34 However, such studies pro-
vided only phenomenological description partially based on the
Mie theory. A more accurate understanding requires explicitly
accounting for quantum effects while isolating the influence of
morphology from other factors such as size and shape.

To investigate the impact of stacking defects on plasmonic
behavior, we designed two sets of models, each containing one
defect-free fcc nanoparticle and another incorporating struc-
tural defects (stacking faults or twin planes). By ensuring that
both defective and single-domain models maintained a nearly
identical outer shape and size, we isolated the effect of stack-
ing defects on plasmonic response as far as possible. Using
the recently developed time-dependent density functional
theory with Hubbard U corrections35 (TDDFT+U) which has
been shown to perform very well for silver clusters36 but also
for gold clusters,37 we demonstrated that twinning alters the
electronic structure as illustrated by the superatomic projected
density of states, and it leads to changes in the height and
width of the plasmon absorption pattern.

Furthermore, we introduce a vacancy-driven twinning (VDT)
mechanism as a theoretical framework to explain stacking defect
formation (Fig. 1). To validate our model, we performed mole-
cular dynamics (MD) simulations on CUB Au nanoparticles
populated with vacancies, using the Sutton–Chen (SC) and Gupta
potentials for medium-scale modeling of metal nanoparticles.
The results revealed locally ordered (2–6 layers thick) hcp
domains, 2D and 3D cross-twinning patterns, and structural fea-
tures not previously reported in computational studies.

To experimentally verify the proposed concepts, we applied
X-ray diffraction (XRD) and small-angle X-ray scattering (SAXS)
techniques to quantify the bulk morphology in AuPt nano-
particle samples. The degree of twinning (i.e., the number of
domains) was estimated using a multidomain XRD approach
(MDXRD),38 while the nanoparticle density and size were ana-
lyzed through SAXS diffraction patterns calculated via the
Debye formula. These methods provide a simple alternative to
three-dimensional transmission electron microscopy for
routine analysis of the bulk morphology.

Our work aims to bridge the gap between atomic-scale
defect formation, plasmonic behavior, and crystalline engin-

eering techniques. By elucidating the role of stacking defects
in the nanoparticle morphology and optical response, we
provide insights into the fundamental mechanisms governing
fcc metal nanostructures’ morphology and propose new strat-
egies for their controlled synthesis and application.

Results and discussion
Effect of vacancies on nanoparticle bulk morphology:
simulation results

To populate fcc NPs with vacancies, we randomly delete atoms
from initially strain-free models. Then, the obtained models
are relaxed or heated up with MD simulation using the
Sutton–Chen or Gupta potential. Energy minimization leads to
highly disordered structures with partially preserved vacancies.
Upon MD heating, vacancies in disordered clusters tend to
diffuse toward the surface, resulting in partial ordering of the
internal structure.

To study the disordering of fcc stacking, we populated raw
CUBs of various sizes (11 models) with 0 to 22% of vacancies
and relaxed them using the SC potential (Table 1, Cluster
software40,41). To characterize the degree of twinning, we calcu-
lated the XRD patterns of the corresponding models and ana-
lyzed the number of domains (Num.dom.) with the multido-
main XRD (MDXRD) approach.38 Short comments on the
physical meaning of Num.dom., MDXRD and other bulk ana-
lysis methods can be found in Note S1 and Fig. S1.

We noticed that there are several factors affecting vacancy-
driven twinning: first of all, a size dependency of VDT. The
smaller a cluster, the higher the percentage of atoms on a
surface. Therefore, while creating vacancies in small NPs (by
random removal of atoms), there will be an increased number
of surface voids that do not lead to bulk twinning. Another
critical aspect is an effective conversion of vacancies to stack-
ing faults. One can imagine that there are spatial arrange-
ments of vacancies (their combination/sequences) that will

Fig. 1 Schematic representation of vacancy-driven twinning. Starting
from a strain-free raw model of CUB with 2869 atoms, 22% of the atoms
were randomly removed. Depending on the initial vacancy distribution,
the relaxation resulted in varying structural configurations (a, b, c
models). The cross-sections of the analyzed clusters show four types of
atoms: fcc, hcp, other, and surface atoms. Crystal structure analysis was
performed using OVITO software.39
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affect the initial structure stronger than others. All these fea-
tures are less influential in large NPs where most vacancies
will likely be created in the bulk, and their distribution can be
considered uniform.

To minimize the randomness in vacancy distribution, we
considered averaging the results in Table 1 over different-size
CUBs. It allowed us to determine the average critical concen-
tration of vacancies necessary to cause twinning in CUB
models (Fig. 2). In the case of randomly distributed vacancies,
it equals ∼13.1%. However, there might be spatial arrange-
ments of vacancies that can cause twinning at even lower
concentrations.

Formation of hcp layers and stacking patterns

Among the simulated models in Table 1, there are some in
which XRD patterns have an additional diffraction peak
between 111 and 200 peaks, corresponding to the 101 peaks of
the hcp Au phase. Fig. 3 shows these hcp-containing clusters
superscripted by numbers 1–4 in Table 1. It seems that the
intensity of the hcp phase peak is dependent not only on the

total amount of hcp-phase atoms, but also on their distri-
bution and forming multilayer structures. Even though models
3 and 4 (Fig. 3) have similar fractions of hcp arranged atoms,
only model 3 has a noticeable additional diffraction peak.

Among all simulated models, the most interesting is CUB
2869 + 22% (Fig. 3, model 2, a red line with circles). Its crystal
structure analysis revealed a 4-layer thick hcp (2H type) domain.
By adding two more percent of vacancies (24% in total), the
energy minimization led to the appearance of a locally six-layer
thick hcp (2H type) segment. To our knowledge, computational
simulations have not previously described the local hcp phase
formation from an fcc framework via relaxation.

However, the obtained 4- and 6-layer thick hcp fragments
were not stable upon heating at 293 K. These hcp fragments
tend to break up into single hcp layers or two 2-layer hcp seg-

Table 1 Number of domains in relaxed gold CUBs saturated with different percentages of vacancies

Corresponding calculated XRD patterns of multidomain particles were analyzed using the MDXRD method. This method provided information
on the degree of twinning, which is shown as the number of domains: from 1 domain (green) to 13 domains (red). More details in Note S2.
Models superscripted with numbers 1–4 will be discussed in the following section.

Fig. 2 The dependence of the number of domains on the amount of
vacancies. Blue points correspond to models with nearly one domain,
and pink points represent multiply twinned particles. The intersection of
these lines corresponds to the lowest concentration of vacancies at
which twinning is likely.

Fig. 3 Calculated XRD patterns of multidomain models with hcp layers.
The cross-section of the analyzed clusters shows four types of atoms:
fcc, hcp, other, and surface (OVITO software).
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ments separated by fcc layers (Fig. S2). Most likely, it’s because
these fragments don’t penetrate the whole cluster, making
them unstable during heating. This observation highlights the
importance of a first step in obtaining randomly twinned NPs.
Energy minimization of models with vacancies allows for the
simulation of defect-rich but unstable models. Meanwhile, the
molecular dynamics produces more stable and ordered
structures.

Besides the appearance of the hcp phase, we found a
characteristic cross-twinning pattern that was not described in
the literature (Fig. 4). This pattern consists of four stacking
faults originating from a common center, resulting in a 2
dimensional "X”-like pattern. Although this pattern frequently
appeared in the models listed in Table 1, none were stable or
well-formed. Therefore, a 4-domain model was constructed
manually (Method S1). An ideal one domain CUB (2057 atoms)
was cut into four pieces; then their positions were adjusted to
create four hcp-like stacking planes between domains.

The stability of nanoparticles depends on their potential
energy per atom, which is influenced by the surface configur-
ation. The 4-domain model, derived from the ideal CUB, has
nearly identical surface planes to the mother structure.
Despite subtle contributions from stacking and surface
defects, the 4-domain cluster is as stable as the original
1-domain CUB (Note S3). MD simulations confirm the stability
of the 4-domain structure up to the melting temperature.

Fig. 4 illustrates the two-dimensional cross-twinning
pattern, which is not the only possible pattern. The detailed
analysis of models described in Table 1 revealed three-dimen-
sional ones. This cross-twinning has an “X”-like pattern
(similar to Fig. 4) and lies in three dimensions. In fact, stack-
ing faults coincide with imaginary planes between CUB edges
and a central point (24 planes). Similar to the previous case,
energy minimization of software-generated models did
produce a well-ordered cross-twinning pattern. It only indi-
cated such a possibility. We tried to build this model manu-
ally, but the final 14-domain structure is unstable and tends to
collapse during relaxation (Data S2).

Thermal evolution of multidomain nanoparticles

The relaxed multidomain particles have multiple bulk and
surface defects leading to high potential energy in a system

(Fig. S3). Applying external energy can increase the atom mobi-
lity, leading to defect diffusion followed by surface and bulk
rearrangement. We heated multidomain NPs using MD simu-
lations and analyzed their changes using X-ray diffraction in a
wide and small-angle X-ray scattering range.

Since the SAXS technique is sensitive to the shape of par-
ticles, we used an ideal fcc ball with 5089 atoms as an initial
structure. Then the ball was populated with 0–22% of
vacancies, relaxed, and slowly heated to the melting tempera-
ture. All the results can be seen in Tables S1–S4.

Fig. 5 demonstrates some features of the structural evol-
ution of the ball model with 22% of vacancies, where the top
part of the picture (Fig. 5(a)) provides a visual illustration of
the evolution. After initial relaxation, the cluster structure
became significantly distorted, with a substantial number of
vacancies preserved (represented by red balls: atoms neighbor-
ing vacancies). Consequently, this structure exhibits high

Fig. 4 1-domain CUB (2057 atoms) and manually created 4-domain
cluster. All models were relaxed with the SC potential. Values below the
models correspond to potential energies per atom.

Fig. 5 (a) Evolution of the multidomain NP structure with temperature.
Cross-sections of fcc ball models with 22% vacancies after relaxation
and subsequent MD simulations (SC potential). The duration of each MD
period was no less than 50 psec, and after each heating, the clusters
were relaxed. (b) The left Y-axis shows relative changes in density (red
triangles) and mean size (black circles) calculated via SAXS. The right
Y-axis represents the number of domains (green squares) determined by
MDXRD. (c) The graph illustrates changes in potential energy per atom
after the heating. Blue, red, and green dotted lines correspond to ICO,
CUB, and DEC structures of the same size (Data S1).
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potential energy (Fig. 5(c)), and only “precursor” areas for
future twin planes have been formed. Following MD simu-
lation at 300 K, these regions undergo ordering: two new stack-
ing faults formed, and plane faults ordering is in progress. As
the temperature increases from 300 K to 550 K, the vacancies
diffuse toward the surface (Fig. 5(a); depicted by a sequence of
black circles with arrows).

As the vacancy concentration decreases, the overall density
tends to increase. To validate this assumption for each multi-
domain model, we analyzed the corresponding SAXS patterns
within the q range of 0.01–0.5 Å−1. Fig. 5(b) illustrates how
high-temperature treatment increases the density and reduces
the mean size. However, upon reaching the premelting temp-
erature (800 K), the cluster accumulates vacancies again,
causing secondary twinning. This observation aligns qualitat-
ively with multiple experimental findings42,43 showing that the
concentration of vacancies increases when approaching the
melting point.

Fig. 5(c) depicts the change in the potential energy per
atom as a function of MD temperature. Remarkably, across the
entire temperature range (0–800 K), the density change
(Fig. 5(b)) correlates proportionally to the potential energy
change (Fig. 5(c)). Interestingly, the slight increase in the
number of domains after 500 K did not affect this trend. We
noticed that vacancies contribute more significantly to the
increase in potential energy than twin planes. When the void
concentration is low, multidomain structure stability is com-
parable to regular ICO, DEC, and CUB morphologies.

A comparison of a one-domain CUB and 4-domain struc-
tures (Fig. 4 and Note S3), shows that surface is the most
important modifier of the total energy (if there are no
vacancies inside). The potential energy per atom analysis
neglects the bulk morphology because the most significant
energy changes come from not fully coordinated atoms, i.e.
from those neighboring voids and from the surface. However,
it might be a critical threshold in the understanding of for-
mation and growth of NPs. To our knowledge, despite their
stability comparable to CUB structures, 4-domain structures
have not been observed experimentally. It is likely because of
the internal strains created by hcp cross-stacking.

Influence of interatomic potentials on VDT behavior: Sutton–
Chen vs. Gupta

Also, we tested the dependency of VDT on the interatomic
potentials. The previously obtained results (using SC potential)
were compared with simulations based on the Gupta potential.
Despite some quantitative differences, all trends remain the
same. The CUB (2869 atoms) saturated with 8% of vacancies
showed no twinning and was stable. In the case of 22% of
vacancies, the raw CUB structure transformed into a multiply
twinned one. The number of domains was similar in both
models: relaxed with the SC and Gupta potentials (Fig. S4).

To test how the interatomic potential affects the tempera-
ture-induced ordering, we repeated the simulation from Fig. 5.
We started from the same prerelaxed model (fcc ball 5089 at +
22% of vacancies) using the Gupta potential. Again, despite

some quantitative differences, all trends are confirmed. The
higher the temperature, the more ordered the structure
(Fig. S5). Close to the melting temperature, some vacancies
penetrated the bulk and caused secondary twinning. The
melting temperature obtained by SC and Gupta potentials is
slightly different, ∼800 and 850 K, respectively, so that in the
Gupta potential the same phenomena tend to appear at a
slightly higher temperature.

In summary, both potentials provide qualitatively similar
results. However, it is difficult to compare exactly SC and Gupta’s
potentials in VDT studies as both approaches explore energy
relaxation in different ways. During energy minimization the
models with vacancies suffer a series of quick reconfigurations
intertwined with periods of slow relaxation (Fig. S6). In the
complex energy landscape, different potentials and algorithms
(conjugated gradients, Hessian, etc.) can follow slightly different
paths arriving at different local minima, which however present
the same type of vacancy arrangement.

Influence of vacancy distribution on morphology evolution

As shown in Table 1, even when the vacancy concentration is
high, strong twinning does not necessarily occur. For instance,
CUBs composed of 10 179 atoms with 20% and 22% vacancy
concentrations results in structures with 12.6 and 5.1
domains, respectively. This indicates that VDT is highly sensi-
tive to the initial positions (distribution) of vacancies within
the bulk.

To investigate the effect of vacancy distribution, we con-
ducted a series of relaxation simulations (SC potential) on the
raw CUB 2869 structure with 22% of defects. In each simu-
lation, the positions of the vacancies were randomly assigned.
A total of twelve independent simulations were performed,
and the resulting XRD patterns were analyzed to assess the
variations in bulk morphology.

The resulting models exhibited significant differences
(Fig. S7). Fig. 6 demonstrates the substantial impact that the

Fig. 6 Probing different spatial arrangements of vacancies. The given
models illustrate the weakly (red line), moderate (blue line), and strongly
(black line) defective structures. The cross-section of the multidomain
NP with a 6-layer thick hcp phase corresponds to model #3.
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initial positions of voids (with a constant vacancy concen-
tration) can have on the final structure. The red XRD pattern
(model #1) displays distinct, well-separated, and narrow diffr-
action peaks, indicating weak twinning. In contrast, the blue
XRD pattern (model #2) shows a noticeable overlap of the 111
and 200 peaks and a broadened 220 peak, suggesting moder-
ate twinning. The black XRD pattern (model #3) features a pro-
nounced overlap of the 111 and 200 peaks, along with a
complex profile for the 220 peak, which suggests that this
model is heavily defective.

Among the analyzed models, model #3 provides an XRD
pattern with an extra XRD peak at ∼53.2 degrees that has not
been seen for other models. This weak peak corresponds to
the hcp gold phase and appeared because of the 6-layer thick
hexagonal phase. Unlike the previously discussed 4–6 thick
hcp layers (i.e. Fig. 3, model #2), this one penetrates the whole
cluster and looks similar to the experimentally observed fcc-
2H-fcc gold nanorods 16. MD simulations (SC potential)
showed that model #3 is stable up to the melting temperature.
During MD heating, all previously described trends remain
valid: as the temperature rises, the preserved vacancies diffuse
to the surface; the stacking layers heal defects and become
more ordered.

Impact of stacking defects on plasmonic response

It is well known that plasmonic properties depend on the dis-
tribution of the electron density, making them highly sensitive
to size, shape, composition, and the surrounding dielectric
environment. To isolate the effect of bulk morphology alone,
all other factors, particularly shape, must be controlled.

To address this, we manually constructed (Method S1) two
sets of models with nearly identical shapes but different
internal structures. Since the CUB shape is one of the most
commonly accepted structures for nanoclusters, we first com-
pared a regular silver CUB (Ag309 CUB) with a CUB-like model
containing a single stacking fault at its center (Ag309 SF).
Fig. 7(a) illustrates the absorption cross-section against energy,
obtained using real-time time-dependent density functional
theory (RT-TDDFT+U) with an effective-U Hubbard correction
of 4 eV.36,37

Clearly, the introduction of a stacking fault broadens the
plasmonic response of the clusters. While Ag309 SF retains a
cuboctahedron-like shape, its stacking fault introduces a shift
in packing layers, creating additional edge defects adjacent to
the regular fcc domains (e.g., the most prominent defect is
highlighted in Fig. 7(a) with a red circle). However, one cannot
easily estimate the impact of the overall shape change on the
absorption response. The change of the spectra following the
introduction of both the stacking fault and the minor shape
alteration suggests that morphology-dependent plasmonic
effects cannot be fully disentangled from shape-induced
effects in these models, as is clear from the direction-resolved
absorption curves shown in supplementary Fig. S8.

To eliminate shape-related influences as much as possible,
we constructed a second set of models (Fig. 7(b)): a nearly
spherical fcc-based cluster (Ag321 fcc) and a structurally almost

identical counterpart containing a twin plane (Ag321 TP). The
model with the defect was generated directly from the fcc
sphere by rotating half of the atoms by 180° (Method S1),
ensuring nearly identical energies per atom, surface structures,
and overall shapes (Fig. S9). These models enable a more
direct assessment of how stacking defects affect plasmonic be-
havior while minimizing shape-related artifacts. The absorp-
tion curves for the identical fcc-spheres, shown in Fig. 7(b),
follow the same trend as the Ag309 cubeoctahedron-like clus-
ters, except that the broadening in the latter is significantly
reduced. In neither case, significant shifts in LSPR energies
are observed.36

The broadening of the LSPR peak following the introduc-
tion of a stacking fault can be directly linked to modifications
in the electronic ground state, particularly the delocalized 5s
electrons near the HOMO. While atomic 4d electrons play a
crucial role in dynamically screening the coherent oscillation
of the 5s electrons in the LSPR, they are less significant in our
analysis, given that we are comparing clusters of similar size
and shape while keeping the value of the effective Hubbard U
fixed to 4 eV. The atomic 5s electrons in such systems are
known to arrange themselves into ‘superatom’ states, forming
discrete quantum states similar to atomic orbitals S, P, D, and
so on.

In Fig. 8(a) and (b), we present the superatomic projected
density of states (SAC PDOS) for fcc spheres, both with and
without the stacking fault. The SAC PDOS was calculated by
projecting individual Kohn–Sham wavefunctions onto spheri-
cal harmonics of specific angular momentum character, cen-
tered at the clusters’ center of mass. The system contains 321
delocalized atomic s electrons, which is a relatively large

Fig. 7 Calculated absorption spectra of (a) regular silver CUB (Ag309
CUB, red line) and CUB-derivative with a stacking fault (Ag309 SF, blue
line), both consisting of 309 atoms; (b) ideal fcc silver sphere (Ag321 fcc,
red line) and sphere-derivative with a twin plane (Ag321 TP, blue line),
both consisting of 321 atoms. The cluster models shown are cross-sec-
tions through the middle of clusters; white, green and blue spheres rep-
resent surface, fcc and hcp atoms, respectively (determined by OVITO
software). All models were relaxed using VASP,44,45 utilizing PBE to
approximate the exchange–correlation functional, until the forces on
each atom were reduced to less than 0.01 eV Å−1.
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number. Therefore, we performed the projection up to L = 10.
In our representation of SAC PDOS, we display contributions
from different L values stacked on top of each other, showing
how well the sum of our projections compares to the total
density of states (DOS), shown in black. In the HOMO, we find
major contributions from the states having character L ≤ 9,
while in the LUMO, L = 10 character starts appearing, confirm-
ing that projections up to L = 10 are needed in order to charac-
terize the superatom Ag321 completely.

The SAC PDOS of the two clusters reveals that the electronic
states exhibit a comparable overall character at all energies.
This behavior is anticipated, as the delocalized 5s electrons
weakly interact with the underlying atomic arrangement.
However, in the fault-free structure, the density of states (DOS)
features sharper and more well-defined peaks, indicating that
the SAC states retain the influence of the cluster’s inherent
symmetry.46

Unlike SAC projections applied to the spherical Jellium
model—where the atomic arrangement is replaced by a per-
fectly spherical distribution with a uniform positive back-
ground charge, yielding fully degenerate superatomic states—
our DFT calculations account for deviations from the spherical
shape, thereby lifting such degeneracies. A notable example is
depicted in Fig. 8(c) where the P states at about 2.6 eV undergo
a clear splitting upon the introduction of the twinning plane
in the Au321 cluster. In other words, the degeneracy is lifted
due to the lowering of the overall symmetry. However, this
effect remains so small, due to the overall nearly spherical
shape, that it is not discernible on the scale of the present SAC
PDOS plots for both clusters.

A similar lifting of degeneracy can be expected for other
SAC states, further contributing to the broader distribution
observed in the DOS of the twinned structure. This phenom-
enon leads to a less pronounced peak structure compared to
its fault-free counterpart, which then could translate into the
broadening of the LSPR that we see clearly in our calculated
absorption spectrum. Thus, we can conclude that the introduc-
tion of a stacking fault while keeping a quasi-identical shape
leads to a broadening of the absorption spectra and the lifting
of degeneracies in the SAC states.

Electrochemical significance

Structural defects, including stacking faults and vacancies,
play a pivotal role in electrocatalysis by altering the mor-
phology and local electronic structure of noble metal nano-
particles. These modifications affect adsorption energies and
the activation of reactants or intermediates.47 Recent studies
on Au–Pt alloy systems have shown that both composition and
morphology can be tuned to optimize the selectivity of various
electrocatalytic reactions, for instance, promoting the selective
electrochemical reduction of CO2 to syngas (CO + H2) or
formic acid, enhancing O2 reduction for fuel cell applications,
and improving hydrogen evolution by increasing the electro-
chemically active surface area and facilitating reaction
kinetics.48

Ongoing research is focused on optimizing not only the
composition and size of Au–Pt alloy catalysts, but also their
bulk crystallographic morphology to enhance the durability
and catalytic performance. It has been suggested that the
superior activity of such alloy electrocatalysts, relative to pure
platinum, arises from lattice compression effects and modifi-
cations in the local electronic structure of Pt.49,50 In oxidation
reactions involving formic acid, methanol, and carbon monox-
ide, both the Au/Pt atomic ratio and the presence of stacking
defects significantly affect reaction pathways and the extent of
CO poisoning on Pt-rich regions.51

Noble metal nanostructures could also be light absorbing
systems in which electron hole pairs can be formed and used
as “hot” charge carriers for catalytic applications. Plasmonic
effects in electrocatalysis typically refer to the use of gold or
silver nanoparticles with the ultimate goal of enhancing the
efficiency and selectivity of electrochemical reactions by har-
nessing the energy and properties of localized surface

Fig. 8 Calculated superatomic projected density of states for (a) a
regular Ag321 fcc-sphere and (b) an fcc-sphere with a twin-plane stack-
ing fault. The HOMO in both plots is shifted to 0 eV. For clarity, the con-
tributions of the 4d states, which start at −4 eV below the HOMO, are
not shown. (c) Visualization of the wavefunction for the three degener-
ate P-superatomic states in the defect-free fcc sphere (left) and the
modified states after introducing the twin-plane defect, leading to the
lifting of the degeneracy.
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plasmon resonances. For example, by utilizing plasmonic
effects, it’s possible to enhance the activity and selectivity of
CO2 reduction, oxygen evolution, and hydrogen evolution.52,53

Taken together, these findings support the broader concept
that electrocatalysts designed through defect engineering—
particularly via controlled introduction of atomic-level imper-
fections—offer valuable opportunities to modulate the elec-
tronic structure, reshape the surface reactivity, increase the
active site density, and improve the transport of reactants and
products at the catalytic interface. The significance of stacking
faults and related defects as catalytic modifiers has recently
gained attention, especially in the context of efficient hydrogen
generation.54

Vacancy-driven twinning during nanoparticle growth

The theoretical process of vacancy-driven twinning relies on a
top-to-bottom approach when the removal of atoms generates
vacancies. However, in reality, it is difficult (not impossible) to
imagine how atoms can be extracted from the bulk of NP.
Here, we propose two possible scenarios for the appearance of
vacancies in real nanoparticles.

The first one is the simple atom condensation model with
an intermediate step: the accumulation of vacancies (Fig. S10).
During condensation, newly deposited atoms may occupy non-
optimal positions away from nodal ones. As the number of
such defects grows, some voids (vacancies) eventually can be
formed.

Theoretical studies suggest that condensation of fcc metals
in a vacuum is fast and highly effective. Even if the supply rate
of condensing atoms is high, they will likely find a place
corresponding to the close packing. However, in reality, in the
case of the chemical synthesis route, there are always impuri-
ties, solvents, stabilizing agents, etc. Their presence can affect
the deposition of atoms, resulting in defect formation.

Vacancy-driven twinning in bimetallic nanoparticles

Our recent experimental study suggests the appearance of the
vacancy-driven twinning mechanism during the phase segre-
gation studies of immiscible AuPt alloys.55 Alloyed AuPt nano-
particles were heated, which triggered their growth and trans-
formation into Janus particles. The multidomain XRD
approach showed that the Pt part of the Janus particle became
highly disordered and evolved with temperature, similar to the
model presented in Fig. 5. Here, we report a generalized
mechanism of the VDT in bimetallic fcc NPs. The detailed
description can be found in our work.42

It is known that in bulk Au and Pt are immiscible, which is
not the case at the nanoscale. Bottom-to-top approaches allow
these metals to combine to form well-mixed nanoalloys.
Nevertheless, once these nanoparticles grow, they possess
more macroscopic-like properties and become unstable. If the
temperature is high enough, it triggers the migration of gold
atoms from the bulk. Therefore, gold segregates on a surface,
forming Janus (or core–shell) NPs.

While gold atoms escape the alloyed phase (Fig. 9), they
leave vacancies in the bulk. Since platinum atoms are less

mobile than gold, they cannot heal the generated vacancies/
voids. After the concentration of generated defects exceeds a
critical value, the Pt-rich phase becomes unstable and under-
goes vacancy-driven twinning. As a result, the experimentally
obtained Au-rich and Pt-rich phases consist of ∼5 and ∼20
domains, respectively. Once the system is heated further, Pt
atoms become mobile enough to trigger ordering, and the
number of domains decreases.

This case can be used as a guideline for initiating VDT in
other fcc samples and synthesizing highly disordered mono-
metallic NPs (Method S2). The proposed approach is similar to
the Kirkendall effect, wherein during the diffusion process,
atoms from the faster-diffusing metal (A) migrate into the
slower-diffusing metal (B), creating vacancies within metal
A. However, our method differs in two key aspects: the initial
state is a homogeneous alloy (AuPt), and vacancies are gener-
ated within the metal phase of lower diffusion rate (Pt) with
the higher diffusion rate atoms (Au) quickly clustering and
ordering. Thus, while reminiscent of the Kirkendall effect, our
approach is based on different principles.

Conclusions

In this study, we demonstrated the vacancy-driven twinning
mechanism responsible for the formation of stacking defects
in fcc metal nanoparticles. Above a critical vacancy concen-
tration of ∼13%, the ideal fcc stacking becomes unstable, pro-
moting stacking faults, cross-twinning, and locally stable hcp
phases. Our simulations reveal a consistent trend toward
increased bulk disorder with higher vacancy concentrations
and provide a computationally efficient framework for generat-
ing realistic, multitwinned nanostructures beyond convention-
al CUB, DEC, and ICO models.

Fig. 9 Scheme of vacancy-driven twinning in bimetallic NPs during
phase segregation.
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Additionally, we explored the effect of stacking defects on
the plasmonic properties using RT-TDDFT+U calculations,
showing that such defects broaden and dampen the localized
surface-plasmon resonance peak by modifying the electronic
structure. Coupled with SAXS and MDXRD techniques for
tracking bulk morphology evolution, the VDT approach offers
a promising route for tailoring nanoparticle structures to opti-
mize both optical and electrochemical properties. These find-
ings provide opportunities for defect-engineered nano-
materials in photocatalysis, plasmon-enhanced reactions, and
electrocatalysis, where internal morphology plays a critical role
in tuning performance.

In this work, the VDT mechanism is discussed for fcc metal
nanoparticles. Because it relies on metallic bonding principles,
it may also apply to other simple metals (including hcp and
body-centered cubic systems) and metal alloys. However,
extending the concept to non-metallic nanoparticle systems
would require a dedicated study, as their bonding character-
istics and atomic mobility differ substantially.

Experimental
Computational simulations

Modeling of the NP structure. Raw “magic number” CUB
and fcc ball models were created using Cluster.27,38 The same
software was used to populate NPs with vacancies.

We used Blender software to manually assemble NP models
containing 2D and 3D hcp cross-twinn “X”-like patterns (Fig. 4
and Method S1). The initial fcc segments were created using
Cluster software and then imported into Blender as a set of
XYZ coordinates using “PDB/XYZ” add-on. Blender provides a
convenient interface for manually editing fcc structures:
moving, rotating, shaping, duplicating, etc. The modified
structure can then be exported back as a set of XYZ
coordinates.

Energy minimization

The energy minimization implemented in Cluster software uti-
lizes the Sutton–Chen potential56 and was performed until the
total energy gradient reached ∼10 × 10−6.

The calculations with the Gupta potential were done by
using the molecular dynamics code employed in our previous
studies.12,14 Local relaxations were made by two methods,
quenched molecular dynamics and quasi-Newton minimiz-
ation by the Broyden–Fletcher–Goldfarb–Shanno algorithm.57

Molecular dynamics

The molecular dynamics algorithm implemented in Cluster
software utilizes the SC potential. The simulations shown in
Fig. 5 were performed as follows: a raw fcc ball consisting of
5089 atoms was populated with 22% of vacancies and relaxed.
Then, the temperature was incrementally increased from 300 K
to the melting point at 850 K in steps of 50 K. The duration of
each stage was at least 50 ps (in thermostat mode), and the

time step used was 0.001 psec. After each heating stage, the
corresponding model was relaxed.

Molecular dynamics simulations (Fig. S5) were performed
with the Gupta potential. We analyzed the same relaxed fcc
ball made of 5089 atoms, which was populated with 22% of
vacancies. The temperature incrementally increased from
300 K to 1000 K in steps of 1 K every psec. After each heating
stage, the corresponding model was relaxed (using the Gupta
potential) by the molecular dynamics code described in our
previous studies.12,14

X-ray diffraction data

Powder diffraction patterns (both SAXS and wide-range scatter-
ing) were calculated using Cluster software via the Debye sum-
mation formula (for Cu radiation). For the analysis of XRD pat-
terns, we used the Pearson type VII function, which is the
most commonly used one. SAXS patterns were analyzed in the
SASfit program,58 assuming a spherical model with a lognor-
mal size distribution.

Absorption spectrum

All structures were relaxed on VASP with generalized gradient
approximation (GGA) as parameterized by Perdew, Burke, and
Ernzerhof (PBE) to approximate the exchange and correlational
functional, until forces on each atoms were less than 0.01 eV
Å−1.44,45,59

To calculate the spectra of Ag clusters, we have used the
rotationally invariant formulation of DFT+U and subsequently
RT-TDDFT+U as implemented in the real-space code
Octopus.35,60 For the exchange and correlation functional, we
have used GGA (PBE).59 An effective-U correction of 4 eV was
applied to the 4d electrons of Ag atoms to account for the
shortcomings of the GGA in describing localized electrons.36

The interactions between the electrons and the ions were
described using norm-conserving Troullier–Martins pseudopo-
tentials61 treating 11 valence electrons corresponding to 10 4d
electrons and a single 5s electron in Ag explicitly. For all the
calculations, the real-space grid spacing and radius were kept
fixed at 0.20 Å and 5.0 Å, with the simulation box-type set to
minimum. This so-called minimum refers to the radius of the
sphere surrounding each atom, while the simulation box is
defined as the sum of all spheres generated around each atom.

For the RT-TDDFT+U calculation, we have used the Yabana
and Bertsch formalism,62 which involves perturbing the elec-
tronic ground state with a δ-kick electric field at t = 0, followed
by the time evolution of the perturbed wavefunctions. We have
used the Approximated Enforced Time-Reversal Symmetry
(aetrs) propagator, with a time step of ≈0.0013 fs and a total
propagation time of ≈26 fs. The resulting spectrum is obtained
by Fourier transforming the time-dependent dipole moment.

In both the DFT+U and RT-TDDFT+U calculations, spin–
orbital coupling (SOC) was omitted, since SOC mainly affects
the localized 4d states, whereas the LSPR arises from the delo-
calized 5s electrons and is therefore only weakly impacted.
Moreover, this effect is already known to have a negligible
influence even for smaller Ag clusters.63
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