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Introduction

Quantum dot or not? The effect of ligands on the
nature of excitations in CdS nanoparticles

Eimear Madden "2 and Martijn A. Zwijnenburg = *

We investigate using many-body perturbation theory the optical and electronic properties of neutral
cadmium sulfide nanoparticles with the zinc blende structure for which the surface is capped with
bisulfide or alkylthiolate ligands, alone or in combination with phosphine, phosphine oxide or amine
ligands. We study the nature of the optical excitations for these particles and how the optical and elec-
tronic properties of these particles change with the size of their inorganic core. We demonstrate that for
all families of particle studied, except those where the corners are capped with aromatic ligands, the
optical gap, the onset of light absorption, blue shifts with decreasing particle-core size. For the particles
where the corners are capped with alkyl phosphines, phosphine oxides or amines the optical gap is pre-
dicted to correspond to an excitation where both the hole and excited electron are delocalised over the
inorganic core of the particle, a core-to-core bulk-like excitation, and hence resemble the cartoon
picture of a quantum dot. In contrast, we predict that for particles exclusively capped with bisulfide or
alkylthiolate ligands, the optical gap corresponds to a charge-transfer excitation with the hole localised
on a subset of ligands and only the excited-electron delocalised over the inorganic core of the particle.
For particles where the corners are capped with aromatic ligands the optical gap is predicted to corres-
pond to a ligand-to-ligand excitation, which because of its localised nature does not significantly shift
with particle size. However for these particles with aromatic ligands, core-to-core excitation, lie only
slightly higher in energy, and these excited states will shift with particle size and will likely become the
optical gap for large(r) particles. Moreover, as core-to-core excitations are predicted to be much more
intense than ligand-to-ligand excitations, experimentally one is likely to observe a blue shift with particle
size even for particle sizes where the optical gap technically is a ligand-to-ligand excitation.

matrix or a matrix of another semiconductor are also used as
gain media in lasers and in LEDs.®

Nanoparticles made from semiconducting materials, for
example cadmium sulfide or indium phospide, which crystal-
lise in the wurtzite or zinc blende/sphalerite crystal structures,
typically display a characteristic blue shift of the absorption
and/or fluorescence spectra with decreasing nanoparticle size."
This blue shift of the spectra of such nanoparticles, often
referred to as quantum dots, is both of fundamental scientific
and practical interest. The ability to tune the absorption and
fluorescence spectrum of nanoparticles by changing the par-
ticle size is exploited in the application of such nanoparticles
in for example medical imaging,” as light absorbing material
in solar cells,* as light emitting material in both light emit-
ting diodes (LEDs) and displays,>® and in the gain media of
lasers.” Moreover, related materials where nanoparticles of
semiconducting materials are grown in an insulating glass
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In contrast to nanoparticles of materials that crystallise in
the rocksalt structure, wurtzite or zinc blende nanoparticles
are not simply cuts from the bulk. Stoichiometric wurtzite or
zinc blende cuts have large number of ions with very low
coordination numbers and hence are not particularly stable.
As a matter of fact, global optimisation studies of stoichio-
metric clusters of materials such as zinc or cadmium sulfide
predict bubble-like global minima that do not resemble frag-
ments of the bulk crystal structure.”* Cuts from the bulk
crystal structure, from which all low-coordinated ions have
been removed, are generally non-stoichiometric and as a result
highly charged. For example, a tetrahedral cut from the zinc
blende structure would have twice as many sulfur ions than
metal ions and a charge of —20 (see Fig. 1A). Such highly
charged particles would probably undergo Coulomb explosion
when in the gas phase, and even in solution, where the dielec-
tric qualities of the solvent would screen the charge, would un-
likely be stable. Nanoparticles of wurtzite or zinc blende
materials hence are generally grown experimentally in the
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Fig. 1 (A) Tetrahedral cut from the zinc blende structure; (B) tetrahedral cut with the pendant 1-coordinated sulfur anions removed; (C) tetrahedral

cut where the 1-coordinated sulfur anions and the 2-coordinated sulfur anions on the edges of the particle have been replaced by X-type bisulfide
ligands; (D) tetrahedral cut where all the 1- and 2-coordinated sulfur anions, as well as the 3-coordinated sulfur anions on the face of the particle,
have been replaced by methylthiolate X-type ligands; (E) tetrahedral cut where all the 2-coordinated and some 3-coordinated sulfur anions have
been replaced by methylthiolate X-type ligands while the 1-coordinated sulfur anions were replaced by neutral trimethylphosphine L-type ligands.
Below each particle the cadmium : sulfur ratio, charge and bisulfide/alklylthiolate : sulfur ratio of the structure is shown.

presence of a combination of neutral ligands and charged
ligands to increase the coordination of the metal ions on the
surface, and in the latter case, reduce the charge on the par-
ticle (see Fig. 1C-E), as well as control growth and nucleation
rates.'> Examples of neutral ligands include phosphines and
phosphine oxides, while charged ligands are either XR" )~
anions, where X"~ is the anion of the material in question, for
example SR™ thiolates or SH™ bisulfide, or other monoanions
such as carboxylates or halides. In the literature, neutral
ligands that coordinate through a lone-pair are generally
labelled as L-type ligands and anionic ligands as X-type
ligands, following the classification scheme of ligands devel-
oped by Green'® and adapted to nanoparticles by Owen."”

While generally the structure of large ligand-capped nano-
particles of wurtzite or zinc blende materials is not known
with atomic resolution, small atomically precise nanoparticles
have been crystallised and X-ray diffraction shows that these
particles are indeed generally cuts of the bulk crystal structure,
with all metal ions on the corner of the particles coordinated
by neutral L-type or XR" Y~ X-type ligands and all the X"~
ions on the edges of particles replaced by XR"™V~ X-type
ligands."®* These small atomically precise nanoparticles are
also, as expected generally non-stoichiometric and often nega-
tively charged, crystallising typically as salts with suitable
counterions.

When a semiconductor absorbs light excited electron hole
pairs, often referred to as excitons, are formed. The excited
electrons and holes in these excitons are bound by their
mutual coulombic interaction. In bulk semiconductors, the
interaction between excited electron and holes is typically
small due to the efficient dielectric screening of charges in
such materials. Hence, the excitons readily fall apart into free
electrons and holes, the free charge carriers. As a result, the
room-temperature optical absorption spectra of many bulk
semiconductors show no signs of excitons, the signatures of
which only show up at low temperature where there is not
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enough thermal energy to dissociate the excitons. In semi-
conductor nanostructures, dielectric screening is less efficient
and as a result excitons are typically more strongly bound and
their optical absorption spectra, even at room temperature, are
dominated by excitonic effects. The onset of light absorption,
the longest-wavelength lowest-energy light absorbed by a
material, is referred to as the optical gap. The minimum
energy required to generate a free electron and hole, rather
than an exciton, is the fundamental gap (see Fig. S2), often
referred to as the band gap in the case of bulk crystalline
solids. In the bulk semiconductors mentioned above, the
difference between the fundamental/band and optical gap, the
exciton binding energy, is small and on the order of KgT at
room temperature (26 meV). In contrast, for nanoparticles the
fundamental gap is considerably larger than the optical gap
with exciton binding energies values of typically ~10-100
times KgT.

The blue shift of the optical gap and rest of the optical
absorption spectra of semiconductor nanoparticles with
decreasing particle size is typically described in terms of the
confinement to the particles’ volume of both the free charge
carriers and the excitons. Analytical models for this have been
derived starting from either the effective mass approximation
or using particle in a sphere solutions as basis.>>*® Such
analytical models predict that the fundamental gap varies as
1/r* with the particle size r and that the exciton binding
energy, or at least its coulombic part, varies as 1/r. The optical
gap, as the fundamental gap minus the exciton binding
energy, is predicted by the same models to vary as 1/r", where
n varies with particle size, but always has a value between 2
and 1. However, such a description and the derivation of the
analytical models based on it assumes uniform and homo-
geneous particles with a bulk-like electronic structure, which
seems a questionable assumption for realistic ligand capped
zinc blende and wurtzite particles. Moreover, while in hydro-
genated silicon nanoparticles excited-states are indeed deloca-

This journal is © The Royal Society of Chemistry 2025


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5nr04200c

Open Access Article. Published on 13 November 2025. Downloaded on 1/20/2026 2:31:24 AM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Nanoscale

lised over the volume of the particles,*” work on rocksalt CdO
and CdS nanoparticles suggest that even if they display a blue
shift of the lowest optically excited state (the optical gap) upon
decreasing particle size, the relevant state is only delocalised
over the surface rather than the bulk of these otherwise rather
uniform and homogeneous particles.>®

Computational chemistry calculations on realistic models
of nanoparticles which include ligands allow us to go beyond
the limitation of analytical models and explicitly probe the
effect of structural inhomogeneity. Such calculations also
provide a way to probe not only the energy of the lowest excited
states and how they change with particle size, but also the
underlying (de)localisation of the excited states, which is
difficult if not impossible to probe by experiment. Calculations
also have the advantage that one knows the particles’ exact
structure by construction and that it is thus possible to
compare like with like, untangling effects of particle size from
composition, which can be challenging experimentally.

Density functional theory, DFT, and its time-dependent
extension, time-dependent DFT, TD-DFT, would be the natural
framework to perform calculations on nanoparticles, owing to
their favourable scaling with system size. However, with practi-
cal exchange-correlation functionals, TD-DFT struggles with
the description of so-called charge-transfer states, excited
states where the excited electron and hole formed are spatially
separated,”®*® and previous work suggests such states are
common for inorganic nanoparticles. TD-DFT calculations can
reproduce experimental absorption spectra, for example for
magnesium oxide nanoparticles,*® or the results of high-level
quantum chemistry calculations, for example in the case of
titanium dioxide clusters,**** however, this requires for each
system a careful selection of the exchange-correlation func-
tional in general and tuning the amount of exact exchange in
the functional used in particular to minimize issues with
charge-transfer states. Moreover, functional tuning often
needs to be combined with a rigid red shift of the predicted
spectra, as TD-DFT calculations with exchange-correlation
functionals that predict the correct energetic ordering of
charge-transfer and non-charge-transfer states often spuriously
shift the whole spectrum into the blue. In general, such calcu-
lations are hence much more empirical than desired. High-
level quantum chemistry calculation, such as equation-of-
motion coupled cluster calculations, do not suffer from the
drawbacks of TD-DFT but do not scale sufficiently favourably
with system size to make calculations on real nanosystems
computationally tractable. GW-BSE many-body perturbation
theory calculations based on Green’s functions on top of DFT,
where GW**7¢ is used to calculate the quasiparticle spectra
and the Bethe-Salpeter equation®”° is solved using the pre-
dicted quasiparticle spectra as input to predict the exciton or
optical absorption spectra, similarly does not suffer from the
drawbacks of TD-DFT. However, in contrast to high-level
quantum chemistry methods, GW-BSE scales sufficiently
favourable with system size, even if still much more computa-
tionally expensive than TD-DFT, such that calculations on real
nanosystems with GW-BSE are computationally tractable. In
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the literature GW-BSE calculations on nanoparticles of one
nanometre or larger have been reported for among other
materials ~ silicon,””****  magnesium oxide,” cadmium
oxide,”® and cadmium chalcogenides.?®***™*® GW-BSE addition-
ally has as advantage that it treats the quasiparticle and
exciton spectra on a similar footing. This allows one to predict
internally consistent exciton binding energies and thus the
extent by which excitons are stabilised relative to an unbound
excited electron and hole, which is difficult for TD-DFT. While
there have been limited studies of nanoparticles of CdS and
related chalcogenides with the wurtzite or zinc blende struc-
tures using GW-BSE,**™® there has been extensive prior work
studying them with (TD-)DFT.*”~>’

In this study we propose structural models for a range of
different CdS zinc blende nanoparticles and use GW-BSE to
study the trend in the predicted optical gap and the (de)localis-
ation of the underlying excited-state with particle size, as well
as the same trends for the fundamental gap and the exciton
binding energy. After having studied anionic particles where
all sulfur ions on the edges and corners of the particles have
been replaced by SR™ phenylthiolate ligands in a previous
study,’® we here consider neutral thiolate-terminated zinc
blende CdS nanoparticles as models for neutral CdS nano-
particles. These particles are obtained from their anionic
counterparts by also replacing a fraction of the otherwise 3-co-
ordinated $*>~ ions on the faces of the nanoparticles by methyl
thiolate/bisulfide X-type ligands. These particles are related to
the sodium salts of the anionic nanoparticles previously
studied using GW-BSE by Zhu et al.*> We also consider neutral
particle in which the pendant thiolate or bisulfide X-type
ligands on the corners of the particles have been replaced by
neutral phosphine, phosphine oxide or pyridine L-type
ligands, inspired by the experimental use of such
ligands'>*'*87%* in the synthesis of zinc and cadmium chalco-
genide nanostructures. By considering this range of particles
and ligands we do not only explore the effect of particle size
but also the effect of the exact surface passivation.

Methodology

Starting structures for the neutral thiolate-terminated nano-
particles were obtained from cuts from the experimental bulk
CdS structure and/or the experimentally reported X-ray struc-
tures of atomically precise nanoparticles. In the case of the
bulk cuts all the 2-coordinated S$>~ ions on the edges of the
bulk cuts and a fraction of the 3-coordinated S>~ ions on the
faces were replaced by SR™ bisulfide or methyl thiolate X-type
ligands and the undercoordinated metal ions on the corner of
the bulk cuts coordinated by either additional bisulfide or
methyl thiolate X-type ligands or trimethylphosphine, tri-
phenyl phosphine, trimethylphosphine oxide, or pyridine
L-type ligands. Alternatively, when starting from bulk cuts with
1-coordinated pendant S*~ anions, these are replaced with X-
or L-type ligands. When starting from the experimentally
reported structures of atomically precise nanoparticles the
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X-/L-type ligands of the nanoparticles were replaced by bisul-
fide, methylthiolate or one of the L-type ligands discussed
above if needed, and a fraction of the 3-coordinated S*~ ions
on the faces replaced by SR™ bisulfide or methyl thiolate
X-type ligands in order to obtain neutral particles. The DFT
geometry optimisation calculations were performed using the
B3LYP®>®” hybrid exchange-correlation functional in combi-
nation with the D4°® dispersion correction and the def2-SV(P),
def2-SVP or def2-TZVPP basis-set.®® For selected smaller par-
ticles frequency calculations were performed to confirm that
the respective stationary points found are minima rather than
saddle points. All these calculations, as well as the GW and
BSE calculations discussed below, were performed using
Turbomole 7.5.7°

The quasiparticle spectra of the particles were calculated
using GW starting from the B3LYP Kohn-Sham orbitals. These
calculations were either single shot GW, G,W,, or eigenvalue
self-consistent GW, evGW, calculations, where the evGW results
are discussed in the main text and the G,W, results are reported
in the SI. In these calculations the self-energy is calculated
using analytical continuation”*””* and only the highest occupied
and lowest unoccupied quasiparticle states are calculated expli-
citly using GW while the remainder of the quasiparticle states
are the Kohn-Sham states (or more correctly the generalised
Kohn-Sham states as B3LYP is a hybrid functional) shifted
accordingly. In previous work®*® we found that this approach
yields similar results to when using a spectral representation
and explicitly calculating all quasiparticle states with GW but
for a fraction of the computational cost. The lowest optical
excited states were calculated by solving the Bethe-Salpeter
equation on top of the GW quasiparticle spectrum.””

For G,W, and by extension G,W,-BSE the predicted pro-
perties will depend on the functional used in the underlying
DFT calculation, here B3LYP. The use of evGW instead of G,W,
significantly reduces this starting-point dependency by iterat-
ing the eigenvalues until self-consistency is achieved.
Moreover, in the case of finite-sized systems, such as the CdS
particles studied here, the results of evGW-BSE are found to
agree well with coupled-cluster benchmarks, as explicitly
shown for singlet excitation energies of organic molecules,”*
and yield excitation energies there that are clearly superior to
those obtained from G,W,-BSE.

The character of the quasiparticle states is analysed in
terms of the underlying Kohn-Sham states. The character of
the optical excited states, the excitons, is analysed in terms of
the corresponding natural transition orbitals (NTOs),”® as well
as a series of descriptors developed by Plasser and co-workers,
such as the root mean square electron-hole separation and the
CT character.”®” The latter analysis is performed using the
TheoDORE code.®°

The qualitative delocalisation of the excitons is analysed in
terms of how many atoms in the inorganic core of the particles
contribute more than Y g;/N to the hole or electron component
of the exciton, as well as the maximum value of g;/Y¢; for
either the hole or electron component. Here, N is the total
number of atoms in the core, g; the contribution of atom i to
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the electron or hole component of the exciton as calculated by
TheoDORE, Y g; the contribution of all the atoms in the core
summed (equal to one if the exciton is fully located on the
core), Yqi/N the contribution each atom would have if each
atom would contribute equally and g;/>.g; the contribution of
atom i as a fraction of the sum. We also calculate the partici-
pation ratio (PR) for the hole and excited electron components
of the excitons, which we define following Alexander and co-
workers®" and Llusar and co-workers®” as:

PR = (3 a)*/(N Y a) (1)

where the PR value, defined as such, varies between 1/N for a
state fully localised on one atom of the core and 1 for a state
fully delocalised over the core. We are aware that in the litera-
ture the results of eqn (1) are sometimes referred to as the
inverse participation ratio (IPR)>® but we believe PR to be the
more correct terminology as it corresponds to the ratio of the
atoms participating in an excited state and the total number of
atoms. Other authors® discuss instead the true IPR, which
obviously equals the inverse of the result of eqn (1), but appear
to plot PR. We also calculate the product of PR and N, which is
measure of the number of atoms involved with the hole or
excited electron component of the exciton. This product of PR
and N, finally, also equals the participation ratio as reported
by TheoDORE,?* in which case N is defined more generally as
the number of subsystems.

Fourier transforms of the (natural transition) orbitals are
obtained to probe the ‘reciprocal space’ nature of the orbitals
using an inhouse python code®® built around the NumPy
library and with a cube file of the (natural transition) orbitals
as input. The Fourier transforms are plotted as a function of k,
and k, defined as:

Ki =2=n/l; (2)
and plotted in terms of:
G = 2n/aq (3)

where q, is the bulk lattice parameter of the primitive unit-cell
of zinc blende CdS. With the information along the z-direction
projected on the xy plane by summing up the contributions
along the z-axis for each k.k, value.

The properties of the particles are all plotted relative to the
radius R of the inorganic core of the particles. R is calculated
from the average edge length of the inorganic cores L assum-
ing the particles are ideal tetrahedra as the distance between
the centroid of the particle and the vertices:

R=(3/8)"" xL (4)

Results
Properties of the [Cd;0S,0]*°” cut derived particles

Having checked the basis-set convergence (see section I of the
supplementary discussion in the SI), we start our discussion
here by considering the optical and electronic properties of

This journal is © The Royal Society of Chemistry 2025
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the CdS nanoparticles. We initially focus our discussion on the
different particles that can be derived from a [Cd;(S,0]*°” cut
from the CdS zinc blende structure, as these particles are both
relatively small and have relatively high symmetry (see Fig. 2
and Fig. S3 in the SI). These nanoparticles include the neutral
[Cd;10(SR)y0] particle in which all the twenty 1-, 2- and 3-co-
ordinated sulfur ions have been replaced by thiolate or bisul-
fide X-type ligands and the neutral [Cd;,S4(SR);,L4] particle in
which the four pendant 1-coordinated sulfur ions have been
replaced by neutral L-type ligands and the sixteen 2-co-
ordinated sulfur ions by thiolate or bisulfide X-type ligands.
There is also the anionic [Cd;S4(SR);6]"~ particle in which all
the sixteen 1- and 2-coordinated sulfur ions have been
replaced by thiolate or bisulfide X-type ligands, which we have
already studied in previous work, mentioned above.'® This
anionic [Cd;¢S4(SR);6]'” nanoparticle has been prepared
experimentally as an atomically precise nanoparticles in the
case of phenylthiolate and crystallised as a salt with alkylam-
monium counterions.'®'® Similarly, the zinc analogue of the
neutral [Cd;,S4(SR);1,L,] particle has been experimentally pre-
pared®! as an atomically precise nanoparticles using ethylthio-
late and 3,5-lutidine or pyridine as the neutral L-type ligand.
Table 1 gives the predicted fundamental and optical gap
values for the different neutral Cd,, particles. From the data it
is clear that the [Cd;o(SR)y0] particle with either bisulfide or
methylthiolate X-type ligands consistently has smaller funda-
mental and optical gaps than the neutral [Cd;(S4(SR);,L4] par-
ticle, independent of the exact nature of the L-type ligand. The
anionic phenylthiolate [Cd;,S4(SPh);¢]*~ particle, the only
anionic Cd,, particle for which basis-set convergence is likely
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Table 1 evGW-BSE predicted properties of the different neutral
[Cd1052012%~ cut derived particles. All values in eV and obtained with the
def2-SVP basis-set except the values in parentheses that were obtained
with the larger def2-TZVPP basis-set. Data for [Cd10S4(SPh)i6l*~ taken
from our previous work.*® The equivalent GoW, data can be found in
Table S9 in the SI

Ap Ao EBE
[Cd;0(SMe),0] 6.61 3.94 2.67
[Cd10(SH),0] 6.88 (6.80)  4.01(4.01)  2.87 (2.79)
[Cd10S4(SMe);o(TMP),] 7.35 4.56 2.78
[Cd10S4(SH) 2(TMP),] 7.26 (7.15)  4.45(4.41)  2.81(2.73)
[Cd10S4(SMe);o(TMPO),]  7.36 4.58 2.79
[Cd10S4(SMe),,(TPP),] 7.30 4.50 2.80
[Cd10S4(SMe)12(Py)a] 7.22 4.69 2.54
[Cdy0S4(SPh)y6]"" 6.61 3.12 3.49

not an issue (see our previous work*® and the SI), has a funda-
mental gap that is similar to the [Cd;(S4(SR);,L4] particles but
an optical gap that is smaller than all the neutral particles.
The exciton binding energy for all neutral Cd,, particles are
similar but the excited-state for the anionic phenylthiolate
[Cd10S4(SPh)6]*~ particle is considerably stronger bound.
Calculations with the larger def2-TZVPP basis-set, where tract-
able, finally, give very similar results to those using the smaller
def2-SVP basis-set.

Character of the lowest excited states for [Cd;S,0]”°~ cut
derived particles

The character of the lowest excited states in different Cd,, par-
ticles was examined by analysing the (de)localisation of the

Fig. 2 DFT optimised structure of the [Cd;o(SMe)0] particle (top left), [Cd1o(SH)20] particle (bottom left), [Cd10S4(SMe)12(TMP),4] particle (top right)
and [Cd;0S4(SH)12(TMP),] particle (bottom right), where for each particle the structure is shown in a ball-and-stick representation and with the
atoms rendered as van der Waals spheres. Fig. S3 in the Sl additionally shows the DFT optimised structure of [Cd;0S4(SMe);2(TPP)4].

This journal is © The Royal Society of Chemistry 2025
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Fig. 3 Pictures of the occupied (bottom row) and virtual (top row) component of the leading natural transition orbital for the lowest excitation
corresponding to the optical gap of the [Cd;o(SMe),ol (left), [Cd10S4(SMe)12(TMP)4] (middle) and [Cd10S4(SMe)12(TPP)4] (right).

electron and hole components across various regions of the
nanoparticles. This was assessed using the TheoDORE code®’
and inferred from the (de)localisation patterns of the domi-
nant natural transition orbitals (see Fig. 3). Based on this ana-
lysis, the lowest excited state of neutral [Cd;o(SR)0] nano-
particles (capped exclusively with methylthiolate or bisulfide
ligands) exhibits partial charge-transfer character, with the
hole localised on the corner-capping X-type ligands and the
excited electron delocalised primarily over the inorganic core,
with some extension to the corner ligands. This localisation is
similar to what we observed in our previous work on the phe-
nylthiolate capped anionic particles.’® In contrast, for the
neutral trimethylphosphine, trimethylphosphine oxide or tri-
methylamine corner capped [Cd;,S4(SR);,L4] nanoparticles the
lowest excited state is located on the inorganic core of the
nanoparticles with minimal contribution of the corner-
capping L-type ligands, i.e. a true core-to-core excitation. The
hole is mostly delocalised over the sulfur ions of the cores and
the excited electron is roughly equally shared between the
cadmium and sulfur ions in the core. This aligns with the
bulk, where the valence band maximum is predominantly
sulfur-derived, while the conduction band minimum has con-
tributions from both sulfur and cadmium. Finally, the excited
state corresponding to the optical gap of the neutral
[Cd10S4(SR)1,L,s] nanoparticles where the corner-capping
L-type ligand is an aromatic ligand (triphenylphosphine, pyri-
dine) is nearly exclusively localised on the corner-capping
L-type ligand in the <case of triphenylphosphine
([Cd10S4(SMe),,TPP,]) and predominantly on the corner-
capping L-type ligand with minor contributions of the
cadmium ion that the pyridine is coordinated to and the adja-
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cent sulfur ions in the case of pyridine ([Cd;(S.(SMe)1,Py,])-
For these particles the optical gap can best be described as pri-
marily a = to 7* ligand-to-ligand excitation even if the funda-
mental and optical gap values of these particles are very
similar to those with alkylphosphine (oxide) L-type ligands.
Hence only in the case of the neutral [Cd;(S4(SR)1,L4] nano-
particles with alkyl corner-capping L-type ligands does the
optical gap corresponds to a bulk-like excitation purely loca-
lised on the inorganic core. This is also the only case where
the optical gap is predicted to correspond to an excitation with
significant oscillator strength.

]20—

Character of higher excited states for [Cd;¢S, cut derived

particles

For the neutral [Cd;,S4(SR),,L4] particles with aromatic corner-
capping L-type ligands, core-to-core excitations lie higher in
energy, approximately 0.5 eV higher than the optical gap in the
case of triphenylphosphine. For their alkyl counterparts, the
higher energy excitations in the same energy window, in con-
trast, do not drastically change in character. However, the hole
component of the exciton does become increasingly more
delocalised over the inorganic core (see Fig. S4 and section II
of the supplementary discussion in the SI). Similarly, for
[Cd;10(SR),0] the electron component of the higher energy exci-
tons are more delocalised over the core of the particle but the
hole localisation on the corner capping X-type ligands remains
the same. At even higher energies, the excitations for
[Cd;0(SR),] finally start to have partial core-to-core character
but there always remains a significant localisation of the hole
on the pendant corner-capping X-type ligands (see Fig. S4 and
section II of the supplementary discussion in the SI).

This journal is © The Royal Society of Chemistry 2025
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TD-DFT vs. evGW-BSE

As TD-DFT has, as discussed in the introduction, been pre-
viously used to study the optical properties of CdS particles, it
is interesting to see how the predictions of TD-DFT compares
to those by evGW-BSE. For [Cd;(S4(SR)12(TMP),] TD-DFT calcu-
lations with a range of different exchange-correlation func-
tionals agree with evGW-BSE in terms of the predicted charac-
ter of its lowest excited state, see section III of the supplemen-
tary discussion in the SI. However, none of the functionals
tested in the TD-DFT calculations reproduce the evGW-BSE
predicted character of the lowest excited state for both
[Cdip(SMe)ye] and [Cdy¢S4(SR):»(TPP),]. Moreover, where
TD-DFT predicts a different character of the lowest excited-
state than evGW-BSE, this is typically not a case of the ener-
getic ordering of lowest excited states being inverted, but
TD-DFT instead predicting excited-states with a character not
observed among any of the lowest energy evGW-BSE predicted
excited states.

Change with particle size

Having discussed the properties of the Cd,, particles we will
now explore the effect of changing particle size on the funda-
mental gap, optical gap and exciton binding energy values for
the different classes of particles. We will do so by discussing
the results of calculations on the neutral [Cd;o(SR)z0],
[Cd20Ss(SR)30] and [CdzsS14(SR)sz], and [Cdi0Si(SR)12L4],
[Cd»0So(SR),5L4] and [CdzsS;5(SR)s4L4] particles. Just as for
Cd,, the other larger particles can be derived from the corres-
ponding bulk cuts by replacing the four 1-coordinated
pendant sulfur ions by thiolate or bisulfide X-type or neutral
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L-type ligands, all the 2-coordinated sulfur ions by thiolate or
bisulfide X-type ligands, and a fraction of the 3-coordinated
sulfur ions by thiolate or bisulfide X-type ligands (see Fig. 4).
In these larger neutral particles only a fraction of the 3-co-
ordinated sulfur ions are replaced by thiolate or bisulfide
X-type ligands. This in contrast to [Cd;o(SR)0], where all 3-co-
ordinated sulfur ions have been replaced by a thiolate or bisul-
fide X-type ligand, and [Cd;0S4(SR):2L4], where none of the
3-coordinated sulfur ions are replaced. As a result, there will
be many isomers for the larger particles differing in which
exact subset of 3-coordinated sulfur ions are replaced. The
number of these isomers increases dramatically with particle
size, which means we can focus on only a small number of
more ordered isomers below.

Fig. 5 shows the variation of the fundamental and optical
gap with the size of the inorganic core for the different classes
of particles studied. Fig. 6 also shows for each of the classes of
particles a fit of the predicted fundamental and optical gap
values to

Ao =a+b/r" (5)

where a, b and n are constants and where we fix a to be the
experimental band gap of bulk zinc blende CdS, 2.5 eV.** Eqn
(5) has been previously successfully used by us®> and
others®®” to describe the variation of the fundamental and
optical gap values of semiconductor nanoparticles such as
silicon with particle size. As can be seen from Fig. 5 for each
set of particles studied here the fundamental and optical gap
are predicted to increase with decreasing size of the inorganic
core of the particles, i.e. to blue shift, irrespective of the char-

Fig. 4 DFT optimised structure of the [Cd;pSo(SMe),2(TMP),4] particle (top left), [Cd35S18(SMe)z4(TMP)4] particle (top tight), [Cd>0Ss(SMe)so] particle
(bottom left) and [Cd35S14(SMe)4,] particle (bottom right), where for each particle the structure is shown in a ball-and-stick representation and with

the atoms rendered as van der Waals spheres.
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Fig. 5 Plot of the predicted fundamental gap (left) and optical gap (right) for the different particles versus the radius of the inorganic cores of the
particles. The dashed lines correspond fits of the data to eqn (5). Closed symbols calculated with the def2-SVP basis-set and open symbols using the
def2-SV(P) basis-set. The underlying data can be found in Tables S10-S15 in the SI.
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Fig. 6 Plot of the exciton radius of trimethylphoshpine corner capped
particles versus the radius of the inorganic core. Closed symbols calcu-
lated with the def2-SVP basis-set and open symbols using the def2-SV
(P) basis-set. For the two smaller particles the def2-SVP and def2-SV(P)
data points overlap.

acter of the underlying excitation in the case of the optical
gap. Also, for most classes of particles, except perhaps the
methylthiolate terminated neutral particles, the predicted fun-
damental and optical gap values fit well to eqn (5). The fit
parameters for each class of particles can be found in Tables
$16-S19 in the SI. Just as for the hydrogenated silicon nano-
particles®” the fitted n values are both in the case of the funda-
mental and optical gap values for the different families of par-
ticles smaller than the values expected from simple analytical
models. Ranging from 0.4 to 0.8 instead of 2 in the case of the
fundamental gap and ranging between 0.3 and 0.8 instead of
between 1 and 2 for the optical gap.

Similarly to the fundamental and optical gap values, the
predicted exciton binding energy values increase with

Nanoscale

decreasing size of the particle’s inorganic core, see Fig. S5,
demonstrating that as expected excitons are more strongly
bound in the particles than for the bulk. These values can
also be fitted to an equation similar to eqn (5), with a fixed
to 0 in the case of the exciton binding energy, assuming for
simplicity that the excitons in bulk CdS have negligible
binding energy (see Tables S20 and S21 in the SI). We are
not aware of measurements or predictions of the exciton
binding energy in bulk zinc blende CdS, but the experi-
mentally reported bulk exciton binding energy for the wurt-
zite polymorph of CdS is 29 meV (0.029 eV),*® which indeed
is negligible compared to the values predicted for the
particles.

Particles with aromatic corner-capping ligands

As discussed above, for [Cd;(S4(SR);,L4] with aromatic L-type
ligands the lowest excited state corresponding to the optical
gap is a ligand-to-ligand excitation with excitations predomi-
nantly involving the inorganic core lying higher in energy. The
size of the aromatic ligands and the scaling of the evGW/BSE
calculations with system size means we cannot explore the
same size range as for the smaller alkyl ligands. However,
we were able to run evGW/BSE calculations for
[Cd,0Se(SMe),, TPP,]. Comparing the results of the calculation
with those for [Cd;,S4(SMe);,TPP,] shows that the optical gap
barely shifts when going from [Cd;oSi(SMe);,TPP,] to
[Cd,0Se(SMe),, TPP,] but that the lowest core-to-core excitation,
i.e. the lowest excitation that is predominantly localised on the
core, shifts down by more than 0.2 eV (see Table S22 in the SI).
These results suggest that the character of the lowest excited
state of neutral particles with aromatic corner-capping L-type
ligands will eventually change with increasing particle size,
and that for larger particles it will end up being predominantly
located on the inorganic core. Moreover, as the predicted oscil-
lator strength of core-to-core excitations is at least one order of
magnitude larger than for the ligand-to-ligand transition, it is
likely that also in advance of the transition, the most intense,

This journal is © The Royal Society of Chemistry 2025
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red-shifted experimental absorption feature of these particles
will correspond to a core-to-core excitation.

Particles without corner-capping ligands

As the corner-capping L-type ligands are relatively weakly
bound, one can imagine particles without them. Indeed,
Houtepen and co-workers®*” have previously studied the (de)
localisation of the DFT orbitals of CdSe particles with 3-co-
ordinated cadmium ions as proxy for their quasiparticle states.
We calculated the optical and electronic properties of
[Cd10S4(SR)12], [Cd20So(SR)z,] and [CdssS:1s(SR)s4] particles
starting from the geometries of their lowest energy
[Cd10S4(SR)15L4], [CdpSo(SR)Ls] and  [Cd3s5S15(SR)34L4]
counterparts and found that their predicted properties were
very similar (see Table S23), including the delocalisation of the
hole and excited electron components of the excitons over the
core of the particles.

Delocalisation in real space and exciton size

Focussing in on the particles with trimethylphosphine L-type
ligands coordinated to the corner cadmium ions as examples
of neutral particles with non-aromatic L-type ligands, Fig. 6
plots the exciton size, defined as the root mean square separ-
ation between the electron and hole component of the exciton
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as calculated in the TheoDORE code,”®®° versus the radius of
the inorganic core of the particles. Fig. 6 shows that the
exciton size increases approximately linearly with the particle
size, in line with what would be expected from an exciton delo-
calised over the volume of the inorganic core. However, it is
also apparent that the predicted exciton size for the
[Cd,0Se(SMe),,(TMP),] and [Cdj5S15(SMe)s4(TMP),] particles
are clearly smaller than the corresponding core radii, and that
the difference between the core radius and exciton size
appears to increase with increasing core radius. We observe
the same for hydrogen-terminated silicon nanoparticles.””
However, the slope of the correlation between exciton size and
particle size/core radius is approximately 25% smaller for the
CdS particles compared to that for the silicon particles. For
the same particle/core radius, the excitons in the CdS particles
are thus predicted to be smaller than those in the silicon par-
ticles. This all is in line with the (de)localisation of the leading
natural transition orbital for the lowest excitations of the
[Cd,0Se(SMe),,5(TMP),] and [Cd;5S15(SMe)z4(TMP),] particles,
as shown in Fig. S6 and S7, which are delocalised over the
volume of the inorganic core, just not the whole volume of the
core. In contrast, for the hydrogen terminated silicon nano-
particles the relevant natural transition orbitals appear deloca-
lised over the whole particle volume.>”
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Fig. 7 Fourier transforms of the orbitals corresponding to the highest occupied (bottom) and lowest unoccupied quasiparticle (top) states of

[CdloS4(SME)12(TMP)4] (left) and [Cd35$18(SMe)34(TMP)4] (rlght)
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We can also analyse the (de)localisation of the (lowest
energy) exciton for the different particles in terms of how
many atoms in the inorganic core of the particles contribute
more than Y ¢i/N to the hole or electron component of the
exciton, the maximum contribution ¢;/Y¢; of an atom to
either and the PR (participation ratio) value, similar as is
done for the Cd,, particles in section II of the supplementary
discussion in the SI. Table S24 shows that when going from
[Cd10S4(SMe);,(TMP),] to [Cd;5S15(SMe)34(TMP),] the number
of atoms in the core with a contribution of more than Y gi/N
to the hole or electron component of the lowest energy
exciton for these particles increases approximately linearly
with core radius but that the hole is delocalised over only
~20% of the atoms the core and the electron over ~30-40%
of the atoms. All in line with the plots of the relevant natural
transition orbitals discussed above. The product of PR and N
(see Table S25) for the same particles also increases approxi-
mately linearly for the excited electron component but for the
hole component displays a less clear trend. Slightly higher
energy excitons can be more delocalised, involving for
example 25-40% of the atoms in the core for the hole com-
ponent and ~40% of the atoms in case of the excited electron
component and with lower max(q;/Y.¢;) values and higher PR
x N product values (see Tables $26, S27 and Fig. S8). Finally,
all low energy excitations for the alkyl phosphine capped par-
ticles are fundamentally similar in character, i.e. core-to-core
excitations. There is no evidence of other types of excitations
coming down in energy with changing particle size. This in
contrast to the case of the aromatic L-type ligands discussed
above.

Taking particles capped only with methylthiolate as an
example of particles exclusively capped with X-type ligands
then we observe something similar though slightly more com-
plicated. As can be seen from Table S28 a similar number of
atoms in the cores of [Cd;o(SMe),o] and [Cd,oS5(SMe);] make
a significant contribution to the excited electron component of
the lowest energy exciton and the maximum g;/Y.¢; contri-
bution of the latter is nearly double the former. While the dou-
bling of the maximum ¢;/).g; contribution is an artefact of the
symmetry of [Cd;o(SR),0], and the fact that the contribution of
symmetry equivalent atoms is the same, it is clear that the size
of the lowest energy exciton does not significantly change
when going from [Cd;o(SMe)yo] to [CdyeSs(SMe);q]. However,
the excited electron component of the lowest energy exciton
for [Cd35S14(SMe),,] is significantly more delocalised, involving
3-4 times more atoms than for [Cd;o(SMe)y] and
[Cd,0Ss5(SMe)s0] and a maximum g/ g; value that is 3.5 to 7.5
times smaller. This (increased) delocalisation is also apparent
from the natural transition orbitals for the lowest energy
excited state of [Cd;5S;4(SMe),,], which are shown in Fig. S8 in
the SI. The PR x N values paint a similar picture (see
Table S29). There is some evidence that excitations with partial
core-to-core character are coming down in energy with increas-
ing particle size, but these excitations remain blue-shifted with
respect to the optical gap by more than 0.5 €V in the size range
studied.
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Delocalisation in reciprocal space

We also performed a Fourier transform of the Kohn-Sham
orbitals corresponding the highest occupied and lowest unoc-
cupied quasiparticle states of the [Cd;,S4(SR);,Ls] and
[Cd35S15(SR)s4L4] particles, as well as for the hole and electron
component of the leading natural transition orbitals (see Fig. 7
and Fig. S9), to probe the ‘reciprocal space’ nature of the
(natural transition) orbitals. We use quotation marks around
reciprocal space here because the wavevector k is not a proper
quantum number for nanoparticles due to their finite size.

In contrast to silicon nanoparticles, the pattern of spots in
the Fourier transforms is similar for the occupied and unoccu-
pied quasiparticle state, in line with the fact that bulk CdS is a
direct gap semiconductor and not an indirect semiconductor
like silicon. However, similar to the silicon nanoparticles, we
see the same pattern of spots for the Kohn-Sham orbitals
corresponding to the highest occupied and lowest unoccupied
quasiparticle states and the natural transition orbitals. The
natural transition orbitals, and thus the corresponding lowest
energy excitons, appear to have inherited the periodicity of the
frontier orbitals, and thus the periodicity of the underlying
atomic structure of the particles. Finally, considering Fig. 7
and Fig. S9, it is apparent that in contrast to for silicon nano-
particles the pattern of spots does not become more focussed
with increasing particle size, but instead becomes more
diffuse. This is possibly due to the methyl bisulfide or methyl-
thiolate ligands replacing only a part of the surface sulfur ions
for the larger particles and as a result perturbing the symmetry
of the core.

Discussion
Effect of ligands on the character of the excitons

The nature of the corner-capping ligands is clearly critical in
deciding the character of the (lowest energy) exciton(s) in the
neutral CdS nanoparticles. As described above, in the case that
the corner-capping ligand is an alkylthiolate or bisulfide
X-type ligand, the lowest energy exciton is consistently pre-
dicted to be a charge-transfer state with the hole localised on
the corner-capping ligand and the electron delocalised over
the inorganic core of the particle. When alkylphosphine, phos-
phine oxide, or amine L-type ligands cap the corner of the par-
ticles, we predict that the lowest-energy exciton is delocalised
over the inorganic core. Similarly, in the absence of a ligand
coordinated to the corner cadmium atoms, now 3- instead of
4-coordinated, the lowest-energy exciton is delocalised over the
inorganic core. Finally, for the particle size-range studied, the
lowest energy exciton is localised on the aromatic ligand when
the corner-capping ligand is an aromatic phosphine, phos-
phine oxide or amine L-type ligand. However, core-to-core exci-
tation, similar as for with particles with alkyl L-type corner-
capping ligands, lie for these particles with aromatic ligands
only slightly higher in energy and with increasing particle size
these delocalised states shift down in energy and may even-
tually end up becoming the lowest energy excited states. For
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CdS nanoparticles the ligands are thus typically not electroni-
cally innocent, and the choice of ligands experimentally is
important beyond their role in synthesis and providing stabi-
lity against aggregation. Similarly, when modelling such CdS
nanoparticles it is clear one needs to be careful with simplify-
ing ligands to accelerate calculations.

Surface or bulk states

In the literature the excitations of nanoparticles of cadmium
chalcogenide and related materials and the underlying quasi-
particle states are often described as either surface or bulk
excitons/states depending on their degree of delocalisation
and the atoms involved.*®***>”8! Another criterium used to
distinguish surface and bulk states in the case of quasiparticle
states is if they are midgap states or not, which we discuss in
supplementary discussion IV in the SI. The lowest excited state
for the particles with aromatic L-type corner-capping ligands
where both the hole and excited electron component of the
exciton are localised on the corner ligand clearly can be
described as a surface state, as this excited state wouldn’t exist
in the absence of the surface. Similarly, following the same
logic, the lowest excited state for the particles exclusively
capped with alkylthiolate or bisulfide X-type ligands should be
described as a surface state, as again the hole is localised on
one or more of the corner-capping ligands, even if the excited
electron component is to a greater or lesser degree delocalised
over the inorganic core.

Goldzak and coworkers®® find that the hole component of
the lowest energy excitons for the wurtzite CdSe particles they
study using TD-DFT strongly localise on 2-coordinated sel-
enium ions on the surface of the particles and thus can be
classified as surface states. While the cores of the zinc blende
particles we study here lack these 2-coordinated chalcogen
ions, having been replaced by bisulfide/thiolate ions, they are
in effect reintroduced when capping the corners with
alkylthiolate or bisulfide X-type ligands. As such, even if
the origin and nature of the 2-coordinated chalcogens is
different, we agree that 2-coordinated chalcogen ions give
rise to surface states.

The lowest excited states for the particles with non-aromatic
L-type corner-capping ligands, in contrast, do not, as dis-
cussed above, significantly involve the ligands and more
importantly the hole and especially the excited electron com-
ponent are delocalised over a significant number of atoms
making these arguably bulk rather than surface states. This is
clearest for the higher energy excitons as for those the hole is
delocalised over (even) more atoms. The lowest excited state
for the particles with ‘naked’ corners, i.e. where the L-type
corner-capping ligands have been removed, finally, behave like
their counterparts with L-type corner-capping ligands, and
also can be classified as bulk rather than surface states.

Evidence for quantum confinement

For all the classes of CdS nanoparticles studied here, other
than those with aromatic corner-capping L-type ligands, the
optical gap clearly increases with decreasing particle size and
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the optical gap values of the particles are clearly larger than
for the bulk. Naively, this could be seen as evidence for
quantum confinement. However, the (de)localisation of the
lowest energy exciton in the different classes of particles, dis-
cussed above, is rather different than the textbook cartoon
picture of quantum confinement, other for than the particles
with L-type corner-capping ligands, and even in that case delo-
calisation is not over the whole core. For example, in the
neutral particles with bisulfide and methylthiolate corner-
capping X-type ligands, only the excited electron is delocalised
over the inorganic core and not both the hole and excited elec-
tron. Most of the hole is not even located on the inorganic
core but the on the ligand instead. That said, it stands to
reason that the confinement of the delocalised excited electron
component of the exciton to the volume of the inorganic core
probably is responsible for the predicted downward shift of
the optical gap with increasing particle size in these particles.
The case of nanoparticles with triphenylphosphine as corner-
capping L-type ligands, where the lowest energy exciton in the
size range studied is predicted to be purely localised on the
ligand and where the optical gap remains nearly constant, pro-
vides a clear example of how fully localised excitons do not
exhibit size-dependent shifts.

Absorption and fluorescence intensity

The core-to-core excitations in which both the hole and excited
electron component of the exciton are delocalised over the in-
organic core are predicted to have oscillator strengths that are
at least one order of magnitude larger than those corres-
ponding to charge-transfer or ligand-to-ligand excitations. As
discussed above, this is the reason that even if the lowest
energy exciton for small nanoparticles with aromatic corner-
capping ligands is ligand-based, and hence the lowest exci-
tation energy does not significantly shift with particle size, one
could still experimentally observe a shift in the spectrum. That
shift is then due to higher energy core-to-core states, which are
more intense and do shift with particle size. The relative dark-
ness of the excited states corresponding to the lowest energy
excitons for the particles exclusively capped with alkyl thiolate
or bisulfide X-type ligands also means that such particles
should have relatively long fluorescence lifetimes, provided
there is no efficient non-radiative de-excitation mechanism,
which might be of practical interest, or alternatively a low fluo-
rescence intensity when non-radiative decay is efficient.
Indeed, for CdSe particles it was previously observed® through
post-synthesis ligand exchange that particles with X-type
ligands capping the surface have lower fluorescence intensities
than those with L-type ligands. Phenylthiolate terminated CdS
nanoparticles, or particles with aromatic phosphines, phos-
phine oxides or amines as corner-capping ligands in the size-
range where the lowest excited state is ligand based, are also
predicted to have long fluorescence lifetimes or low fluo-
rescence intensities. However, for such the particles the local-
isation of the exciton on the ligands means that long fluo-
rescence lifetimes/low fluorescence intensities in those cases
would be more a property of those ligands than a property of
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the inorganic core or an emergent property of the combination
of inorganic core and ligands.

‘Reciprocal space’ character

The periodicity in ‘reciprocal space’ for both the Kohn-Sham
orbitals corresponding to the highest occupied and lowest
unoccupied quasiparticle state and the electron and hole com-
ponent of the natural transition orbitals for the neutral par-
ticles with trimethylphosphine or trimethylphosphine oxide
ligands, suggest that such particles do not only inherit the
atomic structure but also the electronic structure of the bulk
CdS. The reciprocal space periodicity combined with the delo-
calisation of exciton in real space suggests that, just as for
hydrogenated silicon nanoparticles, the excitons in these par-
ticles are just like in the bulk CdS large radius Wannier-Mott
excitons and not small radius Frenkel excitons, as suggested
by the large exciton binding energy. Similar as for hydrogen-
ated silicon nanoparticles,”” the large exciton binding energy
is likely a consequence of reduced dielectric screening in nano-
particles compared to the bulk.

Comparison with experiment

The optical gap values predicted here, and their trends, can be
compared to measurements for experimentally synthesized
nanoparticles. Probably, the best comparison for the neutral
methylthiolate terminated particles is the data by Vossmeyer
and co-workers®® who prepared CdS particles with a radius of
6-50 A in the presence of 1-thioglycerol and report their
absorption spectra and optical gap values. Their data and the
trend they observe with particle size agrees well with our pre-
dicted values. This becomes especially clear when plotting our
optical gap data versus a measure of the radius of the particles
that includes the sulfur atoms of the corner-capping ligands,
and the experimental optical gap data in the same plot (see
Fig. S10 in the SI). Above we define the size of the particles in
Fig. 5 and 6 in terms of just the core of the particle and specifi-
cally the distance between the terminal cadmium atoms (see
eqn (4)), as that allows one to plot data for particles with
different corner capping ligands along the same x-axis.
However, the experimental radii reported by Vossmeyer and co-
workers are obtained from small-angle X-ray scattering and
hence contain at least some contribution of the ligands to the
extracted radii, if not only from the ligand’s sulfur atoms, and
for like-to-like comparison require a measure of the radius of
the particles that includes the sulfur atoms of the corner-
capping ligands.

For the phosphine/phosphine oxide corner capped particles
the best comparison perhaps is the experimental data of
Bansal and co-workers®® who synthesize CdS nanoparticles
with the zinc blende structure in the presence of both a depro-
tonated alkyl thiol (octanethiol) X-type ligand and a range of
L-type ligands (trioctylphosphine oxide, trioctylphosphine,
diphenylphosphine). The experimental data of Bansal and co-
workers not only shows a blue shift of the onset of light
absorption with decreasing particle size, in line with that pre-
dicted here for alkyl phosphine (oxide) corner capped par-
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ticles, but the optical gap values of the smallest particles are
also similar to those predicted here for approximately similar
sized particles. Specifically, the [Cd;5S15(SR)34L4] particles have
a core radius of 9.6 A and a evGW-BSE/def2-SV(P) predicted
optical gap of 4.16-4.18 eV, depending on the exact L-type
ligand, while the smallest CdS nanoparticles of Bansal and co-
workers have an estimated ~9 A radius and an optical gap of
~3.55 eV (350 nm).

Comparison to previous computational studies

Finally, it’'s worth comparing the predictions here to those in
previous computational studies where not already explicitly
discussed above. Using G,W,-BSE, Zhu and co-workers*® pre-
viously studied neutral bisulfide capped CdS nanoparticles
with additional sodium cations adsorbed on some of the
sulfur ions on the faces of the particles to charge compensate
the net negative charge of the core. These particles are ana-
logues of the neutral bisulfide capped particles studied here
other than that they have a mixed wurtzite-zinc blende core
instead of pure zinc blende cuts. The optical gaps predicted by
Zhu and co-workers are similar to those in Fig. 7 and again
show a similar trend with particle size. However, the funda-
mental gap values and exciton binding energies predicted by
Zhu and co-workers are considerably smaller. The latter is
most likely the result of their use of GoW, starting from PBE
eigenvalues, which preserves the underestimation of the fun-
damental gap inherent to generalised gradient approximation
functionals such as PBE. One can also compare the predic-
tions for tetrahedral CdS nanoparticles here to those for octa-
hedral rocksalt CdS nanoparticles studied in our previous
work.?® In rocksalt CdS nanoparticles the lowest energy exciton
is predicted to be delocalised, but only over the surface of the
particle and not its volume. The addition of amine ligands
coordinating to cadmium ions on the surface of the particles
was not found to change that prediction. It is tempting to attri-
bute this difference in exciton localisation to the likely more
ionic bonding in the rocksalt polymorph, which would suggest
a lower electronic-only static dielectric constant and reduced
dielectric screening. However, if anything, calculations for the
bulk predict the opposite,”* with zinc blende CdS predicted to
have a lower electronic-only static dielectric constant than the
rocksalt polymorph.

Conclusions

The optical properties of ligand terminated zinc blende
cadmium sulfide nanoparticles are found to strongly depend
on the exact nature of the ligand. The ligands are found to
often not be innocent spectators but actively involved in low-
energy excitations including the optical gap. Only for nano-
particles with alkyl phosphines, phosphine oxides or amines
as corner-capping L-type ligands is the optical gap predicted to
correspond to an excitation that is primarily delocalised over
the inorganic core with minimal contribution of the ligands, a
core-to-core bulk-like excitation. For particles with aromatic

This journal is © The Royal Society of Chemistry 2025
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corner-capping L-type ligands, the optical gap is predicted to
correspond to a ligand-to-ligand excitation even if excited
states delocalised over the inorganic core lie only slightly
higher in energy. Finally, for particles with bisulfide or
alkylthiolates as corner-capping X-type ligands, the optical gap
and all low energy excitations correspond to a charge-transfer
excitation between the ligands and the inorganic core.

For all studied nanoparticles, the optical gap is predicted to
increase with deceasing particle size, except for those particles
with aromatic corner-capping ligands, where the optical gap
does not significantly change with particle size, in line with
the fact that for such ligands the optical gap corresponds to a
ligand based excitation. Hence, while a blue shift in the
absorption spectra of particles with decreasing particle size,
and thus a red shift with increasing particle size, is a clear
sign of a delocalised excited state restricted in size by the
volume of the particles, it is not a sign that this state necess-
arily only involves the inorganic core of the particles and is
bulk-like. Moreover, while for the particles with aromatic phos-
phines, phosphine oxides or amines as corner-capping L-type
ligands, the optical gap does not shift with particle size,
higher energy states delocalised over the inorganic core are
predicted to move down in energy with increasing particle size
and might become the state corresponding to the optical gap
for larger particle sizes. These delocalised states are also pre-
dicted to be much brighter than their ligand localised counter-
parts and hence might result in an observable shift of the
absorption spectra for such particles, even when smaller than the
size where the optical gap becomes inorganic core based.

The optical gaps for all particles are predicted to correspond
to clear excitons with significant exciton binding energies. The
large exciton binding energies likely are the result of the
reduced dielectric screening for nanoparticles compared to the
bulk and not a sign of a small exciton. Indeed, for nanoparticles
with alkyl phosphines or phosphine oxides as corner-capping
ligands, the excitons are not only delocalised over the inorganic
core in real space but also in ‘reciprocal space’. The excitons in
these nanoparticles, and by extension, the higher-energy deloca-
lised excitons in particles with aromatic phosphines or phos-
phine oxides, are predicted to be large Wannier-Mott excitons,
similar to those in bulk cadmium sulfide.
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