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Lab-on-a-chip insights: advancing subsurface flow
applications in carbon management and hydrogen
storage
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The transition to sustainable energy is crucial for mitigating climate change impacts, with hydrogen and

carbon storage and utilization technologies playing pivotal roles. This review highlights the integral and

useful role of microfluidic technologies in advancing subsurface fluid dynamics for carbon capture,

utilization, and storage (CCUS), enhanced oil recovery (EOR), and underground hydrogen storage (UHS). In

particular, microfluidic platforms provide clear and insightful visualization of fluid–fluid and fluid–solid

interactions at the pore scale, crucial for understanding and further optimizing processes for CO2

sequestration, hydrogen storage, and oil displacement in various geological formations. We first discuss the

development of lab-on-a-chip devices that accurately mimic subsurface conditions, allowing detailed

studies of complex phenomena including viscous fingering, capillary trapping, phase behavior during CCUS

and EOR processes, and the hysteresis effects unique to hydrogen storage cycles. We also discuss the

dynamics of CO2 gas and foam in enhancing oil recovery and the innovative use of hydrogen foam to

mitigate issues associated with pure hydrogen gas storage. The integration of advanced imaging,

spectroscopic techniques, and machine learning (ML) with microfluidic experiments has enriched our

understanding and opened new pathways for predictive capabilities and operational optimization in CCUS,

EOR, and UHS applications. We further emphasize the critical need for continued research into microfluidic

applications, e.g., incorporating state-of-the-art ML to optimize microfluidic experiments and parameters,

and UHS enhancement through favorable microbial activities and suppression of reactions in H2 foam,

aiming at refining storage strategies and exploiting the full potential of these technologies towards a

sustainable energy future.

1 Introduction

As global warming accelerates, with temperatures reaching
1.36 °C above the late 19th-century levels in 2023,1 the
urgency to mitigate greenhouse gas emissions intensifies.
Strategies to combat this issue include improving fossil fuel
extraction through enhanced oil recovery (EOR),
implementing carbon capture, utilization, and storage (CCUS)
technologies, and expanding renewable energy sources such
as solar, wind, hydropower, geothermal, and biomass.2

Subsurface porous media play a vital role in carbon
management and energy storage. Geological formations, such
as deep saline aquifers and depleted petroleum reservoirs,
serve as primary reservoirs for carbon capture and storage
(CCS), offering substantial CO2 storage capacity and potential
for EOR applications.3,4 For example, the Weyburn–Midale
Carbon Dioxide Project in Saskatchewan, Canada, one of the

world's largest CO2-EOR projects, has achieved over 20 Mt of
CO2 injection to date.5 Similarly, underground porous
structures, including depleted oil and gas reservoirs, saline
aquifers, and salt caverns, have emerged as vital sites for
large-scale hydrogen storage.6 Underground hydrogen storage
(UHS) facilitates the injection, withdrawal, and reuse of
hydrogen to balance the intermittency of renewable energy.6

Together, these subsurface technologies are crucial for
reducing greenhouse gas emissions and supporting the
transition to a sustainable energy future.

The macro-scale processes of oil recovery, CO2, and H2

storage are fundamentally governed by fluid interactions and
dynamics within porous rocks, fractures, shale formations,
and other subsurface geological structures.7,8 Traditional
studies of subsurface porous media flow have commonly
employed core flooding techniques, involving cylindrical
sandstone and carbonate core samples as the test medium.7

These samples are made of optically opaque materials, which
poses limitations and makes direct visualization
challenging.7 Although advanced micro-computed
tomography (micro-CT) and nuclear magnetic resonance
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(NMR)7 offer valuable insights into fluid flow within three-
dimensional (3D) pore structures, their high costs and
complex setups restrict routine laboratory analysis.7

Microfluidics, in contrast, has emerged as a versatile
platform for studying multiphase flow processes in
subsurface applications.7–12 Microfluidic lab-on-a-chip
systems, with fluid channels ranging from 100 nm–100
μm,13,14 enable precise fluid manipulation, rapid testing, and
clear optical access, making them powerful for investigating
flow and transport phenomena in subsurface systems.7

This review highlights the critical role of microfluidic
visualization in optimizing parameters and advancing the
understanding of flow and transport mechanisms in
subsurface porous media. Early microfluidic studies in the
energy sector primarily focused on visualizing fluid–fluid
displacement.12,15–18 However, recent advancements in lab-on-
a-chip technology have expanded their capabilities
significantly. Developments in high-pressure and high-
temperature platforms,19,20 complex surface modifications,21–24

and nano-scale pore structures10,25 have allowed researchers to
replicate realistic reservoir conditions. These advancements
have enhanced our understanding of fluid–fluid interactions
under reservoir pressure and temperature conditions, as well
as fluid–solid interactions influenced by engineered surface
properties.12 The forthcoming section 2 reviews
microfabrication techniques focusing on soft lithography and
high-pressure microfabrication, as well as applications of
machine learning coupled with microfluidic systems.

The microfluidics community has contributed
comprehensive literature reviews on topics including enhanced
oil recovery (EOR) applications,7,11 CO2 sequestration in saline
aquifers,26 fluid analysis,12 phase behavior characterization,10

liquid foam studies,27 sustainable technologies,2 and chemical
reactions,28,29 among others. Building on this foundation, this
review concentrates specifically on the application of
microfluidics in CO2-EOR (section 3), CCS in saline aquifers
(section 4), and hydrogen storage (section 5). We explore in
depth CO2-EOR processes, including immiscible and miscible
displacement, huff-and-puff cycles, and foam-assisted CO2-
EOR, as well as key mechanisms involved in CCS and hydrogen
storage in subsurface porous media. We critically assess how
microfluidics, combined with advanced optical and
spectroscopic techniques, has improved the understanding of
fluid properties, flow dynamics, and pore-scale interactions.
Through this review, we aim to highlight the significant role of
microfluidics in resolving challenges in subsurface flow
research and inspire future innovations.

2 Microfluidics overview

The advent of microfabrication has enabled precise fluid
manipulation and transport at the microscale (O(10−2 μL)),30

making advancements across various applications, including
biomedical sciences,31 food and agriculture,32 analytical
devices (lab-on-a-chip),33 and fluid flow in porous media,8

such as EOR.34 Microfluidic devices offer several advantages,

including reduced material consumption, accelerated
processing times (e.g., reaction, detection, displacement),
lower costs, and real-time visualization of phenomena
occurring in opaque or inaccessible media.30,35 The pore-scale
phenomena in subsurface porous formations can be
mimicked on microfluidic chips using various
microfabrication methods and materials.8,36,37 In the
following, we discuss the most commonly used fabrication
techniques in two main subcategories: soft lithography and
high-pressure microfluidics. We then introduce different types
of porous media designs used in microfluidic chips, followed
by a comparison and discussion of pore-scale visualization
methods in conventional core flooding versus microfluidics.
Finally, in section 2.5, we briefly discuss recent utilization of
machine learning approaches in the field of microfluidics.

2.1 Microfabrication technique: soft lithography

The development of micro electro mechanical systems
(MEMS) and associated microfabrication techniques, namely
lithography and etching, led to the exploration of fluid
dynamics at microscales, on the order of magnitude of
O(10−6–10−3) m, establishing the field of microfluidics.37,47,48

A pivotal moment was the invention of micro-droplets in
1964, revolutionizing the ink-jet printer industry. The first
microfluidic lab-on-chip device for miniaturized gas
chromatography (Fig. 1A) was created in 1979.47,49,50 Initially,
hard materials like silicon, glass, and polymethyl
methacrylate (PMMA) dominated MEMS device fabrication.
However, the demand for cost-effective, high-throughput
alternatives led to the development of soft lithography using
PDMS (polydimethylsiloxane) microchips by Whitesides in
1998.50–53

To date, multiple variants of soft lithography have been
introduced, including hot embossing,54 micro-molding in
capillaries (Fig. 1B), micro-contact printing (Fig. 1C), micro-
transfer molding, solvent assisted micro-molding, and replica
molding (Fig. 1D),55–58 with the latter being widely used to
fabricate microfluidic devices. Replica molding includes two
principal steps: 1) fabrication of the hard master mold by
well-established techniques of photolithography and etching.
In photolithography, the target structures are patterned on a
hard substrate, such as silicon, using photomasks59,60 or
newer maskless techniques61 such as digital micromirror
device (DMD),62 direct writing,63 and 3D printing.64 2)
Fabrication of the primary chips by replicating these master
patterns on soft materials, primarily polymers, like PDMS,
which have a silicon–oxygen backbone. Commercial PDMS
kits, containing a linear pre-polymer (elastomer) with
siloxane oligomers and vinyl terminated groups and a cross-
linker with the same oligomers and silicon hydride
groups,65,66 facilitate curing at moderately low temperatures
to solidify the liquid PDMS into flexible solid stamps.48,53,67

Before PDMS casting, the surface of the master mold is
typically hydrophobized with silane-based chemicals to
ensure smooth demolding of cured PDMS.68,69
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Although other polymers, such as polyimide (PI),
polycarbonate (PC), and polystyrene (PS), are available,48,55

PDMS remains preferred for several advantages. 1) It allows
precise and straightforward replication of micro-sized
structures.50,70,71 2) Its optical transparency and non-toxicity
facilitate real-time visualization of fluidic phenomena. 3)
PDMS can form strong, permanent (van der Waals) bonds
with various substrates, particularly itself and glass,
creating a sealed fluid-flow environment in microfluidic
devices.72 4) The prototyping process is fast and affordable,

often outside cleanroom facilities, which is a significant
advantage for research applications.51 5) It is suitable for
low-pressure conditions with a Young's modulus of ≈0.1–
1.2 MPa.47,73 6) The surface properties of PDMS can be
modified to adjust wettability (Fig. 1E).74,75 PDMS's diverse
applications span drug delivery (Fig. 1F), medical diagnosis,
biosensors,76,77 environmental contamination detection and
analysis,78 fuel cells (Fig. 1G),79 oil and gas production
(Fig. 1H),34,59,80,81 and carbon capture, sequestration, and
utilization.82–84

Fig. 1 Microfabricated chips for fluidic applications: (A) the first miniaturized gas chromatographer fabricated on silicon wafer fabricated by Terry
et al.,38 1979 (adapted with permission from de Mello.39 Copyright © 2002 the Royal Society of Chemistry). (B) Rectangular pattern of PDMS slabs
fabricated by micro-molding in capillaries on a gold film (adapted with permission from Kim et al.40 Copyright © 1995 Nature Publishing Group).
(C) SEM image of circular patterns on silicon wafer fabricated by microcontact printing (adapted with permission from Marzolin et al.41 Copyright
© 1998 Elsevier). (D) SEM image of a double T-section pattern on PDMS fabricated by replica molding (adapted with permission from Duffy et al.42

Copyright © 1998 American Chemical Society). (E) Surface modification (plasma treatment and polyvinyl alcohol (PVA) deposition) of PDMS
microfluidic channels to apply varied wettability to generate oil in water in oil (O/W/O) and water in oil in water (W/O/W) double emulsions. All
scale bars are 300 μm (adapted from Trantidou et al.43 under CC-BY License). (F) PDMS cartilage-on-a-chip with T-shaped pillars fabricated to
predict the efficacy of disease-modifying osteoarthritis (DMOA) drugs (adapted with permission from Occhetta et al.44 Copyright © 2019 Nature
Publishing Group). (G) PDMS micro direct methanol fuel cell (μDMFC)-micropump where methanol oxidation produces CO2 to pressurize the liquid
sample toward the analysis (adapted with permission from Esquivel et al.45 Copyright © 2012 the Royal Society of Chemistry). (H) Real rock-
microfluidic flow cell (RR-MFC) configuration where a thin section (500 μm thickness) of the sandstone sample is assembled with a PDMS channel
to involve geochemical reactions in visualizing fluid flow in subsurface porous rocks. On the right, displacement of fluorescein-carrying fluid with
dye-free fluid in the RR-MFC chip (adapted with permission from Singh et al.46 Copyright © 2017 Elsevier).
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2.2 Microfabrication technique: high-pressure microfluidics

Accurately simulating reservoir conditions in the laboratory
requires microfluidic chips that can operate under high-pressure
and high-temperature conditions to realistically capture fluid
interactions. Subsurface energy-related applications require
materials that can withstand the high pressures (P) and
temperatures (T) of geological formations (P ≈ O(10) MPa and T
≈ 30–100 °C (ref. 88 and 89)). Recent research has therefore
focused on developing lab-on-chips capable of operating at
elevated pressures and temperatures,19,84,90–100 effectively
simulating subsurface processes under reservoir conditions.

Silicon–glass and glass–glass are the most commonly used
materials for high-pressure microfluidic applications,8 with
their microfabrication techniques summarized in
Fig. 2A and B. Fabrication of silicon or glass microfluidic
devices typically requires a cleanroom facility to minimize
contamination and ensure precision. More recently,

thermoplastic polymers101–103 and rigid epoxies87,95 have also
been developed for high-pressure applications, with their
fabrication methods shown in Fig. 2C and D. While these
materials tolerate relatively lower pressures compared to
silicon and glass, they offer advantages such as reduced costs
and scalability, since most fabrication processes do not
require a cleanroom environment. The following sections
discuss these high-pressure microfluidic fabrication
techniques in detail.

Silicon was the first material used for microfluidic chips,
inspired by MEMS technologies.14,38 The fabrication process
(Fig. 2A) starts in a cleanroom with the application of a
photoresist layer to a clean silicon wafer, followed by
photolithography. In more detail, a clean silicon wafer is first
primed with bis(trimethylsilyl)amine (HMDS) vapor to
improve photoresist adhesion. A photoresist layer is then
applied, and targeted (micrometer-sized) channels are
patterned using UV light with a photomask or direct laser

Fig. 2 Summary of microfabrication methods for high-pressure microfluidic applications: (A) silicon–glass chips are fabricated through a standard
process involving photolithography, deep reactive ion etching (DRIE), and anodic bonding. The images on the right show their representative chips.
(B) Glass–glass microfluidic chips are typically produced using photolithography, wet etching, and fusion bonding (adapted with permission from
Micronit.85 Copyright © 2020-present Micronit B.V.). (C) Thermoplastic chips, such as polymethyl methacrylate (PMMA) chips, can be fabricated via
laser ablation, micromilling, or hot embossing, followed by solvent bonding (adapted with permission from uFluidix.86 Copyright © 2022 uFluidix).
(D) Epoxy–glass chips are a recently developed approach for high-pressure microfluidics. This process involves casting epoxy on a PDMS mold,
partially cured, followed by bonding to a cover glass after further curing (adapted from Rein et al.87 under CC-BY License).
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writing. After exposure, unprotected substrate areas are
removed through etching. Silicon microfabrication commonly
utilizes deep reactive ion etching (DRIE),104 which can
produce deep features with a high aspect ratio. Silicon and
glass are then sealed through anodic bonding,105–107

employing high voltage and elevated temperatures (typically
100–1500 V and 300–500 °C (ref. 107)) to generate an
electrostatic field for a permanent bond. Once bonded, the
wafers can be diced into individual microfluidic chips if
needed.

Glass–glass microfluidics has become another widely used
alternative for high-pressure applications. The fabrication
process, illustrated in Fig. 2B, involves etching (borosilicate
or soda-lime) glass using hydrofluoric acid under controlled
etch rates.108 Although wet etching is more cost-effective than
plasma etching, it offers lower selectivity and hydrofluoric
acid poses significant safety risks, requiring strict handling
protocols. Laser engraving is another method used for
fabricating glass microfluidic devices, but its resolution is
approximately an order of magnitude lower than that of
photolithography.8 Glass substrates are joined using fusion
bonding, where surfaces are plasma-treated and annealed at
temperatures up to 1000 °C, higher than those used for
anodic bonding.109 This method creates a strong and
permanent bond suitable for high-pressure applications.

Beyond glass and silicon, other materials and fabrication
techniques have been explored for high-pressure
microfluidics. One example is the transparent thermoplastic
polymer, such as PMMA.102 Common ways for fabricating
PMMA microfluidics, illustrated in Fig. 2C, include hot
embossing,110 laser engraving,83,101 and micromilling.93,103

These techniques offer the advantages of low cost and
scalability, enabling the potential mass production of PMMA
chips.101,102 Although PMMA microfluidics has a lower
pressure tolerance than glass or silicon, it can still withstand
pressures as high as 11.75 MPa, when the bonding is assisted
by acetic acid solvent, UV treatment, and clamping force.103

Rigid epoxies have recently offered an affordable
alternative to traditional materials such as glass and silicon.
Soft lithography techniques have been adapted to fabricate
high-pressure microfluidic devices using rigid epoxies, as
shown in Fig. 2D. For instance, Martin et al.95 introduced a
UV-curable off-stoichiometry thiol-enes (OSTE) epoxy cast in
a PDMS mold.95 The resulting microfluidic device, supported
by an internal glass structure, demonstrated exceptional
pressure resistance of up to 20 MPa.95 Similarly, Rein et al.87

fabricated microfluidic devices using rigid epoxy
(EpoxAcast™ 690) bonded with glass, also cast in a PDMS
mold, achieving a pressure tolerance of around 5 MPa.87

Once a PDMS mold is prepared, this fabrication process
becomes more accessible, requiring no cleanroom facilities
or specialized equipment. These advances highlight the
ongoing evolution of high-pressure microfluidic technology,
which is essential for simulating complex subsurface
processes. Further research is encouraged to develop faster
and more cost-effective fabrication routes (beyond standard

lithography techniques) for rapid prototyping in high-
pressure microfluidic applications.

In addition to material selection and microfabrication,
proper interconnection and packaging techniques are
crucial for ensuring reliable sealing of the microfluidic
systems under elevated pressures.19,20 Fig. 3 illustrates two
widely used packaging methods for high-pressure
microfluidics, highlighting their differences in design and
functionality. One approach is to have the entire
microfluidic platform as a single integrated piece (see
Fig. 3A), featuring in-plane inlet and outlet ports that
simplify fluidic connections.91,92 In this configuration, silica
fibers are interfaced directly with the microchannels and
secured to the side of the chip using epoxy, creating a
connection capable of withstanding pressures up to 30
MPa.92 However, while this in-plane method requires fewer
components, it offers limited flexibility because the chip
cannot be easily detached or modified once assembled. By
contrast, the second approach, depicted in Fig. 3B, employs

Fig. 3 Two representative packaging techniques for high-pressure
microfluidic applications: (A) in-plane connection method: microfluidic
chips interfaced with external silica tubing using an in-plane
connection. The junction between the silica fiber and the
microchannel is secured with epoxy glue to ensure robust sealing
(adapted with permission from Tiggelaar et al.92 Copyright © 2007
Elsevier). (B) Modular chip design: the microfluidic chip is encased
between metal holders and sealed with O-rings to prevent leaks. The
lower chip holder contains internal fluid channels that connect to
external stainless steel adaptors and tubing, facilitating fluid flow
(adapted with permission from Marre et al.19 Copyright © 2010
American Chemical Society).
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a modular design that offers greater flexibility for assembly,
reuse, and adaptation.19 In this method, the microfluidic
chip is housed within a stainless steel or aluminum chip
holder, providing added structural support and protection.19

O-rings and a compression block ensure a secure seal
around the internal fluid channels. This modular
configuration is well suited for applications requiring
frequent modifications or iterations, as it allows easier
assembly and disassembly.

2.3 Pore network designs on microfluidic chips

The geometrical pattern of microfluidic porous media is a
critical factor in visualizing fluid flow, ranging from simple
regular arrangements to complex irregular structures. These
designs are generally classified into two main categories:
homogeneous and heterogeneous geometries.

2.3.1 Homogeneous pore structure. Microfluidic porous
media initially featured simple designs where all pillars
(obstacles) followed identical shapes, such as circular,
square, or rectangular geometries (Fig. 4A).111–114 In these
configurations, both the pore spacing (pillar separation) and
the etched chip depth are uniform across the entire porous
region. Homogeneous designs remain widely used when the

study focuses on experimental parameters other than
geometry—such as fluid injection conditions or fluid type—
because they simplify interpretation of interfacial dynamics
and subsequent analytical or numerical modeling
(Fig. 4B and C).115–117 While straightforward and highly
informative, homogeneous designs do not capture the
heterogeneity of real rock formations, which strongly
influences pressure, saturation, and velocity
distributions.80,118–120

2.3.2 Heterogeneous pore structure. To better represent
natural porous media, researchers have developed a variety of
heterogeneous microfluidic designs. In some cases, the lattice
(pillar arrangement) is kept constant, but pore and pillar sizes
are varied to introduce permeability changes (Fig. 5A). Within
each permeability layer, pore sizes may remain
constant80,121,125 or follow a defined size distribution
(compare Fig. 5A and B).122 Fractures—characterized by 100%
porosity and high permeability—are another important
feature in natural rock structures and have been incorporated
into microfluidic designs (Fig. 5C).59,81,122,125 Such
permeability contrasts promote preferential flow paths, where
high-permeability regions with lower resistance are invaded
earlier.59,121,122

Another approach involves 2.5-D microfluidic chips, in
which channel depth varies locally to create layered
permeability contrasts (Fig. 5D). This form of heterogeneity is
particularly useful for investigating multiphase flow
phenomena such as capillary snap-off and stratified fluid
distributions.123,124,126,127

To replicate the anisotropic and heterogeneous structure
of natural rocks, early studies patterned microfluidic chips
using 2D thin-section images derived from rock samples.
Thin sections (Fig. 6A and B) were prepared and imaged by
micro-CT,128,129 petrographic microscopy,130,131 scanning
electron microscopy (SEM),132 or epoxy impregnation.133 In
more advanced work, 3D micro-CT scans of rock samples were
used to extract multiple 2D slices, which were then stacked to
generate an averaged representation (Fig. 6C).128,134,135 Pore
and throat network statistics128,135 or artificial random
networks136 were integrated to restore connectivity lost during
slicing, yielding designs more representative of the original
core structure. In other approaches, 3D pore networks
reconstructed from SEM and micro-CT scans were analyzed for
pore statistics and then converted into 2D designs that
preserved size distributions and selected 3D features
(Fig. 6C and D).137

A recent development in realistic microfluidic porous
media is the creation of geo-material micromodels.134,138,139

In this method, thin slices of actual rock are either polished
or laser-etched and sealed between glass slides for direct
visualization (Fig. 6E). This method incorporates natural
mineralogy, surface roughness, and wettability, enabling the
study of geochemical interactions that strongly influence
pore-scale flow.46,139–141 Alternatively, mineral coatings have
been applied to PDMS142 or glass123 devices to capture rock–
fluid interactions.

Fig. 4 Homogeneous microfluidic pore networks. (A) Displacement of
trichloroethylene (TCE) by surfactant foam in a glass chip with
diamond-shaped pores (pillar size 0.43 mm, porosity 0.27, permeability
17 D. Open spaces appear black, pillars white; right image shows solid,
water, and TCE phases (adapted with permission from Jeong et al.113

Copyright © 2000 American Chemical Society). (B) Salt precipitation
during CO2 storage in a PDMS medium with circular pillars (diameter
550 μm, porosity 0.52, depth 25 μm). Open spaces are purple, pillars
white; right image shows salt crystals (adapted with permission from
Ho and Tsai.116 Copyright © 2020 Royal Society of Chemistry). (C)
Visualization and modeling of transverse mixing and reaction (Oregon
Green 488 Bapta-5N with Ca2+) in a homogeneous chip with elliptic
pillars (porosity 0.33, depth 25.9 μm). Right: Lattice-Boltzmann model
of product concentration (adapted with permission from Willingham
et al.115 Copyright © 2008 American Chemical Society).
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A major limitation of standard simplified microfluidic
models is dimensionality: most are quasi-2D, whereas rocks
are inherently 3D. Structural complexities such as anisotropic
vertical permeability and tortuosity,143 as well as flow
phenomena such as cross-flow,144 are difficult to reproduce in
2D but can be captured with 3D micromodels. In this regard,
several fabrication strategies have been explored, including
multilayered polymers,126,145 packed particles,146–148 and 3D
printing.149,150 For example, thermoplastics such as PMMA
can be stamped with 3D molds at high temperature and
pressure (172 °C, 24 kN) to replicate pore structures.126

Similarly, packing micron-sized glass beads between plates
produces disordered 3D porous media, which can be imaged
by refractive index matching between beads and fluorescent
fluids (Fig. 7E).148,151 Bead size can be uniform or varied to
represent homogeneous or heterogeneous media.143 Finally,

additive manufacturing approaches such as
stereolithography152 and material jetting150 allow direct 3D
printing of porous media based on real rock scans.

2.4 Pore-scale visualization methods

Conventional coreflooding involves injecting fluids through
opaque, oil-saturated rock cores and requires in situ 3D
imaging to monitor fluid displacement. Common methods
include X-ray micro-computed tomography (micro-CT),
nuclear magnetic resonance (NMR), and magnetic resonance
imaging (MRI). In contrast, microfluidic platforms are
typically quasi-2D and transparent, enabling real-time
visualization with optical microscopy. The following
subsections and Table 1 compare these methods, outlining
their advantages and limitations for pore-scale flow studies.

Fig. 5 Heterogeneous microfluidic pore networks. (A) Fluid displacement in a dual-permeability PDMS chip with circular pillars (210 μm, 250 μm)
and throats (60 μm, 21 μm); depth 100 μm. Oil and pillars are black, displacing fluids yellow (adapted with permission from Moradpour and Tsai.121

Copyright © 2025 Royal Society of Chemistry). (B) Fracturing fluid propagation in a multi-permeability chip simulating fracture-matrix zones. Pillars:
200, 100, 50 μm; throats: 125, 80, 70 μm; central fracture: 500 μm; depth 30 μm. Right: Guar gum fluid (blue), oil (brown), and velocity map at ΔP
= 0.5 MPa (adapted with permission from Da et al.122 Copyright © 2022 KeAi Elsevier). (C) Oil displacement by CO2 in a fractured micromodel
replicated from carbonate rock micro-CT. Glass chip patterned and etched to include large and micro fractures; mean depths 42 μm and 21 μm
(adapted with permission from Lv et al.123 Copyright © 2022 Elsevier). (D) Oil displacement by water in 2D and 2.5D hydrophilic micromodels.
N-Octane (gray) displaced by dyed water (blue); capillary snap-off observed only in 2.5D chip (adapted with permission from Xu et al.124 Copyright
© 2017 Royal Society of Chemistry).
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2.4.1 Coreflooding: X-ray micro-computed tomography
(micro-CT). Micro-CT reconstructs 3D internal pore
structures by rotating a sample while collecting 2D X-ray
projections.156 Synchrotron-based micro-CT, which uses a
much higher-intensity X-ray source, offers improved spatial
(≈3–10 μm) and temporal (0.5–5 min) resolution, but
requires access to costly, specialized facilities.157,158

Using time-resolved 3D imaging, Andrew et al.157

employed synchrotron-based micro-CT to capture snap-off
events during supercritical CO2 drainage, allowing estimation
of local capillary pressure from interfacial curvature.157 This
technique has also been used to study gas trapping153 and
CO2 cluster distributions in porous media.159,160 Fig. 7A
shows an example of gas, oil, and water 3D distribution
during waterflooding.153 Micro-CT imaging resolves pore-
scale interface dynamics within a millimeter-scale field of
view, capturing features such as interface curvature, snap-off
events, and CO2 cluster connectivity in centimeter-scale core
plugs during coreflooding experiments.158

2.4.2 Coreflooding: nuclear magnetic resonance (NMR)
and magnetic resonance imaging (MRI). NMR and MRI
detect signals from hydrogen nuclei (1H) in fluids using a
magnetic field and radiofrequency pulses.141,161 MRI
reconstructs these signals into images of 1H-containing fluids
—mainly oil and water—within the rock core. CO2 is not
detected because it lacks hydrogen atoms.

Fig. 7B shows an MRI image where intensity reflects oil
saturation. MRI provides spatial resolution of O(10–100
μm),141 lower than micro-CT and insufficient to resolve
individual pores or interfacial features.161 Nonetheless, MRI
remains useful for tracking saturation and displacement in
heterogeneous reservoirs. For example, in Fig. 7B, Zhao
et al.154 observed gas channeling under immiscible CO2

injection, whereas miscible supercritical CO2 produced a
more uniform, piston-like displacement and higher oil
recovery.154

Overall, coreflooding visualization methods capture native
porous media and fluid–solid interactions but are limited by

Fig. 6 Rock-on-chip heterogeneous networks. (A) CO2 exsolution from carbonated water in a microfluidic chip based on a thresholded thin-
section image of low-permeability sandstone; pore sizes ranged from 2–74 μm (adapted with permission from Zuo et al.130 Copyright © 2013
Elsevier). (B) Oil recovery visualization using alkaline-surfactant-polymer (ASP) with SiO2 nanoparticles in a PDMS chip patterned from a sliced
conglomerate rock; mean pore size: 30 μm, depth: 10 μm (adapted with permission from Wang et al.131 Copyright © 2022 American Society of
Chemistry). (C) Multi-step reconstruction of sandstone and limestone pore morphology: 3D micro-CT scans segmented and mosaicked into 2D
designs with controlled throat sizes and permeability (adapted with permission from Godoy et al.135 Copyright © 2025 Royal Society of Chemistry).
(D) Micro-gel-assisted oil recovery in a chip designed from CT, SEM, and FIB-SEM scans of tight sandstone samples; chip depth: 39.5 μm; red
fluorescence shows displaced residual oil (adapted with permission from Lei et al.137 Copyright © 2020 Wiley). (E) Matrix–fracture fluid interaction
during water displacement by supercritical CO2. 2D fracture geometries laser-etched onto shale from micro-CT scans; fracture apertures: 100–
400 μm, depth: 100 μm (adapted with permission from Porter et al.134 Copyright © 2015 Royal Society of Chemistry).
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the opacity of rock cores, reliance on specialized equipment,
and restricted availability of advanced tools such as
synchrotron-based micro-CT. Real-time imaging is further
constrained by temporal resolution, and the resulting data
often require intensive computational processing.

2.4.3 Microfluidics: optical imaging techniques.
Microfluidic platforms offer distinct advantages in pore-scale
visualization compared to coreflooding methods. Their

intrinsic transparency allows direct optical access and real-
time monitoring of multiphase flow with high spatial and
temporal resolutions. When combined with microscope
systems and high-speed cameras, these setups can resolve
dynamic processes at sub-millisecond timescales and sub-
micron length scales.141,162

A range of optical techniques is used in microfluidics.
Brightfield microscopy is the most common, providing clear

Fig. 7 Pore-scale visualization techniques for subsurface flow. (A) Synchrotron-based X-ray micro-computed tomography (micro-CT) imaging of a
CO2–oil–water system during waterflooding in a carbonate core, showing gas (red), oil (green), and water (blue) distributions in 3D (adapted with
permission from Scanziani et al.153 Copyright © 2019 Elsevier). (B) Magnetic resonance imaging (MRI) of oil saturation distribution in a core following
waterflooding and supercritical CO2 injection (adapted with permission from Zhao et al.154 Copyright © 2011 China University of Petroleum (Beijing)
and Springer-Verlag Berlin Heidelberg). (C) Brightfield microscopy visualization of gas–liquid interfaces in a microfluidic pore network. (D) Laser-
induced fluorescence (LIF) imaging of CO2 dissolution in oil within a micromodel (C and D adapted with permission from Nguyen et al.155 Copyright
© 2014 American Chemical Society). (E) Confocal microscopy combined with particle image velocimetry (PIV) to quantify velocity fields in a glass
bead-packed microchannel (adapted with permission from Datta et al.151 Copyright © 2013 American Physical Society).

Table 1 Summary of pore-scale visualization methods for coreflooding and microfluidics

Visualization
method

Typical field
of view

Spatial & temporal
resolution Advantages Limitations

Coreflooding
micro-CT

mm-scale ≈3–10 μm (synchrotron);
≈10–20 μm (lab)
≈0.5–5 min (synchrotron);
slower for lab CT

(1) True 3D pore-scale imaging in native rock
(2) Captures interfacial morphology and
snap-off

(1) Limited FOV (mm in cm plugs)
(2) Synchrotron access costly
(3) Computationally intensive

Coreflooding –
NMR/MRI

cm-scale O(10–100) μm
O(1–10) min

(1) Captures bulk fluid distribution
(2) Sensitive to saturation and transport

(1) CO2 not visible (no 1H)
(2) Insufficient spatial resolution
for individual pores
(3) Expensive instrumentation

Microfluidic –
optical imaging

mm–cm scale Sub-μm (optical limit)
Sub-ms with high-speed
cameras

(1) Transparent, real-time visualization
(2) Versatile optical techniques (brightfield,
fluorescence, confocal, PIV, etc.)

(1) Limited depth of field
(2) Difficult to reproduce fully 3D
fluid interfaces and pore events
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visualization of droplet interfaces and flow patterns (Fig. 7C,
Nguyen et al.155). Laser-induced fluorescence (LIF)
enhances phase contrast by tagging one fluid with a
fluorescent dye, leaving the background dark (Fig. 7D,
Nguyen et al.155). Fluorescence intensity can also be used
to quantify CO2 dissolution into surrounding oil or water
to study diffusion, miscibility, and interfacial transport, as
discussed in sections 3.2 and 4.2.

Confocal microscopy offers better resolution by rejecting
out-of-focus light with a pinhole aperture. Scanning vertically
across the channel depth allows the reconstruction of optical
slices that approximate 3D features. For example, Datta
et al.151 combined confocal microscopy with particle image
velocimetry (PIV) to map flow fields in bead-packed
micromodels (Fig. 7E, Datta et al.151). Refractive index
matching between the fluids and beads allowed clear
visualization of flow, while PIV quantified velocity fields
using tracer particles in fluids.151 However, a limitation is
speed: a standard laser scanning confocal microscope is
relatively slow, operating at only ≈10 slices per second,151

which limits its ability to capture rapid multiphase flow
dynamics.

Despite their predominantly quasi-2D design, microfluidic
devices provide high-resolution visualization of multiphase
flow and can be extended to 3D geometries, enabling more
complete capture of the fluid interface similar to volumetric
methods such as micro-CT.

2.5 Machine learning coupled with microfluidic systems

In the rise of the artificial intelligence (AI) era,
incorporation of machine learning (ML) in research is
undoubtedly common in many disciplines. In microfluidic
experiments, performance prediction and control/
optimization of operational parameters via intelligent
microfluidics is one of the main applications.163–170

Intelligent microfluidics refers to the integration of
automation, AI, and real-time sensing into microfluidic
systems to enhance the control, optimization, and
adaptability of fluid flow and chemical/biological processes
at the microscale. These systems leverage ML, smart
sensors, and computational models to make real-time
decisions, adjust operational parameters, and improve
efficiency without human intervention.165,166 For instance,
in two-phase flow within micropores, Song et al.171

developed an intelligent microfluidics platform combining
image recognition and deep learning to predict relative
permeability. Their model showed relative contributions of
38.22% from saturation, 34.84% from wettability, and
26.94% from pore geometry.171 Future studies can expand
this technique to complex rheology injection fluids (e.g.,
surfactant, foam), and adapt toward real-time monitoring,
where live microscopy images are used to optimize
injection parameters.

In predicting capillary pressure, ML models offer data-
driven alternatives to traditional empirical fits. Qi et al.172

used ensemble methods to estimate capillary pressure curves
from particle size distributions, while Liu et al.173 and Kasha
et al.174 applied neural networks and other supervised models
(e.g., clustering) to predict both capillary pressure and
relative permeability from pore structure data. Similarly,
Khosravi et al.175 used a hybrid of particle swarm
optimization and ML to estimate relative permeability and
capillary pressure under low-salinity flooding. Because
relative permeability and capillary pressure govern phase
mobility and distribution, such ML frameworks are especially
relevant for multiphase systems. Capillary pressure, in
particular, is critical in systems where phase separation,
drainage/imbibition hysteresis, or capillary trapping occurs,
such as carbon storage and oil recovery (discussed in sections
3 and 4).

Furthermore, Manikonda et al.176 used K-nearest
neighbors and multi-class support vector machine to classify
gas–liquid flow regimes with up to 98% accuracy,
demonstrating ML's value for automated displacement
regime identification.8 Zhao et al.177 implemented a U-Net
deep learning structure combined with orthogonal design for
data generation, expediting prediction of displacement front
under different permeability contrasts, Ca numbers, and
viscosity ratios.9 Accurate prediction of displacement front
morphology in heterogeneous porous media is particularly
critical for understanding channeling and improving recovery
efficiency.

Meanwhile, at the micromodel design stage, ML can
also generate synthetic pore geometries from statistics of
real rock structures, supporting more realistic
benchmarking and simulation workflows.163 In pore-scale
modeling, image enhancement using ML is implemented
to maintain a wider field-of-view without sacrificing the
resolution of the images.163,165 However, it is well known
that obtaining data to train a ML model is often costly
and time-consuming, particularly with microfabrication of
microfluidic chips to cover a wide range of experimental
parameters. Transfer learning allows the majority of the
data to be collected from modeled chips—such as 3D
printing, micromilling, laser cutting—then combined with
a small portion of data on devices made with
photolithography and micropatterned electrodes. The
refinement of transfer learning opens the possibility of
rapid prototyping for data generation.164

Future research should aim to combine ML with
experimental microfluidic data to bridge the gap between 2D
and 3D,178 and between lab-scale and reservoir-scale—
specifically in terms of predicting accuracy in a more
complex natural environment—for underground storage
applications.165 Furthermore, the integration of time-
evolution algorithms (e.g., transformer neural networks) can
significantly shorten experimental processes by using initial
time series data to make future predictions. This ML tool
may be useful in processes, such as bacteria growth, gas
distribution/movement in long-term underground storage,
etc.
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3 Microfluidic investigations on CO2-
EOR

CO2-EOR is a mature and widely used method where CO2 is
injected into oil-bearing subsurface formations to increase
oil recovery. Statistics show that 34% of global CO2 demand
is consumed by EOR projects,179 with over 200 projects180 of
miscible and immiscible CO2 injections. This number may
rise as oil production from CO2-EOR is expected to increase
to 1.6 barrel per day by 2040.181 Besides, CO2 accounts for
64% of the greenhouse gasses,182 making the injection of
emitted CO2 into sealed underground formations a
recognized technique for contributing to CO2 geological
storage and reducing the carbon footprint of hydrocarbon
extraction.5 The significance of underground CO2 storage is
indicated by the current (50) and future (578) storage
facilities, with capacities of 51 million and 563 million
tonnes per year, respectively.183

CO2 injection has been examined across different scales—
pore,123,184,185 core (lab),186–188 and field.189 When CO2 is
injected below the minimum miscibility pressure (MMP) with
the oil phase, it cannot fully mix in the oil phase and fails to
form a single homogeneous phase, resulting in an
immiscible displacement process.190–192

Microfluidic investigations have provided valuable insights
into immiscible CO2-EOR

118,193–196 (section 3.1). Unlike CCS
in saline aquifers, where CO2 slightly dissolves in brine, in
oil reservoirs, CO2 exhibits higher solubility in oil and can
become miscible under pressures greater than MMP,197

which can lead to nearly complete oil recovery. This complex
CO2–oil phase behavior has motivated many microfluidic
studies on minimum miscibility pressure198–207 and miscible
CO2-EOR mechanisms208–212 (section 3.2). Microfluidics has
also been instrumental in exploring CO2 huff-n-puff
techniques25,212–217 (section 3.3), where gas exsolution (i.e.,
CO2 separates from the formerly homogeneous oil phase214)
enhances oil recovery. Foam-assisted CO2-EOR, another
widely studied approach, improves sweep efficiency by
increasing apparent viscosity.59,218–220 Further discussions on
CO2 bubble dynamics and oil displacement mechanisms are
presented in section 3.4.

3.1 Immiscible CO2-EOR

The first field-scale immiscible CO2 injection for EOR
application was conducted in Arkansas, USA, in 1968.189 The
primary mechanisms underlying oil displacement by
immiscible CO2 gas injection are oil swelling and oil-viscosity
reduction due to CO2 dissolution and interfacial tension (IFT,
σ) reduction.191,221–223 Under immiscible conditions, higher
oil–CO2 interfacial contact area enhances gas dissolution,
crucial for triggering oil mobilization mechanisms.224–226 The
spreading coefficient of oil over water (So/w) serves as an
indicator of CO2 injection efficiency, defined as:227–229

So/w = σwg − σog − σow, (1)

where σwg, σog, and σow are the water–gas, oil–gas, and oil–
water interfacial tensions, respectively. In hydrophilic porous
media, a positive spreading coefficient (So/w > 0) contributes
to the spreading of oil films between the water and gas
phases. However, in hydrophobic media, a negative
spreading coefficient (So/w < 0) causes gas bubbles and liquid
droplets to disperse and enter in the oil phase. Hence, the
contact area between oil–CO2 and consequently the
performance of immiscible CO2 injection is
maximized.229–231

However, if these criteria of positive (or negative) So/w
values for hydrophilic (or hydrophobic) surfaces are not
met, other scenarios, such as CO2 saturated (i.e.,
carbonated) water injection, can provide better fluid
distribution.232 In hydrophilic porous media with a negative
spreading coefficient, water prevents CO2 from reaching oil
ganglia. Injecting carbonated water allows CO2 to partition
from the water and dissolve in the oil, causing oil swelling
that disrupts the water barriers and increases the contact
area of oil with free CO2 gas.193,229 Microfluidic visualization
has contributed to a better understanding of the
mechanism behind improved oil recovery by carbonated
water injection observed in opaque core-flooding
experiments. Carbonated water injection outperforms
traditional waterflooding as well,193,233,234 due to CO2

diffusion from water into the oil phase, reducing oil
viscosity and decreasing water–oil IFT.

A second approach to increase the performance of
immiscible CO2 injection is water alternating gas (WAG)
flooding, where sequential slugs of water and CO2 are
injected to increase the sweep efficiency.194,210 Hao et al.210

compared immiscible CO2 and WAG injection into a vertical
heterogeneous glass microfluidic chip. Their observations
indicated that when injecting immiscible CO2, gravity
override caused CO2 to flow preferentially toward the top part
of the chip with only 39.2% sweep efficiency. The analysis of
buoyancy, capillary, and hydrodynamic forces indicated the
greatest total magnitude in the upward direction (2.06 × 10−5

N). In contrast, injecting alternating slugs of water causes
pore throat blockage, which increases capillary resistance
and allows CO2 flow in other directions. Therefore, WAG
increased the sweep efficiency to 97.9%.210 However, Riazi
et al.235 found that a two-step injection sequence of water
followed by supercritical CO2 accelerated breakthrough, as
the presence of water–oil interfaces impeded lateral CO2

propagation.235 If immiscible WAG injection into a
hydrophilic medium begins with CO2 as the first slug, the
process is more effective. This is because gas, as the non-
wetting phase, is less likely to trap and shield the oil phase
compared to the wetting water phase.194

Another strategy to enhance the efficiency of immiscible
CO2 injection is to replace CO2 gas with supercritical CO2,
which increases the CO2 solubility in oil236 and reduces oil–
CO2 IFT.237 Riazi et al.235 observed that supercritical CO2

significantly delayed breakthrough time, (about 75% slower)
due to the increased viscosity of CO2.

235 With improved CO2
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solubility, mass transfer of light to intermediate oil
components into the CO2 gas, known as vaporizing
extraction, occurs. These components subsequently
recondense under ambient pressure–temperature
conditions, contributing to improved oil recovery.235,236,238

This mechanism has been found effective even when CO2

remains in the gas phase, but injected at higher
pressure196,212 or flow rate.194,195 By increasing the
hydrodynamic driving force, CO2 can overcome the
opposing capillary force to enter smaller pores and interact
(dissolution and extraction) with unswept oil saturation. In
this regard, Chen et al.195 investigated the effect of
increasing the CO2 injection rate by 25-fold in a
heterogeneous glass microfluidic chip. Their results
revealed that a higher flow rate mobilized ‘columnar’ and
‘membrane’ trapped oils in both high (see Fig. 8A) and low
permeable areas, but left cluster-shaped oils in the low
permeability zones largely unaffected. Overall, the oil
recovery factor improved by 14.2% at the higher injection
rate.195 Furthermore, they suggested that replacing
continuous injection with asynchronous gas injection and
production cycles increased the oil recovery by 20%. This
improvement was attributed to pressure buildup and
increased CO2 dissolution and extraction during shut-in
periods, which primarily liberated cluster-shaped trapped
oils. In another study, pore-scale visualizations by Guo
et al.212 revealed a shift from capillary-dominated to
viscosity-dominated flow as the pressure difference across
the chip increased from 0.01 MPa to 0.03 MPa. Despite the
positive impacts, increasing the velocity of the non-wetting

CO2 phase shortens the breakthrough time, which is a
critical concern that must be addressed.80,194

Heterogeneity in porous media considerably affects CO2

distribution, and accordingly sweep efficiency and oil
recovery factor.118,195,212,239 Tang et al.239 designed four
different hydrophobic glass micromodels patterned by laser
etching and wet-etched with hydrofluoric acid.239 Their
results of water flooding followed by immiscible CO2

injection showed that fractures improve fluid distribution
(for both water and CO2) and increase sweep efficiency,
although a higher permeability contrast between fractures
and the matrix can lead to early breakthrough and reduced
oil recovery. Moreover, they observed that CO2 injection
improved oil recovery up to 20% by mobilizing the residual
oils after water flooding that were entrapped in cluster
shapes and dead corners, consistent with observations by
Qian et al.196

Displacing n-octane by immiscible CO2 at 70 °C and 6.5
MPa, Pan et al.118 demonstrated that shale-like nano-scale
heterogeneity influences transport phenomena.118 Regardless of
permeability, homogeneous porous media resulted in 100% oil
recovery despite gas fingering (see Fig. 8B-top). In contrast,
heterogeneous fractured porous media facilitate gas channeling
through the fractures, which are the preferential low resistive
flow paths (see Fig. 8B-bottom). Therefore, driven by pressure
drop, oil displacement initiated from the side channels.
Gradually CO2 entered the porous matrix and mobilized the oil
by both pressure drop and CO2 diffusion and dissolution in oil.
The intensity of CO2 diffusion was greater in matrix pores
adjacent to the fractures. In addition, the permeability of the

Fig. 8 Microfluidic results for oil displacement by immiscible CO2 injection: (A) different residual oil configurations (red) remained in a
heterogeneous porous medium after low-flow gas (yellow) injection (top). Their respective contributions for the remaining residual oil after low
(LCGI, blue) followed by high (HCGI, red) continuous gas injection to displace oil in the heterogeneous microfluidics (adapted with permission from
Chen et al.195 Copyright © 2024 Elsevier). (B) Displacement of n-octane (dyed) by immiscible CO2 injection in homogeneous microfluidic porous
media with low (left) and high (right) permeability (top). Similar displacement into a heterogeneous one including a matrix with low (left) and high
(right) permeability plus lateral fractures (bottom). CO2 injected from bottom to top, oil–gas interface shown as a red line (adapted with permission
from Pan et al.118 Copyright © 2025 the Royal Society of Chemistry). (C) Jamin effect: gas (white) travels from a large pore (R1) to a smaller one
(R2), it undergoes deformation resulting in additional capillary resistance (Ps) and bubble pinch-off (top). σ is the IFT of the residing fluid (brown)
and the gas phase (idea adapted from Chen et al.195). Bubble pinch-off phenomenon due to the Jamin effect observed in microfluidic visualizations
during oil (brownish) displacement by immiscible CO2 injection (adapted with permission from Qian et al.196 Copyright © 2025 Elsevier and Chen
et al.195 Copyright © 2024 Elsevier).
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matrix is a key parameter affecting the resisting capillary force,
a critical point in fluid–fluid displacement. Pan et al.118

achieved 100% oil recovery in the high permeability chip, while
the low permeability design recovered only 30% of the oil. In
heterogeneous porous media, CO2 can become isolated due to
bubble pinch-off and immobilization at low permeability pore
throats, a phenomenon known as the Jamin effect (see
Fig. 8C).195,196,235 This limitation can be mitigated by increasing
the injection pressure, which not only enhances sweep
efficiency but also improves CO2 storage.

196

3.2 Miscible CO2-EOR

3.2.1 Minimum miscibility pressure (MMP). Miscibility in
the context of CO2-EOR refers to the ability of two fluids to
mix and form a homogeneous mixture without forming
separate phases. It is categorized into first-contact miscibility
(FCM) and multiple-contact miscibility (MCM) in petroleum
applications.240,241 FCM occurs when fluids mix immediately
upon contact in any proportion, exemplified by a binary
system, such as normal pentane (n-pentane, C5) and normal

decane (n-decane, C10).
241 In real-world CO2-EOR applications

involving complex multicomponent systems, crude oil
typically comprises light (C1), intermediate (C2–C6), and heavy
fractions (C7+).

242,243 When CO2 interacts with these crude oil
components, MCM develops as mass transfer and component
exchange occur between CO2 and oil,206,241 with miscibility
gradually achieved through continued fluid interaction and
flow.206,241

The minimum miscibility pressure (MMP) is the critical
pressure at which two fluids become miscible, influenced by
both temperature and fluid composition.242,243 For CO2 and
oil systems, MMP values typically range from 7 to 34 MPa.242

Accurate determination of MMP is crucial for selecting
reservoirs suitable for CO2-EOR.

242,243 When reservoir
pressure exceeds the MMP, miscible flooding occurs and
enables near-complete oil recovery.

Standard lab-scale experimental methods for determining
MMP include the vanishing interfacial tension (VIT)
method,244,245 the rising-bubble apparatus (RBA),246 and slim
tube tests (STT).242,247 These conventional methods, while
reliable, are often time-consuming and require significant

Fig. 9 Summary of microfluidic experiments for determining CO2–oil minimum miscibility pressure (MMP). (A) Schematic illustrations of three
commonly used conventional techniques: (i) vanishing interfacial tension (VIT): the pendant drop method measures the interfacial tension (IFT)
between the oil drop and surrounding CO2, with the MMP determined when the IFT approaches zero; (ii) rising bubble apparatus (RBA): a CO2

bubble rises through oil in a glass tube, and the MMP is identified by observing bubble interfacial disturbance. (iii) Slim-tube testing (STT): CO2 is
injected into an oil-filled coiled tube, and MMP is determined at the plateau of oil recovery. (B) Microfluidic designs inspired by the conventional
techniques in part (A), showing their analogous setups for MMP determination. (i) A microfluidic chip with dead-end pores visualizes a static CO2–

oil interface (adapted with permission from Shi et al.200 Copyright © 2024 Elsevier). (ii) Microfluidic fast fluorescence imaging captures CO2 bubble
flow in oil (adapted with permission from Nguyen et al.203 Copyright © 2015 American Chemical Society). (iii) A “slim-tube on a chip” simulates oil
recovery by injecting CO2 into a serpentine channel with embedded solid grains (adapted with permission from Ungar et al.204 Copyright © 2021
Elsevier). (C) Microfluidic visualization of CO2–oil interactions at pressures below, near, and above MMP for the corresponding approaches in part
(B). For P < MMP, the CO2–oil interface appears sharp, and incomplete oil recovery is observed in the slim-tube chip. For P ≥ MMP, the CO2–oil
interface becomes blurred, with nearly complete oil recovery in the slim-tube chip (adapted with permission from Shi et al.,200 Nguyen et al.,203

Ungar et al.204).

Lab on a Chip Critical review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

7 
Ja

nu
ar

y 
20

26
. D

ow
nl

oa
de

d 
on

 1
/3

1/
20

26
 2

:3
5:

30
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5lc00428d


Lab Chip This journal is © The Royal Society of Chemistry 2025

fluid volumes. In response, microfluidic devices inspired by
traditional techniques have emerged as efficient alternatives,
reducing testing time and fluid volume while offering clear
optical access for real-time observations. Fig. 9 summarizes
the conventional experimental approaches (Fig. 9A) and their
microfluidic adaptations for MMP determination
(Fig. 9B and C).

Vanishing interfacial tension (VIT). The vanishing interfacial
tension (VIT) technique measures IFT by observing a pendant
drop of CO2 in oil under varying pressures.244,245 In
microfluidic adaptations, oil is confined in dead-end
microchannels, allowing incremental pressurization of CO2

to study CO2–oil phase behavior.198–202 Sharbatian et al.198

observed pressure-dependent oil swelling and extraction,
indicating mass transfer before achieving MMP.198 When
MMP was reached, the oil–CO2 interface disappeared, with
fluorescence intensity reaching its minimum (MMP = 7.4
MPa for T = 23 °C and MMP = 10.6 MPa for T = 50 °C).198

Other studies have shown that MMP increases with
temperature due to lower CO2 solubility.248 MMP also
increases with higher proportions of heavy hydrocarbons in
oil.200 In nanoconfined systems, as channel depth was
reduced from 1 μm to 10 nm, MMP of CO2–octane at 160 °C
dropped remarkably from 15.1 MPa to 10.1 MPa.202 MMP
decreases in nanoconfinement, providing insights into CO2–

oil behavior in tight shale reservoirs, where molecular
interactions and capillary forces can affect
miscibility.199,202,249

Rising bubble apparatus (RBA). Rising bubble apparatus
(RBA) determines MMP by observing gas bubbles rising in
oil.246 Nguyen et al.203 developed a microfluidic system
featuring a T-junction for simultaneous CO2 and oil
injection.203 Below MMP, a distinct fluorescence gradient
marks the CO2–oil interface; above MMP, this interface
disappears, indicating miscibility as fluorescence becomes
uniform. This microfluidic method was validated using
synthetic oil and used to determine MMP for three field-
sourced crude oils, showing MMP ranges of 5.5–8.3 MPa at
25 °C and 8.3–10.7 MPa at 40 °C.203

Slim tube test (STT). Compared with VIT and RBA, slim
tube tests are more effective for capturing multi-contact
miscibility.241,247 Conventional STT uses a long coiled tube
packed with sand or glass beads, with MMP identified at the
pressure where oil recovery reaches a high value and starts to
plateau.242,247 Recent microfluidic adaptations, such as slim-
tube-on-a-chip systems, use serpentine microchannels filled
with circular grains to mimic porous media.204,206 Ungar
et al.204 performed CO2 flooding in silicon–glass
microfluidics,204 showing 100% oil displacement when the
pressure reached MMP.204 These slim-tube-on-a-chip systems
replicate multi-contact miscibility under controlled
temperature and pressure with minimal fluid volumes.204,205

Microfluidic platforms provide rapid testing and require
significantly less fluid volume compared to conventional
MMP testing methods. Among various microfluidic
approaches, slim-tube-on-a-chip systems are particularly

promising for investigating multi-contact miscibility and
condensing/vaporizing gas drives. Future studies should
focus on comparing MMP results across different
microfluidic techniques to standardize and validate these
approaches. Beyond MMP determination, microfluidics has
proven versatile in studying dew point conditions,250 wax
appearance temperature,251 solubility, and diffusivity,198

further demonstrating its diverse applications in analyzing
fluid phase behavior in subsurface energy applications.

3.2.2 Miscible CO2-EOR. Unlike immiscible oil
displacement, miscible CO2–oil displacement eliminates
interfacial tension, suppressing viscous fingering212 and
gravity override,210,211 which significantly improves oil
recovery. Miscible CO2-EOR involves complex multiphase flow
and component exchange at the fluid–fluid interface,
influenced by factors such as pressure, temperature, fluid
composition, and porous media heterogeneity. Multiple
mechanisms simultaneously affect the oil recovery efficiency,
including CO2–oil interfacial tension reduction, oil swelling
and extraction by CO2, the formation of a miscibility zone,
and asphaltene precipitation.208,209 Microfluidics has
emerged as a valuable tool for visualizing and analyzing these
complex miscible displacement processes.

Miscible front. When CO2 displaces oil above the MMP, a
miscibility zone forms at the displacement front through
vaporizing and condensing mechanisms.253,254 In this zone,
CO2 extracts light and medium hydrocarbon components
from the oil while also condensing into oil, creating a
miscible front.253,254 To investigate this process, Zhang
et al.208 used a glass micromodel to visualize miscible CO2–

oil flooding under high-temperature and high-pressure
conditions (up to 115 °C and 55 MPa), with an MMP of
20.37 MPa.208 Unlike the sharp CO2–oil interface observed
in immiscible CO2-EOR (Fig. 10A), their study revealed
noticeable color gradients across the displacement front
(Fig. 10D), indicative of the condensing and vaporizing
phase behavior characteristic of a miscible front.208 In this
process, CO2 dissolves into the oil and condenses at the
leading edge of the miscible front, while simultaneously,
oil evaporates into CO2 and is extracted at the trailing
edge.208 Further supporting this mechanism, Zhang et al.201

demonstrated CO2-induced oil swelling in a dead-end
microfluidic channel, confirming CO2 entry into the oil
phase. Together, these processes drive the formation of a
condensing–vaporizing miscible front, enhancing CO2-EOR
efficiency.208

Moreover, miscible CO2 injection added 35.4% oil recovery
after waterflooding, while carbonated water formed by CO2

dissolution recovered an additional 11.2% in low-
permeability regions.208 The study also noted asphaltene
precipitation208,209 after lighter crude components were
extracted by CO2, causing microchannel blockages
predominantly in low-flow regions like dead-end pores.208,209

COMSOL simulations further confirmed that blockages were
more severe in low-permeability zones, which could lead to
potential issues in field applications.209
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Viscous fingering. Viscous fingering initially destabilizes
the displacement front in miscible CO2-EOR due to the
oil–CO2 viscosity contrast.212 However, as CO2 mixes with
oil, the sharp two-phase interface vanishes, and oil
viscosity is reduced, stabilizing the displacement.212 Guo
et al.212 demonstrated this effect using a silicon–glass
micromodel with CO2 displacing n-decane.212 For
immiscible CO2-EOR, they observed an unstable
displacement front caused by viscous fingering (Fig. 10B).

Under miscible conditions, viscous fingering was
suppressed, resulting in nearly complete oil recovery
(Fig. 10E).212 A brief soaking period further improved oil
recovery by allowing CO2 diffusion into the oil, promoting
mixing and CO2 penetration.212

Gravitational effects. In addition to suppressing viscous
fingering, miscible CO2-EOR also mitigates gravity override.
Recent microfluidic experiments studied the gravitational
effect during miscible CO2-EOR by placing the chip

Fig. 10 Comparison of immiscible, miscible, and near miscible CO2-EOR processes and mechanisms observed in microfluidic experiments.
Immiscible CO2-EOR: (A) immiscible CO2–oil interface showing sharp phase boundaries (adapted with permission from Zhang et al.208 Copyright ©
2022 Elsevier). (B) Viscous fingering leading to unstable displacement front (adapted with permission from Guo et al.212 Copyright © 2022 Elsevier).
(C) Gravity override where CO2 migrates to the top due to buoyancy (adapted with permission from Hao et al.210 Copyright © 2022 Elsevier).
Miscible CO2-EOR: (D) miscible CO2–oil interface eliminates interfacial tension and promotes mixing (adapted with permission from Zhang et al.208

Copyright © 2022 Elsevier). (E) Viscous fingering is suppressed, leading to efficient oil recovery (adapted with permission from Guo et al.212

Copyright © 2022 Elsevier). (F) Suppression of gravity override and formation of a miscible zone (adapted with permission from Hao et al.210

Copyright © 2022 Elsevier). Near miscible CO2-EOR: (G) microfluidic visualization showing CO2 enriched by oil, visible as a darker color within the
CO2 phase (adapted with permission from Seyyedi and Sohrabi.252 Copyright © 2020 Springer Nature). (H) Near miscible conditions promote oil
spreading between CO2 and water, improving the contact and interaction between CO2 and oil (adapted with permission from Seyyedi and
Sohrabi.252 Copyright © 2020 Springer Nature).
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vertically.210,211 By comparing the displacement patterns of
CO2 in oil at pressures below and above the MMP
(Fig. 10C and F), miscible displacement eliminates the
gravitational effect, leading to an improvement in oil
recovery from 64.3% to 88%.211 During miscible CO2-EOR,
the formation of distinct zones has been identified,
including a miscible zone, a transition zone, and an
immiscible zone, as seen in Fig. 10F.210 Miscible CO2

flooding also allows CO2 to penetrate smaller pores,
enhancing oil sweep efficiency.210,211

3.2.3 Near miscible CO2-EOR. Even when the reservoir
pressure is slightly below the MMP, near miscible CO2

flooding can still enhance oil recovery.252,255 Under these
conditions, CO2 dissolves into the oil phase, leading to oil
swelling and extraction.252,255 Seyyedi and Sohrabi used a
glass micromodel to investigate this phenomenon of near
miscible CO2-EOR (at 17.2 MPa and 37.8 °C), slightly below
the MMP of 19.3 MPa.252 Although miscibility does not fully
develop (shown by a clear interface between CO2 and oil),
lighter oil components diffuse into the CO2 stream, enriching
it, as shown by a visible color gradient in Fig. 10G.252

Near miscible conditions also enhance oil recovery by
creating a favorable spreading coefficient, which promotes
better contact between oil and CO2.

252,255 A positive
spreading coefficient So/w value (see eqn (1)) indicates that oil
spreads on the gas–water interface.227,228,252 Under near
miscible conditions, σog is sufficiently low to allow So/w >

0.252 Microfluidic experiments (Fig. 10H) show crude oil
spreading between water and CO2, improving oil extraction
and swelling through direct CO2 contact.

252

Overall, microfluidic approaches have recently been
adopted for determining MMP and investigating key
mechanisms in miscible CO2 oil recovery. Inspired by
conventional techniques, such as VIT, RBA, and STT, the
microfluidic platform offers direct phase-behavior
visualization and rapid MMP analyses, with the potential to
be further expanded for broader fluid analyses. Recent
microfluidic studies on oil displacement during miscible
CO2-EOR have revealed several important recovery
mechanisms, including the condensing–vaporizing gas
drive,208,209 suppression of viscous fingering,212 and
elimination of gravity override.210,211 Moreover, microfluidic
studies demonstrate that near miscible CO2-EOR is
particularly advantageous in reservoirs where achieving full
miscibility is challenging due to operational constraints.252

This technique enhances oil recovery by targeting trapped oil
in dead-end pores and improving contact between CO2 and
oil.

3.3 CO2 huff-n-puff

CO2 huff-n-puff is an effective EOR technique consisting of
three stages: 1) the injection stage (“huff”), where CO2 is
injected into the reservoir; 2) the soaking stage, during which
the well is shut in to allow CO2 to dissolve into the oil; and 3)
the production stage (“puff”), where the system is

depressurized to produce oil.256,257 The process can operate
under immiscible or miscible conditions depending on
reservoir pressure after injection, with miscible or near
miscible states significantly enhancing oil recovery.257–259

Key mechanisms include CO2 exsolution, oil swelling,
viscosity reduction, and decreased interfacial tension.259,260

During depressurization, supersaturated CO2 separates
from the oil phase, forming bubbles that expand and
migrate, thereby displacing oil and improving recovery
efficiency.

3.3.1 Gas exsolution. During the production stage,
depressurization triggers gas exsolution, where previously
dissolved CO2 separates from the oil phase. As pressure
decreases, CO2 becomes supersaturated in the oil, separating,
expanding, and migrating to displace the oil, further
enhancing recovery efficiency.259,260 Microfluidic experiments
have provided valuable insights into the gas exsolution
phenomena, as shown in Fig. 11A, replicating the huff-n-puff
process in three stages: 1) high-pressure injection, 2) a

Fig. 11 Microfluidic investigations of the CO2 huff-n-puff process. (A)
A schematic illustration of the huff-n-puff process in a microfluidic
device (adapted with permission from Guo et al.212 Copyright © 2022
Elsevier). (B) Left: Fluorescent imaging showing 95% oil recovery after
depressurization. Right: Gas exsolution during depressurization,
including CO2 bubble nucleation and growth (adapted with permission
from Nguyen et al.213 Copyright © 2018 Elsevier).
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soaking period for gas dissolution, and 3)
depressurization.212,213 Nguyen et al.213 compared CO2 and
N2 huff-n-puff in glass micromodels at 10 MPa and 50 °C,
demonstrating that miscible CO2 achieved over 90% oil
recovery, compared to 40% for immiscible N2.

213 Miscibility
and solubility are hence critical to the huff-n-puff
efficiency.213 Microfluidic fluorescent imaging revealed CO2

bubble nucleation, growth, coalescence, and expansion as the
primary recovery mechanisms (Fig. 11B). Even in immiscible
CO2 huff-n-puff, exsolution and bubble expansion remained
the driving forces, achieving 73% oil recovery at 6 MPa and
110 °C.215

3.3.2 Effect of depressurizing rate and temperature. Rapid
depressurization enhances miscible CO2 huff-n-puff
efficiency by maintaining higher levels of CO2

supersaturation, which promotes bubble nucleation and
growth.212,215 Additionally, microfluidic studies on CO2

exsolution suggest that lower temperatures can further
enhance bubble nucleation.214 At lower temperatures,
reduced diffusion leads to higher CO2 supersaturation,
resulting in more effective gas exsolution.214 Xu et al.214

observed nucleation occurring preferentially at fluid–solid
interfaces, where the energy barrier is lower.214 Although the
exsolved bubble nuclei form at random locations within the
microfluidics, CO2 bubbles preferentially grow in the pore
bodies rather than in the throats due to capillary pressure
constraints.214 This differential distribution of exsolved CO2

bubbles within the pore space (bodies vs. throats) may
contribute to capillary trapping for CO2 geological storage
during the huff-n-puff process.

3.3.3 Presence of water. The presence of water in the
reservoir, often due to previous waterflooding, also plays a
critical role in the huff-n-puff process.216 Microfluidic studies
by Huang et al.216 revealed that water trapped between CO2

and oil phases increases capillary pressure, which can hinder
bubble coalescence and migration.216 This, in turn, increases
residual CO2 saturation, improving both oil recovery and CO2

storage efficiency.216

3.3.4 Effect of nanoconfinement. Micro- and nanofluidics
have also shed light on the effects of nanoconfinement
during the huff-n-puff process.25,217 In nanometer-scale
channels, high capillary pressures between CO2 and oil result
in lower oil-phase pressure under the same CO2 injection
conditions.25,217 This reduced oil pressure decreases CO2

solubility in the oil, leading to lower CO2 saturation
levels.25,217 To compensate, a higher depressurization rate is
required to overcome diffusion limitations and achieve
effective oil recovery.25,217 These findings highlight the
importance of carefully considering nanoconfinement effects
when applying the huff-n-puff technique in fractured tight
reservoirs.

Future research could leverage microfluidics to
investigate key factors influencing CO2 huff-n-puff
performance, such as cycle number, soaking time, oil
composition, and injection strategy.256 Further integration
of microfluidics with techniques like particle image

velocimetry (PIV) and spectroscopy could provide deeper
insights into CO2 dissolution, multiphase flow, and oil
displacement, offering advancements beyond the traditional
core flooding methods.

Moreover, challenges such as asphaltene precipitation
during CO2 huff-n-puff require further investigation using
microfluidic visualization. Addressing these challenges is
essential for optimizing CO2-EOR and ensuring long-term
reservoir performance.

3.4 Foam-assisted CO2-EOR

Foam is injected into subsurface porous media for various
applications, including EOR,7,59,80,155,261,262 soil or aquifer
contamination remediation (e.g., nonaqueous phase liquid
removal),113,263–266 carbon capture, storage and
sequestration,2,218,267,268 and hydraulic fracturing.269–271

Driven by EOR performance, the traditional and most
prevalent method for studying CO2 foam flooding at the
laboratory scale involves core flooding, where fluid is flooded
through natural rock samples.272–276 This approach has
provided insights into various EOR processes.272,274,277,278

Alternative visual experiments were conducted in Hele-Shaw
cells, either empty,219,279,280 filled with glass beads,281,282 or
patterned,119,283 simulating the porous media environment.
These cells facilitate the visualization of foam–oil interactions
and displacement dynamics. Moreover, some researchers
have turned to advanced imaging techniques, such as
computed tomography (CT)284–287 and nuclear magnetic
resonance (NMR),288,289 to trace fluid flow and saturation
distributions within rock samples.

Foam substitutes conventional flooding fluids such as
water,290,291 chemicals (e.g., surfactants and
nanoparticles),292,293 and gas218 to mitigate the challenges of
early breakthrough and low sweep efficiency originating from
the low viscosity and density of these conventional fluids.
Moreover, foam injection can improve the preferential flow
challenge caused by heterogeneity—primarily permeability
contrast—of underground porous formations. In general,
foam, with increased viscosity and density, is a beneficial
option as it controls the mobility of the injected fluids to
suppress viscous fingering, gravity override, and preferential
flow (Fig. 12A).27,272,279 The mobility ratio (MR) is crucial in
reflecting the importance of mobility control in EOR,
expressed as:

MR ¼ Mobility of the injected fluid
Mobility of the residing fluid

¼ K r;I=μI
K r;R=μR

; (2)

where Kr,I and Kr,R are the relative permeabilities of the
injected and residing fluids, respectively; μI and μR represent
the viscosities of the injected and residing fluids,
respectively.

A desirable injection process provides MR values
smaller than unity, indicating that the mobility of the
injected fluid is sufficiently reduced and lower than that
of the residing one, either through smaller Kr,I or higher
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μI. Strictly speaking in EOR, the feasibility of using a well-
established method of CO2 gas injection is limited to the
production of light hydrocarbons, which contribute to only
30% of the global reserves.300 In addition, CO2 injection
to recover heavy (unconventional) hydrocarbons results in
MR > 1 since the viscosity of CO2 gas is considerably
lower than the residing hydrocarbons in subsurface

layers.301–303 Foam plays a crucial role in EOR and
provides an effective solution for the latter scenario by
increasing the viscosity of the displacing fluid. This
increase is achieved by trapping gas within the liquid
lamellae, forming a foam structure that impedes fluid
flow. The additional viscosity introduced by the foam may
be conceptualized as:304–306

Fig. 12 Microfluidic results for foam flow and stability in porous media: (A) challenges with CO2 gas injection into subsurface porous media
include gas override due to buoyancy and viscous fingering due to its low viscosity, i.e., higher mobility compared to the residing oil phase (MR

> 1) (adapted from Pal et al.294 under CC-BY License). (B) Fluid–fluid displacement in heterogeneous PDMS porous media, comparing (top) foam
and (bottom) gas injection effects on water (shown in green) displacement in high and low permeability zones. Foam lamellae block the (lower
layer) high-permeability zone, allowing fluid displacement to the (upper layer) low-permeability zone. However, gas injection leads to viscous
fingering in the high-permeability zone and early breakthrough (the scale bars are 500 μm; adapted with permission from Ma et al.80 Copyright
© 2012 the Royal Society of Chemistry). (C) Effect of gas solubility and diffusivity on the foam coarsening rates of air, N2, and CO2 foams at
600 psi and 22 °C (adapted from Yu et al.295 under CC-BY-NC-ND License). (D) Foam coarsening dynamics by Ostwald ripening (top 4 images),
where gas diffuses from smaller to larger bubbles, and reverse Ostwald ripening (bottom 2 images), where the opposite occurs (with top and
bottom scale bars of 100 μm and 50 μm, respectively; adapted from Huang et al.296 under CC-BY License). (E) Displacement of crude oil
(brown) by foam in a heterogeneous porous medium. Foam coalescence and surfactant adsorption on the surface altered the wettability from
hydrophobic to hydrophilic. Foam bubbles exhibited greater stability in the absence of oil (top; adapted with permission from Xiao et al.81

Copyright © 2018 American Chemical Society). Displacement of crude oil (black) by foam in a glass microfluidic chip. The addition of silica
nanoparticles improved foam stability by reducing bubble coarsening (right), compared to the formation of large gas slugs when using only a
surfactant (left) (middle; adapted with permission from Zhao et al.297 Copyright © 2021 Elsevier). The interaction of foam bubbles with paraffin
oil (red) in a glass-etched microfluidic chip, shown without (left) and with (right) the use of silica nanoparticles (bottom; adapted with
permission from Yekeen et al.298 Copyright © 2017 Elsevier). (F) Effects of gas ratio (or foam quality) and additives (nanoparticles and
surfactants) on foam's apparent viscosity, highlighting the stabilization by nanoparticles and the influence of surfactant concentration (top figure
adapted with permission from Lv et al.123 Copyright © 2022 Elsevier and bottom figure adapted with permission from Wang et al.299 Copyright
© 2025 American Chemical Society).
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μfoam ¼ μgas þ
α number density of lamellaeð Þ

interstitial gas velocityð Þc ; (3)

where α and c are constants that characterize the
contribution of the trapped gas to the overall viscosity of
the foam. This mechanism is critical for enhancing EOR
efficiency by reducing the mobility of the injected fluid,
thereby better controlling the fluid flow in the reservoir.

The additional viscosity has been attributed to the
interfacial viscosity between the foam bubbles307,308 and the
confinement of the bubbles moving through the capillary
pores.272,306 Some visual studies have reported local foam
trapping in the high-permeable regions, effectively
redirecting subsequent bubbles toward areas with lower
permeability.59,80,287,309–311 Local pore blockage redirects
foam to less resistant pathways, leading to the formation of
permanent or temporary preferential flow paths.119,218,312–314

Microfluidic devices have been utilized to investigate foam
characterization and oil displacement by foam under diverse
operational conditions.59,212,218,295,313,315 Huh et al.316's study
was among the early attempts to visualize foam flow in a
microfluidic device, showing increased bubble generation in
heterogeneous structures.316 Not until the last decade was
soft lithography utilized to study foam-EOR in microfluidic
porous media. Ma et al.80 fabricated their mold with
maskless photolithography and then bonded the PDMS
stamps to PDMS-coated glass slabs to provide uniform
wettability.80 They noted that air foam could effectively block
the highly-permeable areas, thus redirecting bubble flow
towards less-permeable zones. In general, dry foams
controlled the mobility and delayed the breakthrough time
(up to 11.20 s), while pure air injection accelerated it (to 0.03
s) due to significant viscous fingering (Fig. 12B).

3.4.1 Foam stability. The ongoing developments in MEMS
and soft lithography technologies have motivated more foam-
assisted EOR investigations in both hard and soft
microfluidic systems. A major area of focus is the
characterization and screening of the operational conditions
and foam components to improve the stability of the foam
bubbles in the presence of oil. This includes selecting
appropriate types and concentrations of foaming
agents,123,155,220,297,298,317–321 such as surfactants,
nanoparticles, and polymers, beside the composition of
oil,297,298 the pressure and temperature of the porous
media,295,322 the gas type,295,312 and the brine
chemistry.220,298

Foam coarsening and stability. Yu et al.295 explored the
coarsening rate of static foam bubbles within a glass
microfluidic chip, revealing that foam coarsens with reduced
surfactant concentration, increased gas fraction, higher gas
solubility in the liquid phase (Fig. 12C), elevated
temperatures, and greater molar volume of the dispersed
(gas) phase.295 Huang et al.296 utilized structured silicon
substrates fabricated by direct laser writing and DRIE296 to
study bubble patterns affected by coarsening dynamics. They
created various bubble patterns by adjusting the number and

spacing of the microfluidic pillars. These patterns emerged
as a result of regular coarsening, reverse coarsening at
bubble-pillar contact edges, and bubble aggregation in larger
domains (Fig. 12D). They found that the gas volume fraction
played a critical role in bubble patterning, with higher gas
availability enhancing bubble stability during the coarsening
process. Benali et al.314 etched a heterogeneous design of a
porous medium on a silicon wafer (down to 30 μm by the
DRIE technique). Their temporal image analysis revealed that
although bubble regeneration and refinement in porous
media can increase their number density, foam decay
mechanisms through coarsening may dominate the
generation rate and lower the foam density. Adding silica
nanoparticles did not significantly influence the foam
generation and decay rates.

Guo and Aryana, using a wet-etched glass micro-model,
found that while some surfactants can generate greater foam
volumes favorable for EOR, formulations with better stability
and lower chemical usage are often more desirable.323 They
also proposed mixing CO2 with N2 to reduce gas diffusion
through foam lamella,324 thus improving the foam stability
and enabling foam propagation into a larger area of the
medium with more gas trapping, as a desirable scenario for
CCUS purposes. Moreover, foam injection is increasingly
being combined with other EOR methods, such as steam
assisted gravity drainage (SAGD)317 or surfactant flooding,292

to improve fluid propagation in porous media. This
integration requires careful screening and optimization of
foam formulations to achieve stable bubbles under the
desired conditions.

Effect of oil. A persistent challenge in using foam for oil
displacement is the destabilizing effect of oil on foam
lamellae.81,155,281,298,325,326 Xiao et al.81 observed N2 bubble
coalescence at the foam–oil interface, attributed to
imbalanced interfacial capillary tensions resulting in positive
entry and spreading coefficients, which explained the
disruption of foam lamellae by oil.81 This coalescence
released surfactant, which subsequently adsorbed onto the
surface of the microfluidic porous medium, altering
wettability and ultimately enhancing foam stability. The
authors reported that oil recovery using N2 foam was
significantly higher compared to displacement processes
with single-phase fluids (Fig. 12E-top). Nanoparticles,
primarily silica nanoparticles, were found to markedly
enhance the stability of foam bubbles in the presence of oil (-
Fig. 12E-middle and bottom and F-top).155,297,323,327–329 By
adsorbing at the gas–liquid interface, nanoparticles help
mitigate foam decay mechanisms, such as liquid drainage,
film rupture, and gas diffusion (coarsening).330–332

3.4.2 Entrapment and viscosity. Gas trapping and foam
viscosity play a crucial role in sweep efficiency and oil
displacement, both of which are strongly influenced by
morphology of foams. The bubbles' morphology, in turn, is
influenced by various factors, with pore size distribution, gas
fraction, foaming agents, and decay rate being the most
significant contributors.27,333–336
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The relationship between bubble size (gas fraction) and
apparent viscosity has yielded inconsistent findings in the
literature. Several studies have reported a direct correlation,
where larger bubbles are associated with increased
viscosity, resulting in improved fluid diversion and
expanded foam propagation in porous
media.80,219,220,318,336,337 However, other studies have
revealed contrasting findings, observing a decrease in foam
viscosity at higher gas fractions.338,339

The apparent viscosity of foams is typically estimated
using pressure gradient measurements combined with fluid
flow equations for porous media, such as the Hagen–
Poiseuille or Darcy's equations.280,281,336,340 Experimental
results show that the pressure gradient generated by foam in
porous media is influenced by various parameters, in
addition to gas type, such as lamella density,312,340 and foam
total velocity.280,336,341 For instance, some studies have
reported that depending on the foam's gas fraction, the

Fig. 13 Summary of displacement dynamics by foam in microfluidic models: (A) saline water displacement by CO2 gas (yellow) showing viscous
fingering (top) and by CO2 foam with a stabilized front (bottom) at the flow rate of 100 μL min−1 in a quartz-etched porous medium (adapted with
permission from Zheng et al.218 Copyright © 2017 John Wiley & Sons). (B) Paraffin oil displacement by water, water alternating gas (WAG), and
foam in a heterogeneous multi-layer microfluidic (PDMS) porous medium, demonstrating foam's superior oil recovery efficiency in all regions
compared to water and WAG shown in (C) (adapted from Conn et al.59 under CC-BY License). (D) Isopar V oil displacement by foam in 3D printed
porous media placed horizontally (top) and vertically (bottom) to examine gravity effects on displacement patterns, highlighting gravity's impact on
front propagation. In horizontal mode, gravity's impact is minimal, creating symmetrical fronts. In vertical mode, gravity override speeds up
propagation in the lower region, leading to S-shaped fronts due to higher liquid saturation (adapted from Shojaei et al.349 under CC-BY License).
(E) Oil (black) displacement by water (top) and foam (bottom) in heterogeneous (glass-etched) media, showing foam's ability to mitigate fluid
channeling and improve oil sweep efficiency (adapted with permission from Sun et al.350 Copyright © 2014 American Chemical Society). (F)
Residual oil (pink) after water then foam injection into heterogeneous porous media with (left) low and (right) high permeability that were laser-
etched on glass substrates. Foam displaced the residual oil remaining after water flooding and reached over 90% oil recovery in both cases. Larger
pore and throat sizes of the high permeable structure allowed higher gas saturation (adapted with permission from Wang et al.311 Copyright ©
2021 American Chemical Society). (G) Gas saturation vs. time (injected pore volume) during oil displacement by foam in a heterogeneous porous
medium with two high and low permeable layers fabricated on a UV curable epoxy (NOA 81). Gas saturation is higher in the more permeable
region due to greater opposing capillary pressures that prevent non-wetting gas from entering less permeable areas (adapted with permission
from Xiao et al.81 Copyright © 2018 American Chemical Society). (H) Gas storage vs. gas-injection pressure during oil displacement by gas in a
heterogeneous (glass-etched) porous medium with high (HPZ) and low (LPZ) permeable zones. Higher pressures improved gas storage by
overcoming capillary resistance, allowing greater gas saturation in more permeable areas (adapted with permission from Qian et al.196 Copyright ©
2025 Elsevier).
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pressure gradient increases under gas-rate-independent or
liquid-rate-independent flow regimes.341,342 In the gas-rate-
independent flow regime, the foam reaches a critical capillary
pressure beyond which foam coalescence reduces lamella
density, leading to a decrease in foam viscosity (Fig. 12F).

Overall, the understanding and prediction of foam
transport properties, particularly foam viscosity in porous
media, are complicated and constrained by a wide range of
interconnected variables. A recent study by Wang et al.299

using a soft microfluidic chip (Norland Optical Adhesives 81)
explored how variations in foam's gas fraction influenced key
parameters, such as gas fraction, lamella density, bubble size,
and apparent viscosity.299 Their findings indicated that these
parameters typically increase with the foam's gas fraction
until reaching a threshold, beyond which they decline due to
insufficient surfactant concentration leading to unstable
liquid lamellae (Fig. 12F-bottom). They also observed that the
mobility of smaller bubbles in the range of pore size
distribution is the key to predicting the foam viscosity
variation.

3.4.3 Fluid displacement. Microfluidic experiments on
fluid–fluid displacement (e.g., water displaced by foam/oil/
CO2 gas, oil displaced by water) have been performed to
identify the required conditions to achieve stable and
favorable displacement fronts, while minimizing the
formation of viscous and capillary fingering.80,343–345

However, the pore-scale dynamics of aqueous or oil-based
fluids displaced by foam remain less explored due to the
complexity of foam behavior in multiphase porous media.
Foam flow in porous media differs significantly from bulk
foam flow because the bubbles are confined by micro- or
nano-scale pore structures, which are influenced by factors,
such as permeability, heterogeneity, connectivity, and
wettability346,347 and controlled by viscous, capillary, and
gravity forces.348

In a comprehensive study, Zheng et al.218 utilized a high
pressure-high temperature microfluidic chip to visualize the
displacement of brine by CO2 in various phases: gas, liquid,
supercritical, and foam. They mapped different
displacement-pattern regimes on a phase diagram depending
on the corresponding capillary number and viscosity ratio
(discussed in section 4.1). Their results indicated that foam
injection was the only method that consistently resulted in
“stable displacement”, while the other CO2 fluids penetrated
the residing brine and caused viscous fingering (Fig. 13A).218

Similarly, Ma et al.80 observed that air foam in a PDMS dual-
layered chip with a permeability contrast of four enhanced
water displacement more effectively than gas due to reduced
breakthrough times in high permeability zones (Fig. 12B).

Shojaei et al.349 investigated in situ generated foam for
displacing oil in a 3D printed (acrylic oligomer)
heterogeneous (vertically oriented) porous medium, showing
effective oil recovery despite gravity-induced phase
segregation (Fig. 13D). The efficiency of oil recovery and gas
saturation in the porous medium depended on the fluids'
injection flow rates. While elevated flow rates promoted foam

generation and increased lamellae density, they also led to
the inevitable consequence of viscous fingering.

Comparative analysis of foam and other fluids. Conn et al.59

investigated the performance of water flooding, water
alternating gas (WAG), and N2 foam flooding in a
hydrophobic heterogeneous PDMS microfluidic chip. Their
findings revealed a significantly higher silicone oil recovery
of 75% and improved sweep efficiency during foam injection,
attributed to the ability of foam bubbles to control mobility
within fractures and high permeability regions, enabling
more effective oil displacement in low permeability zones
(Fig. 13B and C). Sun et al.350 compared crude oil
displacement by different injection fluids in their glass micro
model fabricated by photochemical etching. They reported
that water failed to sweep oil effectively due to its high
mobility relative to the oil phase (Fig. 13E-top). In contrast,
oil recovery increased to 77% with the injection of surfactant
foam owing to mobility reduction. Surfactant-nanoparticle
foam achieved even higher oil recovery (94%, Fig. 13E-top) by
enhancing the viscoelasticity and stability of foam lamellae.
Their sand-pack experiments confirmed this trend,
demonstrating similar recovery patterns for water and foam
injections.

Additionally, Zheng et al.218 demonstrated that the
increased viscosity of CO2 foam, in a homogeneous quartz
device, significantly improved the stability of water
displacement, leading to minimal residual water and 68%
CO2 storage. In contrast, using CO2 gas gave rise to the
formation of capillary and viscous fingering, higher residual
water saturation, and a reduced CO2 storage of 56%.218 These
results were consistent with the findings by Guo et al.351 who
used SEM images and photolithography to obtain and
replicate a 2D heterogeneous structural network of a rock
sample on a borosilicate substrate with a porosity of 45%
and permeability of 15 mD. Foam injection outperformed gas
and water injections to improve recovery factors for water
and oil displacements by 34% and 33%, respectively.351,352

In certain cases, foam is injected as a complementary
agent to address high residual oil saturation after
water155,292,327,328,350,352,353 or solvent292,354 injection. Foam
can penetrate previously unswept zones to mobilize trapped
or bypassed oil and enhance recovery.

Effect of heterogeneity. In heterogeneous porous media, the
non-wetting gas phase preferentially flows through high
permeability pathways with minimal resistance, leaving low
permeability regions unswept59,315,353 (Fig. 12C-bottom).
Foam application can mitigate this by reducing fluid mobility
in the high permeability paths (by pore blocking) and
diverting the flow toward low permeable regions, thereby
enhancing the overall swept area and improved oil recovery
outcomes (Fig. 12C-top).59,288,313,353,355–357

The dynamics of foam flow in porous media are
influenced by the pore structure and surface properties.
Preferential flow paths emerge during foam flow due to
heterogeneity caused by permeability contrasts. Foam tends
to flow more easily through high-permeability pathways,
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while in the most resistant regions with maximum capillary
pressure, foam trapping occurs.314 However, pore blockage
and the formation of preferential flow paths are not limited
to heterogeneous media. Lv et al.312 observed that in a
homogeneous pore structure, pore blockage occurred due to
gas trapping, causing foam to flow through unblocked
pathways.312

In hydrophilic heterogeneous microfluidic chips,
several fluid-displacement studies observed higher gas
saturation in high permeability regions, while low
permeability zones remained predominantly filled with
aqueous liquid (Fig. 13F–H).80,81,311,352,353,358 This is
because capillary pressure is a driving force for the
wetting liquid phase but an opposing force for the non-
wetting gas phase. Thereby, when gas cannot overcome
the limiting capillary force in the low permeability area,
it is redirected toward the high permeability regions.81

3.5 Multiscale comparison of EOR efficacy

Geometry, wettability, and heterogeneity of chip models can
significantly alter measured recovery factors (RF), often
leading to substantial variation in reported efficacy.359 As
commonly reported in the literature, the recovery process of
oil in reservoirs is often approximately 20%, 15%, and 15%
during primary, secondary, and tertiary recoveries,
respectively.360–362 The field results suggest that proper
selection of EOR methods is necessary for the success of oil
production.

Taking advantage of the reproducibility of microfluidics
technology, alterations in EOR methods from thermal (e.g.,
hot water, cyclic vapor), gaseous (e.g., miscible CO2),
chemical (e.g., nanoparticles, surfactant), to others (e.g.,
microbiological) has been conducted by researchers.361–365

Behera et al.363 developed a novel nanofluid (SMART LowSal),
formulated in low salinity seawater containing anionic
surfactant, polymer, and low concentration of silica
nanoparticles, that was capable of increasing the recovery
rate by an additional 20–30% during microfluidic
experiments. Observations indicated that the injected
nanofluids significantly lowered the fluid–fluid interfacial
tension causing the oil droplets to be elongated, and
modified the grain–fluid wettability. However, such
nanofluids only demonstrated an increase of 5–6% after
chemical flooding in the sand-pack reactor and Amott cell.363

An alternative study with CuO + PVA + surfactant nanofluid
by Tuok et al.365 achieved a RF of 72% when conducting the
experiment in a microfluidic matrix. Meanwhile, Zhu et al.364

demonstrated that 12 hours of soaking of pre-injected CO2

foam followed by foam flooding recovered, in general, almost
57% of crude oil originally in place. Although this foam
flooding technique is considered a major improvement to
water flooding (∼30%),364 the core flooding results are still
far off from the ones observed in microfluidic studies and
are still higher than the globally reported average RF of 20–
40% in reservoirs,360–362 as shown in Table 2.

The reduction in recovery factor from microfluidic
experiments, to the core flooding test, to the reservoir scale
indicates the existence of a multi-scale discrepancy in EOR.
Though microfluidics remains indispensable for high-
resolution visualization of pore-scale phenomena at low
environmental impact, direct translation of RF from chip to
field without correction can lead to overly optimistic
projections. The literature increasingly recommends a tiered
approach, where microfluidic data informs chemical
formulation and injection strategy, followed by upscaling
through core flooding, and final validation in pilot tests to
account for scale-dependent physics, reservoir heterogeneity,
and operational limitations.359,366,367

4 Microfluidic investigations on CO2

sequestration in saline aquifers

Carbon storage in deep saline aquifers involves multiple
trapping mechanisms, as illustrated in Fig. 14A, which are
important for long-term CO2 sequestration.370,371 Upon CO2

injection, buoyancy drives the CO2 plume upwards, where it
becomes structurally trapped beneath impermeable cap rocks
in the sedimentary basin.370,371 Structural trapping plays an
important role shortly after injection.371 Subsequently,
residual (capillary) trapping occurs when CO2 is trapped in
pore spaces due to capillary forces.371 Over longer timescales,
solubility and mineral trapping provide more secure
storage.371 In solubility trapping, CO2 gradually dissolves into
brine, a process initially driven by diffusion at the CO2/brine
interface and significantly enhanced by convective
mixing.370,371 In mineral trapping, CO2-acidified brine may
react with minerals, such as calcium, to form solid
carbonates, effectively trapping CO2 in mineral form.371

Among these trapping mechanisms, microfluidics has
been primarily used to study capillary and solubility trapping
due to its ability to visualize pore-scale fluid dynamics, with
limited research on structural and mineral trapping. The
micron-scale dimensions of microfluidic devices do not
adequately replicate geological features, such as cap rocks or
large fractures necessary for structural trapping. Additionally,
microfluidic studies on mineral trapping are scarce,372–374 as
the silicon or glass substrates commonly used fail to capture
the complexity of reservoir rock structures and mineral
compositions.375 Furthermore, the slow kinetics of
mineralization, relevant on geological timescales, exceed the
typical temporal scope of short-term microfluidic
experiments.371,376

In contrast, microfluidics is particularly effective for
studying pore-scale fluid dynamics relevant to capillary and

Table 2 Ranges of recovery factor (RF) in enhanced oil recovery from
pore-scale to Darcy-scale reported in the literature278,359–369

Microfluidics Core flooding Field reservoir

0.5–0.8 0.3–0.6 0.2–0.4
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solubility trapping. Recent microfluidic studies have
provided critical insights into displacement patterns,377–379

dissolution kinetics in quasi-2D porous media,380–383 and
key properties such as solubility,384 diffusivity,83 and mass
transfer coefficients.84,96,99,100,385–389 The following section
reviews how microfluidic studies contribute to
understanding CO2 capillary (section 4.1) and solubility
trapping mechanisms (section 4.2), as well as the
associated salt precipitation processes (section 4.3), in CCS
within deep saline aquifers. By offering a detailed
understanding of the critical parameters affecting CO2

underground trapping, microfluidic research contributes to
optimizing CCS processes, maximizing CO2 storage capacity
while mitigating the adverse effects of salt precipitation in
deep saline aquifers.

4.1 CO2 capillary trapping

Capillary trapping, also termed residual trapping, is a critical
mechanism in CO2 sequestration where CO2, injected into
brine-saturated porous media, is trapped when capillary
forces exceeding buoyancy forces, leading to high CO2

saturation levels.376 Capillary trapping strongly depends on
the efficiency of CO2–brine displacement in porous media,
which controls the amount of CO2 immobilized in the porous
network through the interplay between capillary and viscous
forces.376 Similar to other two-phase immiscible flows in
porous media, CO2–brine displacement is strongly influenced
by parameters such as the viscosity ratio (M = μCO2

/μb)
between CO2 and brine, capillary number (Ca = μV/σ), and
surface wettability.18,390–393 Depending on M and Ca, fluid

Fig. 14 Microfluidic investigations of CO2 trapping mechanisms in saline aquifers for CCS applications. (A) Schematic representation of CO2

trapping mechanisms in porous media, including structural, residual, and dissolution/mineral trapping (adapted with permission from Elryes
et al.396 Copyright © 2024 American Chemical Society). (B) Phase diagram of fluid displacement regimes (capillary fingering, viscous fingering,
stable displacement) as a function of capillary number (Ca) and viscosity ratio (M) (adapted with permission from Zheng et al.218 Copyright © 2017
American Geophysical Union). (C) Microfluidic visualization of CO2 displacement in porous media under different flow rates (1, 10, 100 μL min−1)
and CO2 phase states (gaseous, liquid, supercritical) (adapted with permission from Zheng et al.218). (D) Effect of Ca on maximum CO2 saturation
(Smax), highlighting the crossover regime where saturation is minimized (adapted with permission from Li et al.395 Copyright © 2019 American
Geophysical Union). (E) Wettability effect on CO2 trapping in water-wet (a′) and intermediate-wet (b′) micromodels (adapted with permission from
Hu et al.378 Copyright © 2017 American Geophysical Union). (F) Micro-PIV analysis of CO2 invasion dynamics in porous media, showing raw
imaging data and velocity field measurements, with velocity bursts during “Haines jumps” indicated (adapted with permission from Li et al.397

Copyright © 2017 American Geophysical Union).
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displacement follows distinct flow regimes, including viscous
fingering (low M, high Ca), capillary fingering (low Ca), stable
displacement (high M, high Ca), or transitions between these
regimes.23,218,377,378,383,394,395 These flow regimes are often
visualized using phase diagrams, as seen in Fig. 14B.

Microfluidic techniques have been employed to
systematically investigate CO2 capillary trapping and
displacement patterns under high-pressure conditions
relevant to CCS operations.23,218,378,383,394,395 Visualizations
show that CO2 injection into brine-filled porous media
results in capillary or viscous fingering, depending on
Ca.23,218,378,383,394,395 Viscous fingering occurs when a low-
viscosity fluid displaces a higher-viscosity fluid, leading to
interfacial instability that generates finger-like patterns.398 In
contrast, capillary fingering occurs at low Ca, where the
capillary force dominates over viscous force, forming narrow
and irregular pathways.18,390 Since CO2 generally has a lower
viscosity than water or brine (whether in gas, liquid, or
supercritical state), achieving stable displacement is
challenging due to the unfavorable viscosity ratio.
Intermediate Ca often leads to a crossover between the
two.23,218,378,383,394,395 Zheng et al.218 demonstrated that
liquid CO2, with its higher viscosity, achieves better
displacement efficiency than gas or supercritical CO2 under
the same injection rates (seen in Fig. 14C).218

Studies by Li et al.395 revealed a non-linear relationship
between CO2 saturation and the capillary number (Ca) across
a broad range of Ca (10−6.3–10−3.6) (Fig. 14D).395 CO2

saturation decreases with increasing Ca in the capillary
fingering regime but increases with Ca in the viscous
fingering regime.395 The lowest saturation occurs in the
crossover region between these two regimes, indicating that
avoiding this critical Ca range is essential for maximizing
CO2 trapping efficiency in CCS applications.395

To improve CO2 trapping, researchers have proposed foam
injection into saline aquifers.218 Microfluidic experiments
reveal that CO2 foam stabilizes the displacement front by
increasing the viscosity ratio (M), improving storage efficiency
by 23–53% compared to pure CO2 injection.218 However,
increasing brine salinity from 0 to 5 mol L−1 reduces
displacement efficiency.377 The adverse effect of brine salinity
is attributed to higher brine viscosity and increased CO2–

brine interfacial tension, which decrease both the viscosity
ratio (M) and the capillary number (Ca), ultimately lowering
the trapping efficiency.377

The wettability of the porous media strongly affects
capillary trapping.378,399 Hu et al.378 demonstrated that
intermediate-wet micromodels (with an in situ contact angle,
θbrine = 94°) trapped 15% more CO2 compared to water-wet
micromodels (with θbrine = 20°).378 As shown in the pore-scale
visualization in Fig. 14E, the lower CO2 saturation in the
water-wet micromodel was attributed to brine adhering to
the solid surface, which reduced the pore space available
for CO2.

378 Image analysis revealed that the intermediate-
wet micromodel exhibited a higher number of CO2 clusters
and a larger average cluster radius compared to the water-

wet micromodel.378 Wettability effects were found to be
more pronounced at lower flow rates.378 Moreover, pore-
scale observations revealed that wettability can change
during CO2 injection due to CO2 dissolution in brine, which
lowers pH and increases the water contact angle on silica
surfaces.218,399

Advanced optical methods, such as microscopic particle
image velocimetry (micro-PIV), have improved the
understanding of capillary trapping by providing detailed
velocity fields in the aqueous phase near the CO2

displacement front.397,400,401 Experiments with
homogeneous micromodels and porous rock replicas
revealed “Haines jumps”, which are rapid bursts of velocity
during CO2 finger formation, with speeds exceeding 20
times the bulk flow.397,400 These sudden pore-filling events
occur when a non-wetting fluid displaces a wetting fluid in
porous media, causing abrupt changes in capillary
pressure.402 This dynamic promotes finger formation and
enhances capillary trapping of the non-wetting phase.402

The raw micro-PIV image and the corresponding velocity
field are shown in Fig. 14F. After CO2 breakthrough, micro-
PIV visualizations revealed vorticity contours near the CO2–

brine interface, indicating water recirculation zones that
may enhance CO2 dissolution and improve solubility
trapping.397,400

Microfluidic studies have demonstrated that capillary
trapping efficiency depends strongly on the viscosity ratio
(M), capillary number (Ca), and surface wettability. By
optimizing CO2 injection rates, viscosity, and interfacial
properties, CO2 underground storage in saline aquifers can
be enhanced. Microfluidic studies have also shown that CO2

foam injection, by increasing M, has potential for creating a
stable displacement front. Future research involving
advanced techniques, such as micro-PIV, could further
elucidate pore-scale flow dynamics and inform strategies for
efficient carbon storage.397,400

4.2 CO2 solubility trapping

Solubility trapping involves CO2 dissolving into reservoir
brine.371,376 At the CO2–brine interface, CO2 diffuses due to a
concentration gradient, and the process of mass transfer is
further enhanced by fluid recirculation and density-driven
brine convection.371,376 The combined mechanisms of
diffusion and convection significantly accelerate the
dissolution of CO2. Solubility trapping is influenced by key
parameters such as solubility, diffusion rate, and the mass
transfer coefficient. These parameters are critical for
estimating storage capacity under specific pressure,
temperature, and brine composition. Microfluidic platforms,
often integrated with optical and spectroscopic methods,
have proven effective for quantifying CO2 solubility,384

diffusivity,83 and mass transfer
coefficients.84,96,99,100,385–389,403

4.2.1 Solubility measurements. Solubility is a crucial
thermodynamic property used to estimate the theoretical CO2
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storage capacity in saline aquifers.371 Liu et al.384 utilized
Raman spectroscopy integrated in a microfluidic setup to
investigate CO2 solubility under varying conditions of
temperature (T = 22–100 °C), pressure (P = 1.1–10 MPa), and
salinity (S = 0–3 mol L−1).384 In their experiments, a
segmented flow of CO2 in brine was first stabilized before the
flow was stopped.384 As shown in Fig. 15A, Raman
spectroscopy measured the intensity of the CO2(aq) band in
the aqueous phase to calculate the mole fraction of dissolved
CO2.

384 The band intensity stabilized within one minute,
indicating that equilibrium had been reached.384 Their study

revealed that CO2 solubility (0–0.025 mol mol−1 water)
increases with CO2 density, but decreases as salinity
increases from 0 to 3 mol L−1.384

4.2.2 Diffusivity studies. Diffusivity, or the diffusion
coefficient, describes the rate at which CO2 molecules move
under a concentration gradient in brine. Sell et al.83 used
fluorescence microscopy to measure CO2 diffusivity in brine
with varying salinities at a static CO2–brine interface.83 They
quantified the amount of CO2 dissolution by monitoring pH
changes, reflected in fluorescence intensity (see Fig. 15B).83

Their results showed that CO2 diffusivity decreases
exponentially with increasing salinity (0–5 mol L−1), while
pressure (5–50 bar) had minimal impact.83

4.2.3 Mass transfer coefficient. Microfluidic platforms
have also recently been used to study microbubble
dissolution kinetics, motivated by the mechanisms of CO2

solubility trapping.84,96,99,100,385–389,403 The volumetric mass
transfer coefficient, kLa, quantifies the rate of CO2 mass
transfer into the liquid, where kL is the liquid-side mass
transfer rate and a represents the interfacial area per unit
liquid volume. Microfluidic measurements more accurately
simulate processes occurring within micron-scale pores. The
high surface-to-volume ratio in microchannels leads to kLa
values that are 2–3 orders of magnitude greater than those in
millimeter-scale systems.84 Using hydrodynamic focusing or
T-junction designs, elongated CO2 bubbles are generated in
serpentine channels, allowing researchers to monitor bubble
length reduction and quantify kLa, as shown in
Fig. 15C.84,100,386,388 The shrinkage of CO2 bubbles reflects
interfacial mass transfer, typically showing a rapid
dissolution rate initially, followed by a slower rate
downstream.84,100,386,388 In these experiments, convection
played a dominant role over diffusion, significantly
influencing mass transfer dynamics.100,388 Ho et al.84 studied
CO2 dissolution across varying pressure and temperature
conditions for gaseous, liquid, and supercritical CO2.

84,99

Gaseous CO2 showed greater bubble size reduction due to its
higher solubility, while supercritical CO2 achieved the highest
kLa, due to elevated temperatures enhancing molecular
diffusion.84,99 Yang and Tsai100 investigated the effects of
flow rate and brine salinity on supercritical CO2 mass
transfer in a microchannel.100 Their findings revealed that
the flow rate had a more pronounced impact on kLa
compared to salinity.100 A mass transfer rate correlation
derived from microfluidic segmented flow experiments could
provide valuable predictions of kLa under specific pressure,
temperature, flow rate, and salinity.

4.2.4 Dissolution kinetics in porous media. Using
microfluidic porous media, CO2 dissolution kinetics in water
have been investigated.381,382,394 In Fig. 15D, Chang et al.381

employed a fluorescent dye as a pH indicator to observe the
transient dissolution of supercritical CO2 in water over
time.381,382 By analyzing the pH change in water clusters, they
concluded that the CO2 dissolution rate primarily depends
on the surface-to-volume ratio of the residual water clusters
available for dissolution.382 Additionally, the water flow path

Fig. 15 Microfluidic investigations into CO2 solubility, diffusivity, mass
transfer coefficient, and dissolution kinetics in porous media. (A) CO2

solubility: Raman spectroscopy combined with microfluidics
quantifies CO2 solubility in brine at various temperatures, pressures,
and salinities, with characteristic Fermi dyad peaks for dissolved
CO2(aq) (adapted with permission from Liu et al.384 Copyright © 2012
Elsevier). (B) CO2 diffusivity: fluorescence microscopy visualizes CO2

diffusion at the CO2–brine interface, where low-pH regions
correspond to higher CO2 concentrations. Adapted with permission
from Sell et al.83 Copyright © 2013 American Chemical Society. (C)
CO2 mass transfer coefficient: microfluidic experiments with
elongated CO2 bubbles in serpentine microchannels measure bubble
length reduction under varying pressures and CO2 phases (gas, liquid,
supercritical), showing spatial and phase-dependent mass transfer
rates (adapted from Ho et al.84 under CC-BY License). (D) CO2

dissolution kinetics in porous media: high-resolution pH mapping
visualizes the dissolution of supercritical CO2 into residual water in
porous micromodels over time, revealing spatially varying dissolution
patterns and pH changes (adapted with permission from Chang
et al.382 Copyright © 2016 Elsevier).
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and its velocity within the CO2 cluster significantly
influenced the mass transfer rate in microfluidic porous
media.381

In summary, microfluidic platforms have proven to be
effective tools for measuring key parameters of CO2 solubility
trapping, such as the solubility and diffusivity of CO2 in brine
under various pressure, temperature, and salinity conditions.
Their high surface-to-volume ratio enables precise
characterization of dissolution kinetics, providing valuable
insights into mass transfer dynamics in subsurface porous
media. Future research could explore the combined effects of
CO2 dissolution and salt precipitation, which are important
for understanding and optimizing storage efficiency in CCS
applications.

4.3 Salt precipitation

One major technical challenge during CCS operations is salt
precipitation and clogging. Injection of dry CO2 into saline
aquifers causes brine evaporation, leading to excessive salt
deposition, which reduces porosity, permeability, injectivity,
and storage efficiency.404 Recent microfluidic studies have
provided direct visualization of salt precipitation processes in
saline aquifers, shedding light on permeability loss and
injectivity changes.24,116,405,406 This pore-scale visualization
has revealed salt morphology and precipitation dynamics,
offering insights into mitigation strategies.

4.3.1 Salt morphology. Using microfluidic devices, Kim
et al.405 conducted one of the first pore-scale visualizations of

Fig. 16 Microfluidic investigations of salt precipitation during CCS in saline aquifers: (A) salt precipitation in microchannels with isolated brine-
filled pores, showing two distinct types: polycrystalline aggregates and large bulk crystals (adapted with permission from Kim et al.405 Copyright ©
2013 the Royal Society of Chemistry). (B) Microfluidic experiment illustrating temporal evolution of salt precipitation, including the initial stage,
rapid growth stage and final stage, with corresponding residual brine and salt nucleation volumes plotted below (adapted with permission from Ho
and Tsai.116 Copyright © 2020 the Royal Society of Chemistry). (C) Salt precipitation patterns in hydrophilic (top) and hydrophobic (bottom)
micromodels at various flow rates, showing residual brine as liquid films in hydrophilic micromodels and as isolated droplets in hydrophobic
micromodels (adapted with permission from He et al.407 Copyright © 2019 American Chemical Society). (D) Comparison of salt precipitation in
homogeneous (left) and heterogeneous (right) micromodels, highlighting the effect of pore structure and capillary pressure distribution (adapted
from Yan et al.408 under CC-BY License). (E) Close-up view of salt crystal growth near the CO2–brine interface, illustrating crystal growth in the
brine phase and water-wet regions (adapted with permission from Miri et al.406 Copyright © 2015 Elsevier). (F) Salt precipitation during gas (left)
and supercritical CO2 (right) injection, observed in a micromodel fabricated from a real sandstone slice bonded with glass (adapted with permission
from Nooraiepour et al.24 Copyright © 2018 American Chemical Society).
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salt precipitation during CO2 injection. They identified two
distinct types of salt precipitation: as illustrated in Fig. 16A-
top, large, semi-transparent cubic crystals formed within the
brine phase away from the CO2–brine interface, while
smaller, darker polycrystalline aggregates formed along the
interface.405 In a separate experiment using a randomly
connected glass microchannel network, Kim et al.404 reported
a final salt coverage of 18%. Scanning electron microscopy
(SEM) images (Fig. 16A-bottom) revealed salt crystals
spanning the entire width of a 70 μm channel and
polycrystalline aggregates ranging from 1 to 10 μm.405

4.3.2 Temporal evolution of precipitation. Microfluidic
studies have also been used to investigate the temporal
evolution of salt precipitation.116 Ho and Tsai116 injected air
into NaCl brine and identified three key stages, as shown in
Fig. 16B:116 (I) an initial stage with predominant brine
evaporation and minimal precipitation, (II) a rapid growth
stage characterized by a high linear precipitation rate that
contributed to 75% of total precipitation, and (III) a final
stage with slower crystal growth due to insufficient brine to
supply salt ions.116 Moreover, greater salt precipitation was
observed near the outlet, attributed to the trapping of
residual brine in that region, whereas brine near the inlet
was displaced by the injected gas.116

4.3.3 Effect of surface wettability. Surface wettability
significantly influences salt precipitation.407,409,410 Recent
microfluidic experiments under high-pressure (10 MPa) and
high-temperature (50 °C) conditions highlight the
pronounced differences between salt precipitation patterns in
hydrophilic and hydrophobic micromodels, as shown in
Fig. 16C.407 Hydrophilic surfaces tend to promote more
extensive salt formation in the form of polycrystalline
clusters. Brine adhered strongly to the porous surface,
forming residual pools, liquid bridges, and films that served
as a continuous source of salt ions for precipitation.407

Capillary-induced brine reflow further reinforced localized
salt aggregation.407,410 Increasing CO2 injection rates in
hydrophilic systems reduced capillary reflow and
precipitation. By contrast, hydrophobic surfaces (water
contact angle = 119°) exhibited isolated brine droplets and
slower precipitation rates, forming large crystals only in brine
pools.407 Spatial variation in salt patterns was greater in
hydrophobic systems, reflecting the probabilistic nature of
crystallization.410

4.3.4 Effect of porous media heterogeneity. Porous media
heterogeneity further affects salt precipitation by influencing
capillary pressure distribution.408 Yan et al.408 compared
homogeneous media with uniform pore sizes (90 μm) to
heterogeneous media containing rock-shaped grains
(Fig. 16D).408 Heterogeneous media retained more brine
(45% vs. 28%) due to non-uniform capillary pressure,
resulting in higher salt saturation (9.5%, 1.9 times that of
homogeneous media).408

4.3.5 Self-enhancing salt growth. In a hydrophilic glass
micromodel, Miri et al.406 visualized a salt precipitation
mechanism referred to as self-enhancing growth.406 Due to

the hydrophilic nature of salt, once nucleation occurs within
the CO2 stream, a thin brine layer is attracted to the salt
surface.406 This layer continuously evaporates, resulting in
the formation of larger salt aggregates and accelerating both
the rate and amount of precipitation.406 This process is
illustrated in Fig. 16E, where the self-enhancing growth
mechanism promotes localized salt accumulation at the CO2–

brine interface.406

4.3.6 Effect of CO2 phase state. The phase state of CO2

(gas, liquid, or supercritical) also has a significant impact on
salt precipitation.24 Nooraiepour et al.24 developed a novel
microfluidic system using geomaterials—a shale sample from
the Norwegian North Sea, a proposed CO2 storage site.24

Fracture patterns were laser-etched into the shale specimen,
and CO2 was injected at varying pressures (1, 5, and 8 MPa)
and temperatures (22, 40, and 60 °C) to compare salt
precipitation under gaseous, liquid, and supercritical CO2

conditions.24 As shown in Fig. 16F, at a flow rate of 20 cm3

min−1, the average salt coverage was 11%, 3%, and 0.8% for
gaseous, liquid, and supercritical CO2, respectively.

24

This trend is attributed to the higher density of liquid and
supercritical CO2, which displaces more residual brine from
the pore spaces, thereby reducing the extent of salt
precipitation. Additionally, water evaporation in CO2

decreases significantly as pressure increases from 1 to 8 MPa,
further limiting salt formation under supercritical
conditions.24 These combined factors explain the greater salt
precipitation observed during gaseous CO2 injection
compared to liquid or supercritical phases.24

Findings from microfluidic studies suggest strategies
to mitigate salt precipitation, such as altering surface
wettability to hydrophobic or increasing CO2 injection
rates. While current microfluidic studies mostly use pure
NaCl solutions, future research should explore synthetic
brines containing mixed salts under high-pressure and
high-temperature conditions. The development of
advanced “reservoir-on-a-chip” systems could provide
deeper insights into salt precipitation mechanisms under
more realistic conditions. By incorporating clay minerals,
calcite particles, or actual slices of reservoir rock, these
systems could replicate authentic fluid–solid interactions
that occur in geological formations.21–24 Real geosamples
in microfluidic platforms would allow for the
investigation of how salt precipitation is influenced by
natural mineral heterogeneity, geochemical interactions,
and wetting behavior, offering field-relevant data for
optimizing CCS operations. Such innovations would
significantly enhance our understanding of salt
precipitation dynamics and guide the development of
effective mitigation strategies.

5 Microfluidic studies on
underground hydrogen storage

In response to climate change, the transition to clean energy
sources has been accelerating. Hydrogen (H2), as a carbon-
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free energy carrier, stands out as a promising alternative to
traditional fossil fuels. Underground hydrogen storage
(UHS) involves storing hydrogen gas in geological
formations, such as salt caverns, depleted oil and gas
reservoirs, or aquifers, for later use.411–413 This method is
critical for managing the supply and demand in hydrogen
energy systems, enabling large-scale, cost-effective storage
that supports renewable energy integration and enhances
energy security. While salt caverns are known for their
impermeability and structural stability, depleted reservoirs
and aquifers offer greater capacities.411 Beyond storage
efficiency and recovery factors at the macroscale (i.e.,
reservoir-scale) level, microscale fluid dynamics with these
geological settings provides vital insights into pore-level
visualization of fluid–fluid and fluid–solid interactions,
providing a deeper understanding of the trapping
mechanism and displacement efficiency.411,414–416 Given the
varying dynamics of fluid movements, geochemical
interactions, and microbial activity across different
geological sites, comprehensive feasibility studies are
essential for a successful UHS project.

5.1 Hysteresis effect and trapping mechanism

Unlike CO2 sequestration, hydrogen storage involves cyclical
injection of hydrogen into a liquid-saturated system
underground (drainage stage) and withdrawal of hydrogen
from underground (imbibition stage) repeatedly.417 This cyclic
operation introduces a hysteresis effect within the system,

where hydrogen is trapped and the distribution of hydrogen
gas clusters within the pore space (i.e. gas connectivity) is
varied with each loading cycle, affecting the storage efficiency
each time.415,417,418 Various trapping mechanisms, e.g.,
capillary trapping, dissolution trapping, roof snap-off,419 and
hysteresis trapping, influence the extent to which hydrogen is
retained in subsurface formations.415,417,420 Microfluidic
devices are instrumental in visualizing the complex pore-scale
phenomenon.2,178,414–418,421–424

Recent studies by Gao et al.418 and Bahrami et al.417

have found that hydrogen saturation increases with the
number of cycles,417,418 and hydrogen storage capacity also
increases with larger injection rates.414–416,421 The increase
in the number of cycles also intensifies the phenomenon
of water block, where liquid phases at the corners and
dead-ends of large pores are difficult to displace, reducing
the overall porosity utilization.418 The hydrogen-liquid
phase permeability hysteresis in such a multi-cycle gas
injection process lowers the H2 storage efficiency over
time.

Using pore-scale mechanisms—preferential-to-uniform
flow transformation, floating flow, and dead-end pore
invasion—Song et al.421 demonstrated the effects of pore
heterogeneity, injection flux, and oil/brine distribution on
the efficiency and capacity of a hydrogen storage site.421

Their study suggested that brine-saturated initial
conditions, coupled with high injection flux and median
pore heterogeneity, provide optimal storage performance.
Although a high capillary number (i.e., high injection rate)
benefits storage capacity during the drainage stage, it
compromises gas connectivity.415,417,423 Roof snap-off,419

driven by interfacial force, fragments large gas clusters into
smaller ones.414,415,417,423,424 Disconnected gas clusters are
often trapped during imbibition (when extracting hydrogen)
and may be reconnected in subsequent cycles, but the
likelihood depends on the pore cluster
morphology.415,417,424 As shown in Fig. 17A, the large gas
cluster (colored green) from the primary drainage cycle is
separated into multiple small clusters (colored red, blue,
brown, orange, etc.) after imbibition. Some of these
disconnected gas clusters remain disconnected at the end
of the secondary drainage cycle (pointed at by the red
arrows), which result in the increase of the hydrogen–water
interface and further promotion of hydrogen loss through
dissolution into the liquid phase.411 Although the loss of
hydrogen due to dissolution, and the mixture of hydrogen
with other pre-existing gases in the reservoir can be
reversible by gas separation,425,426 the separation process
often is undesirable due to its energy/equipment
requirement, introducing additional cost. Furthermore, the
unchanged gas cluster in Fig. 17B suggests that preferential
water flow bypassed some of the gas clusters,417 leading to
permanent trapping for gas clusters. Water encapsulation,
film flow, and bypassing during multi-cycle injections
exacerbate permeability losses for hydrogen, reducing
efficiency in hydrogen extraction.417,418

Fig. 17 Connectivity of hydrogen gas in a multi-cycle process.
Clusters of hydrogen gas are represented in different colors, while
water and grain are kept in white. (A) Disconnection of hydrogen gas
clusters due to roof snap-off419 during imbibition could remain
disconnected upon the subsequent drainage cycle (pointed at by the
red arrows). (B) Large cluster of hydrogen gas remains unchanged over
different cycles, suggesting that a preferential flow path of water
bypasses the gas clusters. This causes permanent trapping of hydrogen
gas and reduction in recovery efficiency (adapted with permission from
Bahrami et al.417 Copyright © 2024 Elsevier).
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5.2 Wettability effect

Wettability significantly influences the displacement
efficiency of hydrogen in porous media. Experimental results
indicate that hydrogen–water systems are predominantly
water-wet.414,417,423,427 van Rooijen et al.427 (2022)
demonstrated that the hydrogen dynamic contact angles
decrease with decreasing channel width in hydrogen–water–
glass microfluidic systems.427 The strongly water-wet nature
leads to water preferentially coating solid surfaces,
influencing displacement fronts and gas mobility.417

Furthermore, contact angle measurement reveals that
hydrogen saturation is highly sensitive to pressure changes;
high pressure corresponds to higher hydrogen gas density
and more hydrogen-wet conditions.

Aquifers with predominantly KCl (potassium chloride)
promote water-wet nature—suggesting the role of ionic
radius and strength—favoring better hydrogen storage due to
optimal pore occupancy.424 While increasing salinity leads to
increased hydrogen contact angle (i.e. less water-wet), the
dissolution of hydrogen gas in higher salinity brine is
reduced. The results by Medina et al.424 suggest three
competing factors: diffusion capacity, average bubble size,
and capillary pressure influencing the dissolution time.424

The in situ contact angle measurement utilizing microfluidic
studies suggests that optimizing injection strategies and

modifying wettability conditions could alter the trapping
mechanism of hydrogen, which significantly influences the
hydrogen storage efficiency.

5.3 Microbial activity

Microbial activity, or the biotic process, plays a crucial role in
the efficiency of UHS, impacting hydrogen retention, storage
stability, and recovery rates.411 A biofilm is a structured
community of microorganisms that adheres to the rock
surfaces and encases itself in a self-produced extracellular
polymeric substance (EPS),428 providing protection from
external stresses. The presence of microbial communities in
subsurface environments can lead to hydrogen consumption,
biofilm formation, and pore-space clogging, all of which can
reduce the long-term viability of hydrogen storage.2,411,429,430

As shown in Fig. 18A and B, Liu et al.429 (2023) demonstrated
that microbial activity alters surface wettability by increasing
the average hydrogen contact angle in hydrogen–water–
silicon microfluidic systems, shifting from a water-wet (41°)
to a neutral-wet (96°) state. Compared to the water contact
angle (28°) in a sterilized experiment, the wettability change
can lead to disconnected hydrogen gas clusters.

The increased surface area of hydrogen clusters also
results in a greater consumption rate of hydrogen gas by
microbial metabolism. Both of these effects induce a
significant reduction in recovery efficiency.429 The
hydrogenotrophic sulfate reduction process:429 SO4

2− + 4H2 +
H+ → HS− + 4H2O, generates massive amounts of water,
leading to the secondary loss of hydrogen gas by dissolution
and reduced pore space for hydrogen gas.411

The presence of bacteria also introduces bio-induced
clogging due to the formation of biofilms.431 Biofilm
development at the pore-scale is influenced by the flow
velocity and nutrient concentrations. While high nutrient
concentrations promote microbial growth, they also weaken
biofilm adhesion, making it prone to detachment under high
shear flow conditions.431 Optimization of these key
parameters can help to prevent biofilm accumulation, which
directly impacts the storage efficiency of hydrogen gas. It is
suggested that optimizing initial microbial population
conditions could enhance hydrogen storage efficiency by
minimizing clogging while maintaining long-term stability.430

In contrast to the consumption of hydrogen (e.g.,
methanogenesis, acetogenesis), the generation of hydrogen
gas through the enzyme hydrogenase,432 is rarely explored in
the literature. Investigating microbial reactions that favor the
generation of hydrogen in subsurface environments using
microfluidics could provide insights. In the absence of
sunlight, dark fermentation could be a potential pathway for
biohydrogen production.433 In this process, biogenic
wastewater replaces water as the displacing fluid in the
hydrogen system, where the wastewater also acts as a
feedstock for the microorganisms and potentially could
enhance hydrogen production. Given the diversity of
microbial populations in nature,432 comprehensive studies of

Fig. 18 Influence of microbial activity on wettability. (A) Average
hydrogen contact angle (CA) changes over time between experiments
with and without the presence of bacteria. (B) In situ CA measurement
of hydrogen in the first two days. Bacteria induce average hydrogen
CA to increase significantly, reducing the water wettability in the
microfluidic chip (adapted from Liu et al.429 under CC-BY License.
Copyright © 2023 Liu, Kovscek, Fernø and Dopffel).
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bacterial interactions at potential geological sites are
essential, beyond focusing on single strains of bacteria.429

5.4 Hydrogen foam

The use of foam-assisted approach in EOR has been widely
studied over the past decades (as discussed in section 3.4),
however, the investigation of hydrogen foam in UHS remains
underexplored in the literature. The implementation of
hydrogen foam compared to pure hydrogen gas has been
shown to improve the oil recovery rate by 17.95% and storage
efficiency to 36.2% (ref. 434) at the end of the drainage cycle.
Analysis using microfluidic chips shows that a mechanism of
foam trapping is introduced, where trapped bubbles in pore
throats and corners prevent hydrogen gas from exiting during
the imbibition cycle,422 as shown in Fig. 19A–D. In addition,
pore clogging induced by large-sized bubbles (marked as
bubble #1 and #2 in Fig. 19A–D) was observed during the
experiment. Deformation of these bubbles to pass through
constricted pores causes a reduction in mobility and
resistance of the flowing bubbles. Though, this foam-assisted
approach—combined with amphiphilic surfactants like SDS
—has shown potential in enhancing storage efficiency by
catalyzing hydrogen adsorption via the hydrophobic side
chain of SDS,422 as shown by the interfacial tension (IFT) and
viscoelastic modulus of hydrogen under various
concentrations of SDS in Fig. 19E.

Furthermore, the use of hydrogen foam can act as a
barrier to prevent microbial-induced hydrogen losses
(discussed in section 5.3) by limiting the interaction between
hydrogen and aqueous phases. The encapsulation of
hydrogen gas in foam serves as a great potential solution for
unideal storage sites, particularly in depleted oil reservoirs,
where many aspects concerning geological, chemical, and
biological reactions are present.410,411 Besides, the diffusion
of hydrogen gas due to its small molecular size and high

diffusivity, compared to other gases such as CO2, poses a
major challenge. By acting as an additional sealing layer,
hydrogen foam can also help to suppress the diffusion loss
of hydrogen gas through caprock, wellbore seals, etc.

6 Conclusions and perspectives

Microfluidics has proven to be invaluable in addressing
greenhouse gas emissions and advancing energy storage
solutions by exploring subsurface flows in applications, such
as CO2-enhanced oil recovery (CO2-EOR), carbon capture and
storage (CCS), and underground hydrogen storage (UHS).
This review discusses advancements in lab-on-a-chip (LOC)
technologies and insights gained into relevant key
subsurface-flow processes, including fluid–fluid
displacement, interfacial phenomena, surface wettability
effects, porous media heterogeneity, and microbial activity.
Despite significant progress, considerable opportunities for
further research and innovation remain.

6.1 Challenges and opportunities in LOC fabrication and
visualization

Soft lithography has facilitated the fabrication of microfluidic
chips for EOR studies. However, limitations such as PDMS
deformation under high pressure and inadequate bonding
strength47,72,73 restrict its use to low-pressure experiments,
which may not accurately capture fluid miscibility and phase
behavior at higher pressures. Moreover, PDMS can swell
upon contact with hydrocarbons, potentially altering the
microfluidic structures and compromising experimental
accuracy. To overcome these limitations, alternative materials
with higher Young's modulus, such as polyethylene
terephthalate (PET) or polyimide (PI), offer greater durability
and are promising alternatives for PDMS-based
microfluidics.48,435,436

Fig. 19 Investigation of hydrogen foam. (A)–(D) Sequential images showing hydrogen foam dynamics at times ranging from 5.5 s to 6.4 s,
capturing trapped hydrogen bubbles. Large bubbles (marked #1, #2) are obstructed in narrow pores, increasing flow resistance. (E) Graph of
interfacial tension (IFT, blue ) and viscoelastic modulus (red ) for H2 and SDS solution at varying concentrations (adapted with permission from
Lu et al.422 Copyright © 2024 Elsevier).

Lab on a ChipCritical review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

7 
Ja

nu
ar

y 
20

26
. D

ow
nl

oa
de

d 
on

 1
/3

1/
20

26
 2

:3
5:

30
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5lc00428d


Lab ChipThis journal is © The Royal Society of Chemistry 2025

For high-pressure, high-temperature (HPHT)
applications, current lab-on-a-chip (LOC) models often
employ silicon and glass microfabrication for enhanced
pressure resistance. However, these materials are limited
in scalability, cost-efficiency, and design flexibility.
Promising alternatives include 3D printing with high-
strength, HPHT-compatible materials,437–440 e.g., two-
photon polymerization (TPP) and microstereolithography
(SLA) being particularly promising for their high
resolution. 3D-printed HPHT LOCs can eliminate the need
for cleanroom microfabrication, enabling rapid prototyping
and greater design versatility. In addition, hybrid
fabrication techniques that combine laser cutting (for
rapid material removal) with micromachining can optimize
speed, precision, and scalability.441 Leveraging these
innovations could make HPHT LOC systems more robust,
versatile, and commercially viable for broader scientific
and industrial use.

In microfluidic investigations of subsurface flow
processes, significant limitations remain in accurately
replicating the structural and geochemical heterogeneity of
natural rock formations. One fundamental limitation is the
mismatch between materials commonly used in LOC
systems—such as PDMS, glass, or silicon—and reservoir
rocks. These materials lack the native mineral composition
and reactive properties necessary to capture key
geochemical interactions, such as mineral dissolution,
precipitation, and wettability changes in CO2 and hydrogen
storage applications. A promising approach is the
integration of thin-sectioned natural rock samples within
microfluidic devices,24 allowing for more representative
mineral–fluid interactions. Additionally, functionalized
surfaces engineered to mimic specific mineral
compositions, such as kaolinite21 and carbonate
minerals,276,374 offer a synthetic alternative for studying
wettability and reactive processes.

Another major challenge is the reproduction of structural
heterogeneity in microfluidic devices. Reservoirs exhibit
intricate pore networks with variations in connectivity,
tortuosity, and permeability,442 which are often
oversimplified in LOC models due to microfabrication
constraints. While these small-scale structural features play a
crucial role in fluid transport, existing microfluidic systems
struggle to accurately reproduce sub-micron pore structures
that govern multiphase flow behavior in ultra-tight
formations. Emerging high-resolution fabrication techniques,
such as focused ion beam,443 two-photon polymerization 3D
printing444 and metal-assisted chemical etching,445 can
enable the creation of sub-micron features, significantly
improving the representativeness of LOC models for tight
reservoirs.

Furthermore, most current studies focus on 2D
visualization for microfluidic applications, limiting the ability
to fully capture 3D multiphase flow dynamics, wettability
behavior, and pore-scale interactions in three-dimensional
porous media. Future research can focus on improving the

compatibility of real-time 3D optical imaging methods to
achieve more realistic experimental conditions for subsurface
flow investigations, allowing an extended view of interest. For
instance, optical coherence tomography (OCT) could be
integrated with microfluidics to provide depth-resolved cross-
sectional images, enabling real-time visualization of fluid
interfaces, phase distributions, and internal flow
structures.446

Microfluidic studies of subsurface flow have produced
diverse micromodel designs and provided detailed pore-scale
visualizations. However, most research remains case-specific.
Broader standardization in design, procedures, and data
reporting is needed for reliable cross-laboratory
benchmarking. Some efforts exist: ISO 22916 defines
standard dimensions for microfluidic interconnection holes,
improving device compatibility.447,448 Chips & Tips,449 hosted
by Lab on a Chip, offers practical advice on chip fabrication
and maintenance. However, these resources are fragmented,
with few shared micromodel designs or standardized datasets
for comparative studies.

A promising path forward lies in developing shared
platforms for micromodel designs, imaging datasets, and
experimental measurements. The Digital Porous Media
Portal450 serves as a strong example of a community-driven
initiative that supports data sharing and international
contributions.451,452 Since its launch in 2015, the repository
has hosted real rock microstructure datasets and
experimental measurements from over a hundred projects,
providing a valuable foundation for designing geologically
realistic micromodels. Establishing a similar platform
focused on microfluidic subsurface flow would greatly benefit
the field by enabling meaningful cross-study comparisons
and consistent validation.

Upscaling pore-scale microfluidic results to field-scale
pilot tests and reservoir models remains a persistent
challenge, primarily due to discrepancies in characteristic
length and time scales, as well as differences in heterogeneity
—particularly in porosity, permeability, and wettability—
across a wide range of scales.453,454 Despite recent
advancements, there is still limited understanding of how to
systematically incorporate key parameters, especially pore
geometry and wettability distributions, into large-scale
models for reliable prediction of fluid flow behavior.11,359

The balance between viscous and capillary forces—typically
expressed through the capillary number—along with
associated flow dynamics and pressure gradients, can vary
significantly from micro- to macro-scales.453,455,456

Consequently, multiple formulations of the capillary number
(microscopic, macroscopic, and hybrid) have been developed,
each tailored to specific scales. At the reservoir scale,
capillary numbers typically range from 10−8 to 10−2,457–459

whereas in microfluidic systems they generally fall between
10−3 and 10−1.390

Several frameworks have been proposed to bridge pore-
and reservoir-scale behaviors by incorporating essential
physical attributes such as capillary forces, porosity–

Lab on a Chip Critical review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

7 
Ja

nu
ar

y 
20

26
. D

ow
nl

oa
de

d 
on

 1
/3

1/
20

26
 2

:3
5:

30
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5lc00428d


Lab Chip This journal is © The Royal Society of Chemistry 2025

permeability relationships, and wettability variation. Classical
models like the Leverett J-function460 address capillary
pressure scaling, while empirical correlations such as the
Kozeny–Carman equation461,462 relate porosity and
permeability. Time scaling has been treated through
transient pressure type-curve analysis,463 and spatial
wettability heterogeneity has been explored in recent
micromodel studies.464 These insights, combined with core-
scale experiments and high-resolution imaging, inform
reservoir-scale modeling approaches such as pore-network
modeling,465 direct numerical simulation,466 and volume-
averaging theory467 to simulate multiphase flow in
geologically complex porous media.468–470

While these upscaling methods are continuously refined
to simulate large-scale anisotropic, heterogeneous subsurface
formations and rigorously predict multiphase processes,471

microfluidics—though powerful tools for visualizing pore-
scale processes—introduces better simplifications than rock
core samples. In addition to scale mismatches, microfluidic
devices are generally quasi-2D with idealized pore networks
and uniform wettability, and thus cannot capture the full 3D
heterogeneity of reservoir rocks.11,141,361 Furthermore, glass
or silicon substrates do not reproduce the mineralogy of
sandstones, shales, or carbonates, and therefore often neglect
geochemical interactions.138

Such multi-component chemical interactions—e.g., calcite
(CaCO3) dissolution in brine (eqn (4)–(6)) and the
precipitation of various minerals depending on the available
cations (eqn (7) and (8))472,473—between the fluids and the
solid rock surface can strongly alter wettability, permeability,
and displacement mechanisms.140,474

CaCO3 + CO2 + H2O ⇌ Ca2+ + 2HCO3
−, (4)

CaCO3 + H+ ⇌ Ca2+ + HCO3
−, (5)

CaCO3 þH2CO3*⇌ Ca2þ þ 2HCO3
− ; (6)

HCO3
− + Ca2+ ⇌ CaCO3 + H+, (7)

HCO3
− + Mg2+ ⇌ MgCO3 + H+, (8)

Although several “rock-on-chip” studies have incorporated
geochemical reactions,138,141,142 further development of
simpler and more reliable fabrication methods that integrate
geologically relevant materials is still required for simulating
coupled flow–transport–reaction processes.

Despite these challenges, continued advancements in
microfluidic fabrication, material engineering, and real-time
monitoring techniques hold promise for developing more
representative LOC models. Bridging the gap between
laboratory experiments and reservoir conditions will require
interdisciplinary efforts across materials science,
microfabrication, and geochemistry to refine these platforms
for subsurface applications.

6.2 Future outlook for microfluidic investigations on CCUS
and UHS

Beyond structural and geochemical replication,
understanding multiphase flow behavior in CCUS and UHS is
challenging. While miscibility is preferred for EOR, achieving
the minimum miscibility pressure may not always be feasible
due to reservoir pressure constraints. In such cases,
immiscible CO2 injection remains a promising alternative,
but its effectiveness is influenced by complex three-phase
interactions (brine–oil–gas), wettability changes, and fluid
displacement mechanisms, which vary with rock types, fluid
compositions, and reservoir conditions. Further complexity
arises in hybrid EOR methods, such as water-alternating-gas
(WAG), foam, and polymer/surfactant flooding, which have
demonstrated delayed CO2 breakthrough and improved
sweep efficiency. However, the underlying mechanisms
governing these improvements remain insufficiently
understood. Future research should focus on the screening
and optimizing injection strategies using microfluidic
platforms, which offer efficient and cost-effective tools for
studying synergistic effects in CO2-based EOR and CCUS
applications.

Microfluidic studies on CO2 foam-EOR have demonstrated
promising and reproducible results in enhancing sweep
efficiency, reducing viscous fingering, and preventing gravity
override, offering significant improvements over CO2 gas alone.
However, optimizing CO2 foam for EOR faces several challenges,
particularly in stabilizing foam in the presence of crude oil.
Such optimization processes can be accelerated using
microfluidic chips under reservoir-relevant conditions,
including pressure, temperature, brine salinity, rock mineralogy,
wettability, petrophysical properties, and oil composition.

Emerging interests include the use of green, eco-friendly
surfactants,475 such as saponins, cellulose, and proteins,
which have the potential to enhance foam stability while
minimizing formation damage in EOR applications.476–478

Another unresolved topic concerning foam-EOR is the
evolution of foam rheology as it propagates through
heterogeneous porous media in the presence of oil. This
process is influenced by foam generation (snap-off, lamellae
division, leave-behind, and pinch-off) and decay (coarsening,
rupture, and capillary/gravity drainage) rates that directly
affect foam velocity and texture, both of which are critical
parameters for determining foam viscosity.27,305,347,479

The storage of hydrogen in underground reservoirs to
balance energy demand has shown significant potential in
alleviating dependence on fossil fuels.411 The investigations
in pore-scale level of UHS using microfluidics are relatively
rare, compared to CCUS and EOR. Microfluidic experiments
have highlighted many associated challenges, particularly in
understanding fluid dynamics in subsurface
environments.414–417 Both biological and geological effects411

and foam-assisted flow422 have shown great influence on the
viability of the UHS system; however, many aspects of these
topics remain unresolved and are important for future
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microfluidic research. Factors such as trapping mechanisms,
gas connectivity, wettability, and the hysteresis effect of cyclic
injection and withdrawal cycles unique to UHS influence the
system capacity and efficiency, which also require further
investigations.

The long-term stability of hydrogen in underground
formations remains in question. Hydrogen loss can occur
through many pathways, including dissolution into the liquid
phase, microbial/mineral reactions due to its highly reactive
nature, as well as leakage attributed to its small molecule
size. Despite being rarely discussed in the literature, the
encapsulation of hydrogen in foam has been shown to
increase the storage efficiency422 and could serve as a
protective/sealing barrier to minimize hydrogen loss during
storage. This promising approach requires future exploration
using microfluidics.

In core flooding experiments, microscopic sealing
imperfections in the core holder often lead to the escape of
hydrogen gas, introducing experimental artifacts that
compromise the accuracy of diffusion measurements.480

Microfluidic chips with reliable bonding techniques can offer
a more precise and controlled environment for studying
hydrogen diffusion. Moreover, the study of bacteria using
microfluidics can provide better insight into biological
interactions with stored gas. In contrast to hydrogen
consumption, exploring possible bacterial reactions that
promote hydrogen generation, such as dark fermentation of
wastewater, could be beneficial. Such experiments typically
require extended periods (days) for bacterial growth in the
microfluidic devices429 and are time-consuming. The
integration of machine learning algorithms may be leveraged
to shorten these processes. For instance, intelligent
microfluidics,169 transfer learning from prototyped chips,164

chip geometry design,163 performance prediction/
optimization,167,168 and temporal evolution forecasting by
transformer neural networks can further enhance
experimental efficiency and accuracy.
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