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This paper describes a new methodology based on a time-dependent hydride correction for measuring the
isotopic composition of micrometer sized plutonium bearing particles using large geometry secondary ion
mass spectrometry. This methodology allows the mitigation of the effect of the hydride interferences on
236, 239py and 2°Pu on weapon grade plutonium particles, which contain a low amount of the 240py
isotope, and on MOX particles, which contain a low amount of plutonium at the weight% level. We
successfully applied it on six different samples and demonstrated that the deviations from the reference
values of the 29pu/2*°py isotopic ratios were reduced from +4.6% to +0.24% for the MP2 sample
(weapon grade Pu) and from —7% to +0.75% for the UKMOX-100 sample (MOX). We also demonstrated
the capabilities for simultaneously measuring the uranium and plutonium isotopic compositions in MOX
particles using the dynamic multi-collection mode of LG-SIMS. Moreover, we determined the Pu/U
relative sensitivity factor using Pu particles of known ages and applied it to measure the >3°Pu/>*tU
atomic ratio in MOX particles. At last, the imaging capabilities of the instrument allowed the detection
and discrimination of different types of nuclear particles within the same sample, such as U, Pu or MOX
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Introduction

A challenge of international nuclear safeguards is to verify the
absence of undeclared nuclear activities. Since 1991, the Inter-
national Atomic Energy Agency has used environmental
sampling to detect the presence of nuclear materials during
nuclear facility inspection.’ IAEA inspectors routinely collect
particulate matter by wiping smooth surfaces at various loca-
tions inside the facility using square pieces of cotton cloth,
referred to as “swipe samples”. The resulting samples are sent
to the IAEA Headquarters for coding and distribution to the
IAEA Network of Analytical Laboratories (NWAL), to which the
French Commissariat a 'Energie Atomique et aux Energies
Alternatives (CEA) has belonged since 2001, for isotopic anal-
ysis. The goal of the analyses of such samples is to detect the
presence of any particles of nuclear materials, mainly uranium,
and to determine their isotopic composition. Because particle
isotopic and elementary compositions are representative of the
original material, these particles can be considered as finger-
prints of specific processes of the nuclear industry.* Currently,
analyses are predominantly performed by fission track
combined with thermal ionization mass spectrometry,*® FT-

CEA, DAM, DIF F-91297 Arpajon, France. E-mail: anne-laure.faure@cea.fr

282 | J Anal. At. Spectrom., 2026, 41, 282-293

nuclear safeguards and nuclear forensics.

TIMS, or by secondary ion mass spectrometry,”® SIMS. What-
ever the analytical technique, the first step consists in the
detection and location of U bearing particles. While the FT-
TIMS methodology requires the irradiation of the samples
under well-thermalized neutron flux, the SIMS methodology
relies on its own imaging capabilities. The detection of U
particles has been greatly improved by the development of the
Automated Particle Measurement, APM, software.'>'* The APM
software is mainly aimed at fast screening measurements by
performing a two-dimensional image scan over a large surface
using fields of 500 um by 500 pm at selected masses. The
coordinates of the particles and an initial assessment of their
isotopic composition are then obtained after data treatment.
This pre-analysis being less destructive, a second analysis can
be performed on selected particles under microbeam condi-
tions, i.e. without rastering the primary beam, to get an accurate
determination of their isotopic composition. Recently, the
performance of SIMS measurements has been greatly improved
using large geometry-SIMS (LG-SIMS) instruments.”'® These
instruments are equipped with a multi-collection device, which
allows the collection of all uranium isotopes simultaneously.
Moreover, the mass resolution power at full transmission has
increased from about 400 to about 3000, which allows the
removal of many of the isobaric interferences that are

This journal is © The Royal Society of Chemistry 2026
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encountered in U particle analysis.” Particle analysis by SIMS
has also proved its worth in the field of nuclear forensics, as
highlighted in the 6th Collaborative Materials Exercise After
Action Report.™ Initially focused on U isotopic measurement,
the use of this technique has diversified over the last twenty
years to provide additional information on the industrial origin
of uranium, such as the fluorine content, which is a clue of
a conversion process*® and the date of the latest purification,
also called uranium age dating.'*” Beyond U, SIMS has some-
times been applied to plutonium particle characterization for
safeguards and nuclear forensics applications.'®?* Isotopes of
potential interest are ***Pu, >*°Pu, >*°Pu, >*'Pu and >**Pu. The
isotopic compositions depend on the origin of the Pu material,
and Pu isotopic measurements are a valuable tool for nuclear
forensic, nuclear safeguards and environmental studies.**™
Unfortunately, Pu isotope analyses suffer from isobaric inter-
ferences coming from elemental species, such as **'Am on
*41py, or hydride ions. Namely, "*'Pu’ is interfered by "PuH"
and **°Pu’ is interfered by ***UH" in the case of a mixed U-Pu
sample. None of these interferences can be resolved even using
LG-SIMS because a mass resolution higher than 30000 is
required. Such mass resolution power cannot be used for
particle analysis because of the loss in transmission, which
avoids the detection of such low signals. These interferences
may be all the more problematic (1) when Pu is present as
a trace or minor element such as in MOX fuel or irradiated fuel,
or (2) in the case of weapon grade Pu where the >*°Pu concen-
tration is low, of the order of a few atom percent. To our
knowledge, no hydride correction was attempted in any of the
cited studies. Contrary to U samples, for which the hydride
formation rate can be easily measured using the ***UH/***U
ratio, no easy way can be used for the determination of the Pu
hydride ratio because ”PuH" ions are interfered by ”*'Pu” ions.
Ranebo et al.*® managed to measure the Pu hydride from syn-
thetised mono dispersed Pu particles based on an isotopically
pure ***Pu material. They reported a >**PuH/***Pu ratio of
around 7 x 10 *, which is in the range of the U hydride ratios
they also measured in the U and mixed U-Pu particles they
produced. In addition, it should be borne in mind that the
hydride formation rate is not a value determined once and for
all, but depends largely on the analytical parameters and on the
nature of the materials analyzed, and should therefore ideally
be determined using standards as similar as possible in nature
to the micro-objects of interest, and analyzed, if possible,
during the same analytical session as the particles of interest.
Nevertheless, such an isotopically pure ***Pu material was not
available in the laboratory, and assumptions had to be made to
estimate the hydride Pu rate and calculate the **°Pu/**°Pu
isotopic ratio in Pu bearing particles. These assumptions
mainly rely on the similar behaviours of Pu and U
hydrides.?>***”?® For instance, Ranebo et al. estimated the U
hydride rate using the 236/>*°U ion ratio measured in particles
coming from a nuclear weapon material remaining from the
Thule accident and used it to give the upper and lower bounds
of the real >*°Pu/***Pu atom ratio.> However, as explained by
the authors, this H rate is overestimated due to the presence of
2350 in the Thule particle. More generally, in the case of a mixed
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U-Pu material, there are two sources of >*°U: the U source

material itself and the >*°U produced by the decay of **°Pu.
Furthermore, in this second case, the amount of ?*°U that is
produced by the **°Pu decay depends on the isotopic compo-
sition of Pu, the Pu content and the age of the mixed U-Pu
material. This information, along with the isotopic composition
of the original uranium, is usually not known at the time of
analysis, making it virtually impossible to estimate the amount
of **°U. For instance, in the case of the MOX samples that were
measured in this study, the ***U content may be calculated
using the reference values and resulted in a 2*°U/***U atomic
ratio of about 0.04, which is higher by a factor of 10 to 100 than
the 2*®UH/**®U ratio measured on standard U. At least, such
hydride rate estimation cannot be applied on a pure Pu mate-
rial. Consequently, such internal hydride correction was not
considered in this paper. In a previous study,” we demon-
strated that an external hydride correction can be applied to Pu
in order to improve the accuracy of *'°Pu/**°Pu isotopic
measurements conducted on weapon grade Pu and mixed U-Pu
particles. This correction was based on the measurement of the
average >**UH/***U ratio on standard U particles. In this paper,
we used the same principle, namely measuring an external U
hydride ratio to correct the **°Pu/**°Pu isotopic ratio, but
proposed a novel approach by using a time dependent hydride
correction in order to take into account the decrease in the
hydride ratio along the analysis. Furthermore, we developed
a methodology allowing the simultaneous measurement of the
U and Pu isotopic compositions using the multi-collection
device of the LG-SIMS. We successfully applied this new meth-
odology to pm-sized particles from three weapon grade Pu
samples and three MOX samples with a Pu content ranging
from 1 atom % to 10 atom %. In addition, the methodology was
also used to measure the U/Pu relative sensitivity factor, RSF,
that is required to quantify the Pu content in MOX. The RSF
determination is based on the measurement of the ***U/**°Pu
ratio in well purified Pu particles of known purification date.*®
The same approach was applied by Wallenius et al. and the RSF
was used to determine the age of Pu particles.” In summary, in
this publication, we (1) show that a time-dependent hydride
correction can be applied to Pu or MOX particles thanks to
modeling of the evolution of the ***UH/***U ion ratio over time,
(2) demonstrate the capabilities of LG-SIMS to detect and
differentiate U, Pu and mixed U-Pu particles using APM anal-
yses, (3) measure the accurate >*°Pu/>**Pu atom ratio in weapon
grade Pu particles and (4) simultaneously measure the
>4%py/**°pu atom ratio, the U isotopic composition and the
239pu/>*8U atom ratio in MOX particles.

Materials and methods
Material and sample preparation

Uranium particles from Certified Reference Materials (CRM)
NBS U-100 (New Brunswick Laboratory, Illinois, USA) were used
for detector calibration and mass bias determination, as well as
for modeling the evolution of the >**UH/**®U ion ratio over time.
Particles were collected from the powder with a plastic tip and
transferred to a cotton cloth (TX 303, Texwipe, NC, USA). They
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were then transferred from the cotton cloth onto a carbon-
planchet (grade FP2584 Schunk Electrographite SAS, Germany)
under a disposable glove bag filled with nitrogen using the-
vacuum impactor technique.*” This method consists of sucking
off particles with a vacuum impactor head and directly loading
them on a carbon planchet beforehand covered with an organic
compound, polyisobutylene in nonane, acting as a sticky agent.

The **°Pu/**°Pu isotopic ratios were determined in pm-sized
Pu particles in three weapon-grade plutonium samples. Parti-
cles from MP2 (CETAMA, France) and NBS126 (New Brunswick
Laboratory, Illinois, USA) were received as a suspension in
ethanol. The particle sizes ranged from 1 to 5 pm. For each
sample, a small volume of ethanol was directly loaded onto
a carbon planchet using a plastic Pasteur pipette. The third
sample, CMX-6, came from the 6th Collaborative Material
Exercise, organized by the International Technical Working
Group on Nuclear Forensics. This sample consisted of a cerium
ingot, whose surface was contaminated with weapon grade Pu
particles. These particles were collected by wiping the ingot
surface with a cotton cloth. Their sizes ranged from 0.7 to 2 pm.
They were transferred onto a carbon planchet using the vacuum
impactor technique described above. The simultaneous deter-
mination of U and Pu isotopic compositions and of the Pu
content was carried out with particles from three MOX samples
referred to as UKMOX-010, UKMOX-050 and UKMOX-100 (AEA
Technology, United Kingdom). These samples were also
received as a suspension in ethanol. For each sample, particles
were loaded on a carbon planchet using plastic Pasteur pipettes.
UKMOX-010 and UKMOX-050 Pu particle sizes ranged from 0.2
to 5 pm. UKMOX-100 Pu particle sizes ranged from 1 to 5 pm.
The isotopic compositions of the three weapon grade Pu
samples and the three UKMOX samples are given in Table 1.
Only **°Pu/**°Pu atom ratios were reported. Beyond the decay
correction of the **°Pu/**°Pu isotopic ratios, the U isotopic
ratios of the UKMOX samples were corrected for the Pu isotope
decays, i.e., **°Pu, >*’Pu and ***Pu isotopes decay into **°U, *°U
and ?**U isotopes respectively. The **Pu isotope decay into the
2387 isotope was not taken into account because of the ***U
abundance in the UKMOX samples. Likewise, the contribution
from >**Pu to ***U was not taken into account.
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Instrumental settings

LG-SIMS measurements were performed with a double focusing
IMS 1300HR3 (Cameca Ametek, Gennevillilers, France). This
instrument is equipped with an RF plasma oxygen ion source
(Oregon physics, Beaverton, OR, USA). A primary ion beam of
oxygen ions is typically used to enhance the production of
electropositive ions such as U'. All measurements described in
this paper were carried out with the O," primary beam accel-
erated to 15 keV. All instrumental settings are given in Table 2.
The mass resolving power was set to approximatively 3000 to
obtain flat top peaks and a good sensitivity, which improve the
accuracy and the reproducibility of the measurements. Ion
species were recorded in the multi-collection mode. The multi-
collection arrangement allows the simultaneous detection of up
to five isotopes using the five electron multipliers. The U useful
yield was previously measured with the same instrumental
settings on spherical UO, particles produced at the Institut de
Chimie Separative de Marcoule (CEA, France). Its value was 1.37
+ 0.34 (2SD), which is similar to other values obtained using LG-
SIMS.>** The useful yield refers to the proportion of ions
measured in a detector relative to the amount of sputtered or
evaporated atoms from the sample material. Following our
previous study,” U and Pu were measured as elemental ions
instead of oxide ions in order to reduce the influence of isobaric
interferences coming from hydride or carbide ions, such as
>38U'0'H on **°Pu'®0 and **°Pu’’C on **°U' 0. The multi-
collection device configuration allows the simultaneous detec-
tion of all U isotopes, >**U", >**U", >*°U", ***U" and the ***UH"
species. For Pu measurements, *°Pu and **°Pu isotopes
were acquired simultaneously. Such a configuration would also
allow the measurement of the >*'Pu isotope but ***Pu is inter-
fered by >*'Am. Without any information on the age or the Am
content in the sample, no determination of **'Pu is possible.
Thus, **'Pu measurement was not discussed in this paper.
Dynamic multi-collection analysis was required to measure
both Pu and U isotopic compositions. This mode corresponds
to the acquisition of two lines with a mass jump between each
one. The mass peak switching between the lines was performed
by changing the magnetic field. Furthermore, some instru-
mental parameters, named HC1 stig and DSP2S1, needed to be
adjusted between the U and Pu acquisition lines in order (1) to

Tablel Isotopic composition of the samples. All data are decay corrected. Uncertainties are given with a 95% confidence level. MP2 and NBS126
data come from the certificate value; CMX-6 data come from the exercise action report;** UKMOX-010 and UKMOX-050 data come from an
interlaboratory exercise;*® UKMOX-100 data come from laboratory measurements using ICP-MS

Sample MP2 NBS126 CMX-6
2407, 1 /239 -2

Pu/*"Pu (x10™7) 2.24324 £ 0.00051 6.2744 £ 0.0016 6.161 £ 0.15
Sample UKMOX-010 UKMOX-050 UKMOX-100

240pyu/>%Pu (x107?)
239Pu/233U (X 10—2)
234U/238U (X 10—4)
235U/238U (>< 1072)
23672387 (x10™%)

28.6207 £ 0.0046
8.09 £ 0.81
2.2352 + 0.0087
1.60024 +£ 0.00055
6.73 £ 0.18
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28.6135 £ 0.0038
1.51 £ 0.15
1.8414 £ 0.0073
1.59075 £ 0.00031
5.78 £ 0.35

28.6058 £ 0.0054
0.647 £ 0.065
1.7739 £ 0.0076
1.58914 =+ 0.00022
5.63 £ 0.13

This journal is © The Royal Society of Chemistry 2026
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Table 2
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IMS 1300HR3 general settings and detailed multi-collection analysis settings. HVI/HVII: primary/secondary voltage; FA/CA: field/

contrast apertures; Ip = primary beam intensity; L2/L1/C/H1/H2: names of the different electron multiplier detectors; Ct: counting time; DSP2S1
and HCl1stig: names of the parameters that were adjusted between the two lines

General instrumental settings

HVI/HVII/Primary ions
FA/CA/Field of view
Exit slit/entrance slit/energy slit

Analytical settings
APM

+ 15 KV/+8 kv/0,"
5000 pm/400 um/80 pm
250 pm/125 pum/50 eV

Ip = 50 nA/raster size = 500 um/dynamic multi-collection

Line 1: **U (1.2); >*°U (L1); >*°U + **°UH (C); ***U (H1); ***UH + **°Pu (H2) Ct: 10 s
Line 2: *°PuH + 2*°Pu (L2) Ct: 10 s

Hydride rate and IMF factor determinations

Ip = 70 pA/no raster/static multi-collection/75 cycles

231y (L2); 27U (L1); >*°U + **°UH (C); **U (H1); >*°*UH (H2) Ct: 8 s

U and Pu isotopic measurements

Ip = 70 pA/no raster/dynamic multi-collection/40 cycles

Line 1: >*'U (L2); **°U (L1); **°U + **°UH (C); ***U (H1); ***UH + **°Pu (H2) Ct: 6 s
Line 2: ***UH + **°Pu (L2); >*’PuH + **°Pu (L1) Ct: 6 s

increase the mass dispersion and thus align each U and Pu
isotope in the detectors and (2) to improve the peak shapes to
obtain flat-top peaks. Actually, the mass differences between U
and Pu isotopes differ slightly, which induces a small but
significant shift of the peak within the detector. By adjusting
these parameters, there is no need to move the detectors.
Automated particle measurement analysis was also performed
using dynamic multi-collection. However, the software did not
allow changes in the HC1stig and DSP2S1 parameters. Thus, as
shown in Table 2, only the **°Pu isotope was acquired in the
second line of acquisition.

For the hydride rate and instrumental mass fractionation,
IMF, factor determination, static multi-collection measure-
ments were performed in order to simultaneously collect >**U",
235+, 23%y*, 2*8U" and **®UH’. Static multi-collection mode
corresponds to a single line of acquisition without any mass
shift of the magnet. At last, all recorded intensities are corrected
for detector dead-time that was measured independently
according to the method described in Hedberg et al.** Analyses
were gathered by one-week analytical sessions. During each
analytical session, the detector efficiencies, the IMF factor and
the hydride rate were measured on NBS U-100 particles. Then,
one to two samples, either weapon grade Pu or MOX samples,
were analyzed during the same session. Both U and Pu isotopic
ratios were corrected with the previously measured IMF factor.
In the literature, a similar approach was used to correct Pu
isotopic ratios for the mass fractionation effect.””?* Prior to
individual particle analysis, a particle mapping was carried out
using the APM software of the instrument. The imaging of all U
isotopes, *’Pu* and **°Pu’, allowed the detection of U, Pu and
MOX particles as will be detailed in the section “Automated
particle detection”. Data treatment enabled to get the coordi-
nates of these particles and to give an estimation of the U or Pu,
or mixed U and Pu, isotopic composition. Particles were there-
fore selected according to their isotopic composition and
analyzed using the dynamic multi-collection methodology.

This journal is © The Royal Society of Chemistry 2026

Results and discussion

Hydride rate measurement

The >**UH"/>*®*U" ratio was calculated along with the other U
isotopic ratios within individual NBS U-100 particles. The
analysis time was set to ten minutes approximately. As can be
seen in Fig. 1a, the ***UH/**®U ion ratio decreased during the
course of the analysis from about 4 x 10> to about 5 x 10™*.
This trend was similar for all the analyzed particles and has
been already observed by other authors.'®'* Based on these
experimental data, the >**UH/***U mean ratio was calculated for
each time data, allowing an average curve of the **UH"/***U*
ratio as a function of time to be obtained. This curve can be

a)  SOE03

o 4.5E-03
© 4.0E03 Part1 —Part2 —Part3 —Part4 —Part5 —Part6 —pPart7
c 33E03 TR pats —part9 —part10 —part1l —Part12 — Part13
S 3.0E-03 \
wD 2.5E-03 \N
2\ 2.0E-03
T 1.5E-03
2 1.0E-03
] 5.0£-04

0.0E+00

0 100 200 300 400 500 600
Time, s
b) o 4.5E-03

'g 4.0E-03 238H /238 = 0.0187 x t0568
c 3.5E-03
2 30£-03
2 25603
T 20603
DOD 1.5€-03
& 1.0E-03

5.0E-04

0.0E+00

0 100 200 300 400 500 600

Fig. 1 2*®UH/?*8U ion ratio versus analysis time. (a) 2*8UH/?*8U ion
ratio measured in NBS U-100 particles analyzed during the same
analytical session. Each curve corresponds to the analysis of one
individual particle. (b) Mean 2*®UH/?*8U ion ratio as a function of
analysis time in blue and interpolation as a power law in red. Uncer-
tainties correspond to the standard deviation of each 2*®UH/?%8U
mean value.
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interpolated as a power law as shown in Fig. 1b with an excellent
correlation factor. We can see that hydride levels vary from
particle to particle. These rates may depend on the size of the
particle. These inter-particle variations lead to relative uncer-
tainties between 16 and 35% for each data point. The uncer-
tainties of @ and b coefficients, which were in the order of a few
percent, were negligible compared to the variations of the
hydride ratio between particles and were therefore not
considered.

This time-dependent hydride rate was then used to calculate
the abundances of **°Pu eqn (1), of **°Pu eqn (2) and **°U eqn
(3) in the case of MOX particle analysis. The calculation of the
corresponding **°Pu/**°Pu and >*°U/**®U isotopic ratios and
associated uncertainties are given in the SI S1. No correction of
abundance sensitivity was applied on **°Pu, >*°Pu and **°U. The
abundance sensitivity at m + 1 was found to be in the 10~°
range, which can be negligible in comparison with the hydride
rate, which is in the 10™* - 1072 range.

n (240Pu) i,corrected ([) =n (240Pu) i,raw(l) —-n (239Pu) iraw (t)

238UH
X N\ 55— t
( 238U >U100( )

= n(240Pu)l.‘raw(t) — n(*’Pu) raw (D) X @ X '
1)

where - n(**°Pu); ;an(f) and n(**°Pu); .w(t) are the measured
signals in MOX or Pu particles during cycle i corresponding to
the analysis time ¢. n(>**°Pu); 1., corresponds to the sum of **°Pu
and **°PuH signals. In the case of MOX patrticles, n(>**Pu); ran(?)
is calculated according to eqn (2) in order to take into account
the ***UH contribution. - @ and b are the parameters from the
238yH/***U interpolation curve obtained from the NBS U100
particle analyses during the same analytical session.

n(239Pu)i,corrected([) = n(239Pu)i,raw(t) - n(238U)i,raW(t) X a X I_b(z)

where —n(**’Pu); 1an(t) and n(***U); aw (¢) are the measured
signals in MOX particles during cycle i corresponding to the
analysis time ¢. n(***Pu); 4, corresponds to the sum of **’Pu and
*38UH signals. - a and b are the parameters from the ***UH/***U
interpolation curve obtained from the NBS U-100 particle
analyses during the same analytical session.

n(236U)i,corrected(l) = n(236U)i,raw(t) - n(235U)i,raW(t) X a X Zib (3)

where - n(**°U); correctea(t) and n(**°U); 1an(¢) are the measured
signals in MOX particles during cycle i corresponding to the
analysis time . 7(**°U); corrected cOTTEsponds to the sum of >*°U
and **UH signals. - a and b are the parameters from the
>38UH/***U interpolation curve obtained from the NBS U-100
particle analyses during the same analytical session.

The interpolation curve parameters, a and b, slightly
changed between the different analytical sessions, with
a ranging from 0.0140 to 0.0197 and b ranging from 0.496 to
0.568. This means that the average hydride ratio slightly
changed from one analytical session to another. This could
result from different vacuum conditions within the LG-SIMS
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chamber. Actually, the chamber pressure ranged between 4 X
107" and 6 x 107'° mbar from one analytical session to
another. Even if these variations were small, this could have led
to the observed changes in the curve parameters. Therefore, it is
requested to work under similar vacuum conditions for refer-
ence materials, NBS U-100 in our case, and samples to allow
accurate hydride correction. The other major sources of
hydrogen that can affect the hydride ratio are the substrate on
which particles are loaded and the sticky agent. Graphite
planchets are commonly used for uranium particle analysis
because these materials have high purity and low vapor pres-
sure, and produce no significant high mass polyatomic ions
that could create isobaric interferences with uranium ions.
However, high purity graphite may contain as much as 1%
hydrogen that can be reduced by vacuum annealing, but reab-
sorption will occur when the graphite is exposed to air. The
23%UH may be divided by a factor of ten using a silicon planchet
instead of a graphite planchet.'* Therefore, the same type of
substrate must be used for the reference material and samples.
Regarding the sticky agent, a heating treatment at 400 °C could
be used to remove the organic compounds responsible for
hydride formation. However, it should be noted that this
treatment can alter the particles' chemical form if further
characterization studies, such as phase determination using
micro-Raman spectroscopy, are required. Such heating treat-
ment was not applied in this study and its potential impact on
the hydride formation was not investigated.

Static H-correction versus time dependent H-correction

As already mentioned in the Introduction, static H-correction
was applied in a previous paper using an IMS 7F instru-
ment.” This static correction consisted first of calculating the
average UH/U ratio, over the entire analysis, for each NBSU-100
particle. The mean UH/U ratio was then used to calculate the
net 2*°Pu” signal, according to eqn (4). The same calculations
were used to determine the net >**Pu” and **°U" signals in MOX
particles.

1’1(238 UH)
)iﬁcorrecled = n(240Pu)i.mw - n(BgPu)i.raW x (n(ﬂm
U100

(4)

where - n(***Pu); raw and n(**’Pu); ray are the measured signals
in Pu particles during cycle i. n(**°Pu); ;. corresponds to the

n (240Pu

n(*3%UH)
H ratio obtained from the NBS U-100 particle analyses during
the same analytical session.

Both static and time-dependent hydride corrections were
applied to correct the **°Pu/**°Pu atomic ratio measured on
particles from the three weapon grade Pu samples. Fig. 2
represents the deviation from the reference value, DRV, of the
240py/*39pu ratio corrected according to the static hydride
correction method versus the >*°Pu/**°Pu ratio corrected
according to the dynamic hydride correction method. Uncer-
tainties were not displayed for a better reading of this figure but

sum of **°Pu and **°PuH signals. < > is the mean
U100
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Fig. 2 Comparison of the DRV of the 2*°Pu/?*°Pu atomic ratio
measured in single particles from three weapon grade Pu samples using
static H-correction egn (4) and time dependent H-correction egn (1).
Green squares correspond to data obtained from particles analyzed
during the full analysis time (578 s). Red triangles correspond to particles
analyzed during 60%, or less, of the full analysis time. Blue circles
correspond to data obtained from particles analyzed between 60% and
full analysis time. The dark line corresponds to the equation x =y.

they are displayed in Fig. 4. The two correction methods gave
roughly equivalent results: most of the data points are fairly well
aligned along the straight line with slope 1 (x = y). This was all
the more true for particles having been analyzed for the same
analysis time as the one used for the NBSU-100 particles, i.e.
578 s. For such particles, the mean static UH/U ratio was
representative of the average UH/U ratio prevailing in the Pu
particle. Thus, there were no differences between applying this
mean UH/U ratio or a point-to-point correction using the time-
dependent UH/U ratio. In contrast, the data tended to show that
time-dependent corrections gave slightly better results, ie.
a lower DRV, for the shorter analysis times. However, the
analysis duration depends on the size of the particles: the larger
the particle, the higher and longer the measured signal. In
contrast, the signal drops rapidly for the smallest particles,
leading to the analysis being stopped before completion. As the
range of particle sizes was large, 0.2-5 um, different analysis
durations were encountered during the analysis of particles
from the same sample. For these smaller particles, the
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Fig. 3
and U particles (2-3-4) in (a) and from one MOX particle (1) in (b).
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contribution of **’PuH" to **°Pu” was under-estimated when
using the mean UH/U ratio calculated during the whole course
of the NBS U-100 particle analysis. Actually, the shape of the UH/
U ratio evolution, as shown in Fig. 2, clearly indicated that the
UH/U ratio was higher at the beginning of the analysis. Thus,
the true mean UH/U ratio prevailing in these smaller Pu parti-
cles should be higher than the one measured in NBS U-100
particles. In contrast, time-dependent UH/U correction
allowed the correction from a more realistic UH/U contribution.
Further measurements on monodispersed particles are
required to confirm this trend.

All the following reported data correspond to time-
dependent UH/U corrected data.

Automated particle detection

APM threshold parameters were set at 2 counts and 10 pixels for
the sum of **U* and m/z = 240 ion, using either the Cameca or
auto-threshold algorithm, in order to get the particle bound-
aries. Further details on the threshold parameters and algo-
rithms are given in other papers.’* Such settings allowed the
detection of micrometer sized particles that contain either U or
Pu or mixed U and Pu. However, these settings did not guar-
antee the detection of high enriched uranium. Thus, a second
data treatment is required using the sum of ***U" and ***U*
instead of the previous one. >**U", >**U", m/z = 239 ion (**’Pu’ +
»*%UH") and m/z = 240 ion (**°Pu” + ***UH") ion images in one
500 um X 500 pm field from CMX-6 and UKMOX-100 APM
analyses are given respectively in Fig. 3a and b.

The CMX-6 sample contained numerous U particles but only
a few Pu particles. The APM data treatment settings allowed the
detection of 57 Pu particles and 8315 U particles, meaning that
the number of Pu particles was less than 1% of the total number
of detected particles. The distinction between Pu and U parti-
cles was based on the m/z = 240 signal instead of the m/z = 239
signal. Indeed, the presence of an ion cluster at m/z = 239 may
correspond to the ***UH signal from a U particle. Conversely,
the detection of a m/z = 240 cluster is necessarily linked to the
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lon images of one APM field from (a) the CMX-6 sample and (b) UKMOX-100. Red circles correspond to ion clusters from a Pu particle (1)
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presence of a Pu particle. The estimated >*°Pu/>*°Pu isotopic
ratios of each detected particle were then compiled from APM
data and plotted in histogram form. This provided an overview
of all the isotopic compositions present in the sample. This
isotopic distribution was centered at around 0.08, which was in
acceptable agreement with the reference value being 0.06. Data
are given in SI S2. The estimated **°U at% of the detected U
particles were also plotted in the histogram whose mean value
was around 0.2%. This result was in agreement with the refer-
ence value. These results confirmed that APM analysis provided
relevant and accurate information concerning the isotopic and
elemental compositions of the detected particles.

The APM analysis of the UKMOX-100 sample confirmed the
detection capabilities of MOX particles containing 1% of Pu.
Identification of MOX particles was based on simultaneous and
co-located detection of ion clusters at 2*°U", ***U", m/z = 239
and m/z = 240 (Fig. 3b). The estimated **°U at% distribution
was centered around 2%, in agreement with the reference value.
The estimation of the **°Pu/**’Pu isotopic ratios was more
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Fig. 4 2°Pu/>*°Pu isotopic ratio of plutonium particles from MP2 (a);
NBS126 (b) and CMX-6 (c) samples. Each point corresponds to the
analysis of one particle. Expanded uncertainties are given with a 95%
confidence level. The black lines correspond to the reference value
and dotted black lines correspond to the expanded uncertainties of
the reference value (95% confidence level).
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scattered and ranged from 0.005 to 0.5, while the reference
value was around 0.2. This data scattering may be due to the low
Pu content of the particle.

24%py/2*9py isotopic measurements in weapon grade Pu
particles

The **°Pu/**°Pu isotopic ratio was measured in 20 particles or
more from each MP2, NBL126 and CMX-6 sample (Fig. 4).

Data were corrected from the hydride contribution according
to eqn (1). All results were in good agreement with the reference
values. Average individual uncertainties ranged from 1% for
CMX-6 and NBL126 samples to 2.5% for the MP2 sample (95%
confidence level). It is worth noting that the propagation of
uncertainties related to the hydride correction increased the
final uncertainty by a factor of 2.5 on average. This is due to the
scattering of the ***UH/**®U ion ratio measured in the different
NBS U-100 particles (Fig. 1b). The CMX-6 particle measure-
ments were more scattered than the ones obtained for the other
samples. As a reminder, the CMX-6 sample contains many
uranium particles. The presence of a U particle in the close
vicinity of the Pu particle will result in an increase in the m/z =
239 ion signal due to an additional >***UH" contribution at the
m/z ratio of ***Pu. This will result in a lower **°Pu/>**Pu isotopic
ratio. Average isotopic ratios are given in Table 3 along with the
relative expanded uncertainties, REU, and the deviation from
the reference value, DRV, in order to evaluate the efficiency of
the hydride correction. MP2 particle measurement was the most
challenging because it has the lowest **°Pu abundance. The
>3%puH contribution to the total m/z = 240 signal could reach
10% at the beginning of the measurement and stayed above 2%
during the course of the analysis. Thus, the uncorrected
isotopic ratio differed from the reference value by 4.6%, while
the hydride corrected isotopic ratio exhibited no deviation.
Hydride correction also greatly improved the result for the
NBS126 sample, allowing the reduction of the deviation from
the reference value from 2.4% down to 0.31%. The deviation
was also reduced for the CMX-6 sample despite the larger
relative expanded uncertainties.

U and Pu isotopic measurements in MOX particles

The **°Pu/**°Pu isotopic ratio was measured in 15 particles
from each UKMOX-100, UKMOX-050 and UKMOX-010 sample
(Fig. 5). All data were corrected from the hydride contribution
according to eqn (1) and (2). The U isotopic ratios were also
measured simultaneously and results are given in SI data (S3).

Table 3 Comparison of the average 2*°Pu/2*°Pu isotopic ratio measured in weapon grade Pu particles from MP2, NBS126 and CMX-6 sampiles,
with and without hydride correction. Expanded uncertainties are given with a 95% confidence level

Hydride-corrected **°Pu/**°Pu isotopic ratio

Uncorrected >*°Pu/**°Pu isotopic ratio

Sample Mean value (x10~?) REU (%) DRV (%) Mean value (x10 ) REU (%) DRV (%)
MP2 2.246 £ 0.040 1.8 0.24 2.350 £ 0.040 1.7 4.6
NBS126 6.284 £ 0.054 0.86 0.31 6.415 £+ 0.076 1.5 2.4
CMX-6 6.14 £+ 0.12 1.9 —-0.37 6.25 + 0.13 2.1 1.3

288 | J Anal. At. Spectrom., 2026, 41, 282-293

This journal is © The Royal Society of Chemistry 2026


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5ja00190k

Open Access Article. Published on 17 November 2025. Downloaded on 2/11/2026 7:43:00 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper

3,5E-01

UKMOX-050 UKMOX-010

) ’ ’ |2
To¥ ‘ S MY S VY I R
®

2,5€-01

40py/239py at.ratio

2

2,0E-01
0 10 5 20 25 30 35 40 4

Analysis number

Fig. 5 29Pu/?*°Pu atom ratio of MOX particles from UKMOX-100
(orange circles), UKMOX-050 (blue triangles) and UKMOX-010 (green
squares). Each point corresponds to the analysis of one particle.
Expanded uncertainties are given with a 95% confidence level. The
black line corresponds to the reference value. Expanded uncertainties
of the reference value are too small to be seen in this figure.

All results were in good agreement with reference values, except
for some particles from UKMOX-050 (analysis number # 17 and
26) and UKMOX-10 (# 33, 36 and 45). The differences from the
reference values may be attributed to an inaccurate hydride
correction or an inhomogeneous isotopic composition of the
samples at the particle scale. A careful study of the results of
analysis # 17, 26 and 45 suggested that the bias was due to an
underestimation of the local hydride rate. Actually, the
236y/338y isotopic ratio measured in the same particle was
above the reference value, meaning the >**UH correction was
undervalued (see Fig. S3). Accurate results could have been
obtained by increasing the local hydride ratio by a factor of 5 to
10. We do not have any explanation of this potential local
increase in the hydride rate. The lower values of the **°Pu/**°Pu
isotopic ratios of UKMOX-010 #33 and #36 were associated with
the ***U/**®U isotopic ratio above the reference value (Fig. $3).
This supported the hypothesis of an inhomogeneity of the
material at the particle scale. However, these few deviations
from the reference values did not affect the overall results. The
240pyu/?**Pu average individual uncertainties were 1.3%, 1.7%
and 2.2% for UKMOX-010, UKMOX-050 and UKMOX-100
respectively (95% confidence level). The differences in the
average individual uncertainties were first attributed to the
relatively low Pu content of the particles. The one of UKMOX-
100 was the lowest with about 1%. Thus, lower ***Pu* and
240py* count rates were acquired, which resulted in lower
counting statistics. In addition, the increase in the ***UH
contribution to **°Pu also led to the enlargement of the
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JAAS

uncertainties. Actually, this contribution increased from less
than 1% in UKMOX-010 particles to more than 10% in UKMOX-
100 particles. As a result, the H-corrections increased the indi-
vidual uncertainties by a factor of 2 for the UKMOX-100 sample
and by a factor of 1.3 for the UKMOX-050 sample. These
corrections had practically no effect on the uncertainties for the
UKMOX-010 sample. The contribution of **°PuH to **°Pu is
negligible, less than 1%, due to the **’Pu abundance, which is
close to 28%. Average isotopic ratios are given in Table 4 along
with the REU and DRV in order to evaluate the effectiveness of
the hydride correction. The DRV has been significantly reduced
for UKMOX-100, from —7.0% down to 0.75%. The impact of the
hydride correction was less significant for the other samples,
due to more scattered results and higher Pu content. Following
the removal of the anomalous analyses from these samples (#17
and 26 for UKMOX-050 and #33, 36 and 45 for UKMOX-010), the
DRV was greatly reduced thanks to the hydride correction.

Quantification of the Pu content in
MOX particles

The determination of the Pu content in MOX particles required
the determination of the RSF U:Pu. This factor allows the
difference of the U and Pu ionization yields to be taken into
account and the conversion of the ion ratio into the elemental
ratio using eqn (5).

239Pu B 239Pu+ y 1 (5)
238 238771+ 239
U 18] RSF ( 2%;Pu)
U

RSF should usually be measured using a reference material
with known U and Pu concentrations and whose matrix is
similar to the sample's one. To our knowledge at the time of this
study, there was no commercially-available U-Pu oxide refer-
ence material certified at the particle scale. Hence, this factor
was calculated from well purified Pu particles of known ages,
whose >**U/**°Pu ratio, governed by their decay periods, can be
calculated using Bateman's equation. This methodology was
previously described'*® and similar approaches were used to
determine the RSF of U and Th for U age dating studies.’®"” In
our case, we calculated the RSF(***U/**°Pu) of CMX-6 and
NBS126 samples. Actually, previous determination of the model
ages of these samples based on the radiochronometer

Table 4 Comparison of the average 24°Pu/?*°Pu isotopic ratios measured in MOX particles from UKMOX-100, UKMOX-050 and UKMOX-100
samples with and without hydride correction. Expanded uncertainties are given with a 95% confidence level

Hydride-corrected **°Pu/**°Pu isotopic ratio

Uncorrected >*°Pu/**°Pu isotopic ratio

Sample Mean value (x10™ ") REU (%) DRV (%) Mean value (x10™") REU (%) DRV (%)
UKMOX-100 2.89 + 0.18 4.1 0.75 2.66 + 0.16 6.2 -7.0
UKMOX-050 2.77 £0.28 10 —-3.1 2.71 £ 0.28 10 —=5.1
UKMOX-050 without #17 and 26 2.816 £ 0.064 2.3 —-1.6 2.755 £ 0.097 3.5 —-3.7
UKMOX-010 2.82 £ 0.13 4.7 -1.3 2.82 £ 0.13 4.6 —-1.6
UKMOX-010 without #33, 36 and 45 2.851 £ 0.043 1.5 —-0.37 2.843 £ 0.045 1.6 —0.65

This journal is © The Royal Society of Chemistry 2026
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Fig. 6 239Pu/?*8U isotopic ratio of MOX particles from UKMOX-100
(orange circles), UKMOX-050 (blue triangles) and UKMOX-010 (green
squares). Each point corresponds to the analysis of one particle.
Expanded uncertainties are given with a 95% confidence level. Black
lines correspond to the reference values and dotted black lines
correspond to the expanded uncertainties of the reference values.

235y/>*pu, using ICP-MS or TIMS methodologies, was in

agreement with the real purification dates.** The
RSF(**p,/**®y) can be then calculated according to equ (6).
1 1
RSFz w /28y = X
’ / Y 1 — IMF,,, X <M238U — MzssU) RSFBSU/”"PU

(6)

where IMFamu is the instrumental fractionation factor per
mass unit previously measured on NBS U-100 particles. M**U
and M?*3U are the molar masses of **U and 2*°U.

The RSF(**°p,/***y) obtained from CMX-6 and NBS126
samples were similar with a value of 0.450 + 0.030 and 0.410 +
0.098 respectively (expanded uncertainties at the 95% confidence
level). The slight difference may be due to the matrix effect,
although the measurement uncertainties for the NBS126 sample
do not allow this to be confirmed. Moreover, the RSF may be
dependent on the sample matrix and on the chemical form of the
particles. CMX-6 particles came from an old PuF4 neutron source
material whereas NBL126 particles consisted of oxidized Pu
metal. Small differences were already observed between the RSF
measured in Pu oxidized metal and Pu sulfate." RSF U:Pu data
are few in the literature and the RSF obtained in this work for
oxidized metal is in agreement with other data.’>”® In any case,
this RSF value means that the measured isotopic ratio is higher
by a factor of approximately two than the real ratio. In other
words, the Pu content is overestimated by a factor of two if no RSF
correction is performed. The Pu content, expressed as the
239py/>*8y isotopic ratio, was measured in 15 particles from
UKMOX-100, UKMOX-050 and UKMOX-010 samples (Fig. 6). The

LDmPu/:”Pu =3X%Xa0 <nz4opu> M239p,
background
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average >*°Pu/>*®U ratios were in agreement with the reference
values whatever the UKMOX sample. However, the results were
highly scattered in comparison with individual uncertainties.
This dispersion was also observed within individual particles,
with a >*°Pu/***U ratio variation up to a factor of three during an
analysis. Such identical results were also obtained in other
studies.”®** This can be explained by the fact that uranium and
plutonium did not form a homogeneous solid phase when
mixed. The UKMOX samples were prepared by blending
solutions of uranium and plutonium in dilute nitric acid to
obtain the desired bulk U/Pu ratio. Then, after co-precipitation
using ammonia, the mixture was calcined in 4% hydrogen
in argon at 850 °C. Such process may not allow homogeneity of
the Pu distribution at the micrometric scale. However,
the results demonstrated that the determination of the
RSF allowed the accurate determination of the Pu content of
MOX particles, whose **°Pu/>*®U ratio ranged from 0.007
to 0.08.

Analytical calculations of the >*°Pu detection limit in WG Pu

particles and of the >*°U and **°Pu/?*®U ratio in MOX particles

The **°Pu/**°Pu detection limit in WG Pu particles can be calcu-
lated from eqn (7) and (8). We assumed that the detector noise,
measured at approximately 0.03 cps, can be neglected. The
uncertainty of the background can be derived from eqn (7) using
a propagation of error approach, where the terms are assumed to
be statistically independent. The uncertainties in the measured
signals were determined by Poisson counting statistics, except for
the hydride ratio. We considered an average hydride ratio of 1073,
corresponding to the average ratio measured in NBSU-100 patrticles
over all analytical sessions. The associated relative standard devi-
ation was set at 24.8%. We also considered the consumption of
approximately 10 pg of Pu, equivalent to 3.26 x 10'° atoms, which
corresponds to the amount contained in a pure spherical Pu metal
particle with a diameter of 0.5 um. As can be observed, the detec-
tion limit was driven by the standard deviation of the hydride ratio
measurement. Therefore, the *°Pu/?**Pu detection limit in WG Pu
particles was 7.25 x 10~* for typical values of the hydride ratios
measured on NBSU-100 particles over the analytical sessions.

< > y 238UH (7)
no: — N3 SR
Pu background *Pu 23)8LT NBSU-100
238
with the average hydride g

538 ratio measured over all
analytical sessions

NBSU-100

2
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with oy standard deviation of the hydride ratios
238U NBSU-100

measured over all analytical sessions.

The calculation of the 2*°U detection limit in MOX particles was

based on the same principle. The **°U/***U detection limit can be
calculated from eqn (9) and (10). The **°U detection limit in at%
can be calculated from eqn (11), assuming that (1) the sum of the
abundances of ***U, ***U, ***U and 2**U corresponds to 100% and
(2) 2**U/***U = 0.01. A similar approach was used by Ranebo et al.®
and Simon et al.™ to calculate the >*°U detection limit in U parti-
cles. However, the hydride correction in MOX particles required
the use of the hydride ratio measured in NBSU-100 particles,
because of the presence of >*Pu that prevented the in situ hydride
ratio measurement, as in U particles. In comparison with the data
for U particles and for the equivalent hydride ratio, the **°U
detection limits in MOX particles were significantly degraded due
to the larger standard deviation in the hydride ratio measurement.
They were even more degraded when the abundance of ***U was
high. For instance, considering the consumption of 1 pg of U, or
2.5 x 10° atoms, the >*®U detection limit in MOX particles, in at%,
increased from 0.0005 at%, for a >**U abundance of 0.7%, to 0.062
at%, for high-enriched uranium with ***U = 90 at%. The corre-

sponding *>*°U detection limit calculated by Ranebo et al.® was
0.0001 at% and 0.009 at% for pure UO, particles.
( > y 238UH (9)
N6y = Nasy 3877
background v U NBSU-100
LD 3 3%
P = X 23 N2 = X
~36U/MU 7 ( 2mu)background #U N23gyy
2
y ZUH [ N 1 (10)
I3 0n 738
—zzssUUHNBSU » U \esu-100 sy sy
LD236U /238U
LDy g0 = 11 Ty x 100 (11)
1 + LD236U/23RU L x
10 Ny
At last, we calculated the lowest **°Pu/**®U ratio that can be

detected in MOX particles, from eqn (12) and (13). As previously
considered, the detector noise, measured at approximately 0.03
cps, can be neglected. Once again, the hydride ratio standard
deviation was the main source of uncertainty, compared to
counting statistics.

238UH
(}’l239pu> = nasy X 33 (12)
background U NBSU-100
3x0o <n239 > n23s
LD Pu background u 3
239 238 - -
Pu/"*Pu RSFup RSFup,
S 2
238UH
2 R
X | 0wy +2x | =5 X — (13)
/Y NBSU-100 “*U

NBSU-100
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Therefore, the lowest **°Pu/**®U ratio was 1.7 x 1072 for

typical values of the hydride ratios measured on NBSU-100
particles over the analytical sessions.

These detection limits can be further improved by reducing
the hydride ratio and its standard deviation. For instance, the
vacuum pressure can be lowered inside the chamber using
a nitrogen trap. As previously written, other types of substrate,
such as silicon planchets, could be used to reduce the U hydride
formation. At least, particles can be calcined to remove organic
compounds that are H-rich.

Conclusion

Particle analysis is the most powerful technique to detect
clandestine nuclear activities. Due to hydride interferences, the
use of (LG-) SIMS has been limited for the characterization of Pu
bearing particles. This paper focuses on the development of
a new methodology for correcting theses hydride interferences
based on a time-dependent correction, which took into account
the decrease in the hydride rate over the course of an analysis.
This has enabled the calculation of a more realistic hydride
ratio at each analysis time. Thus, for hydride levels of around
0.08%, corresponding to those measured during this study, we
have demonstrated that hydride related interference can
contribute up to 10% or more of the total signal measured for
the Pu isotopes of interest under the most unfavourable
conditions, specifically for WG Pu, with low **°Pu abundance
and mixed U-Pu samples, with low Pu content. Consequently,
the discrepancies between the raw and hydride-corrected
249py/***pu ratios are around 5% for particles from the MP2
sample, the most challenging WG Pu sample due to its lowest
24%py abundance of around 2%. They can reach 8% for particles
from the MOXUK-100 sample, which has the lowest Pu content
of 1%. As a result, the deviations from the reference values
(DRV) of the **°Pu/>*°Pu isotopic ratio were greatly improved
both for WG Pu and MOX particles. The accuracy was greatly
improved by a factor of 20 for MP2 particles and by a factor of 9
for UKMOX-100 particles. Moreover, results on weapon grade
Pu particles indicated that this method was particularly relevant
for small particles, which typically had shorter analysis times
than the reference particles used to calculate the hydride rate.
This trend could be confirmed by analyzing monodispersed
particles that were not commercially available at the time of this
study. This paper also describes the newly developed dynamic
multi-collection methodology to simultaneously measure the
Pu and U isotopic composition at the particle scale. This
requires the adjustment of some specific parameters, namely
DSP2S1 and HC1stig, to keep the beam centered in each
detector. Although the results on UKMOX samples were in good
agreement with the reference values, the determination of the U
isotopic composition of MOX samples should be treated with
caution because of the decay of Pu to the U isotope. Deviations
from the initial composition can reach 10% or more depending
on the Pu content, the Pu isotopic composition and the age of
the material. We also calculated the RSF U:Pu using WG Pu
particles of known ages. It was successfully applied to MOX
particles to calculate the **°Pu/>*®*U atomic ratio. Despite large
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inter- and intra-particle variations, the mean ratios were in
agreement with the reference values. Finally, we have shown
that the automated particle measurement software, called APM,
is suitable for the precise detection and discrimination of
various types of particles, such as U, Pu or mixed U-Pu particles,
within the same sample and for reliable estimation of their
isotopic composition.
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