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Interstitial doping is a common approach to improve the mechanical or functional

properties of high-entropy alloys (HEAs); their stability is usually predicted by a specific

single descriptor. Herein, we consider six types of microstructure-based descriptor,

seven types of electronic-structure-based local-environment descriptor and their

combinations to predict the stability of the C- or N-doped VNbMoTaWTiAl0.5 (BCC)

HEA, mainly using density functional theory (DFT) calculations. A machine-learning

interatomic potential and Monte Carlo simulations were employed to verify the short-

range order in the HEA. The microstructure-based descriptors include the composition

of the first-, second-, and third-nearest neighbour shells (1NN, 2NN and 3NN), OctaDist

distortion parameters (z, D, S, Q), the Voronoi volume (VVoronoi) of the dopant, and the

volume change of the unit cell after doping (DVcell); the electronic-structure-based

local-environment descriptors include the local potential (LP), the electrostatic potential

(EP), the charge density (CHG), the electron localization function (ELF) at the vacant

doping site, the d-band center (3d), the mean electronegativity (EN) of the 1NN shell

around the dopant, and the Bader charge of the C or N dopants. For a single descriptor,

the best correlation between the descriptor and the doping energy (indication of HEA

stability) is found for 1NN with coefficient of determination (Q2) values of ∼51 or ∼61%

obtained using the LOOCV (leave-one-out cross-validation) approach for C or N

doping, respectively. After adding volume descriptor(s) into the linear regression model
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with the 1NN descriptor,Q2 increases to 72 and 76% for C and N doping, respectively. After

further adding the electronic-structure-based EP descriptor, Q2 further increases to 75

and 80% for C and N doping, respectively, despite the poor correlation using a single

volume descriptor. This study quantitatively combined and compared the independent

contributions of different types of local-environment descriptors to the stability of the

C- or N-doped HEA, demonstrating the importance of considering both key

microstructure-based and electronic-structure-based local-environment descriptors

using the regression models to achieve more accurate correlation of dopant stability in

HEA; these combined approaches could be further applied to other materials systems,

research fields and applications.
1. Introduction

Since the rst high-entropy alloy (HEA) research was reported in 2004,1 many
different HEA compositions and applications have been developed, such as high-
entropy superalloys,2–4 high-entropy refractory alloys,5–7 high-entropy coating,8,9

and even high-entropy catalysts.10–12 Generally, a HEAmixes ve or more principal
metal elements, and each element has a concentration ranging from 5 to 35 at%.
Several principal elements with a comparable ratio signicantly enhance the
congurational entropy of the disordered solid-solution phase. The increasing
entropy decreases the Gibbs free energy of the disordered solid-solution phase,
which is further stabilized. Due to the presence of unique disordered phases from
themixing of a variety of principal metal elements, different types of HEAs exhibit
outstanding performance in different application elds.

To further improve the performance of HEAs, doping with light elements such
as carbon (C),13,14 nitrogen (N),13,15 oxygen (O),15,16 or boron14,17 at interstitial sites
is a common approach to improve the mechanical or functional properties of
a HEA. There have been many studies proposing different descriptors to describe
the effect of the dopant local environment on HEA stability. For example, Mor-
avcik et al. proposed that lowering the electronegativity of the rst-nearest-
neighbor (1NN) shell around the dopants increases the transfer of electrons to
the dopant C and N atoms, leading to a more-stabilized CoCrNi alloy.18 Casillas-
Trujillo et al. studied how the Voronoi volume and valence electron concentration
of the 1NN shell around the interstitial site stabilize the C-doped HfNbTiVZr.19

Yang et al. found that the number of Ti and Zr atoms in the 1NN shell around the
interstitial O atom exhibits high correlation with the DFT-calculated energy of
TiZrNb, TiZrVNb, and TiZrV alloys.20 However, most of the previous studies only
correlated a single descriptor to the doping energy of the HEA systems. A
comprehensive comparison between the contributions of different types of
descriptors (microstructure-based and electronic-structure-based) of the complex
local environment to the stability with interstitial dopants has not been claried.

In this study, to secure optimal descriptors and to comprehensively under-
stand how different local-environment descriptors (several microstructure-based
and electronic-structure-based, detailed below) near dopants inuence the
stability, the VNbMoTaWTiAl0.5 (HEA) (body-centered cubic, BCC), a commonly
used refractory HEA,21–24 was selected as a case study to correlate C or N doping
energy (DEC or DEN). The HEA supercell with appropriate short-range order (SRO)
was constructed and veried by Warren–Cowley parameters (WCP). The
Faraday Discuss. This journal is © The Royal Society of Chemistry 2025
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microstructure-based descriptors of investigation include the composition of
rst-, second-, and third-nearest-neighbour shells (1NN, 2NN and 3NN), OctaDist
distortion parameters25 and two volume descriptors, Voronoi volume of the
dopant, and the volume change of the unit cell aer doping. The electronic-
structure-based descriptors associate with the local potential (LP), electrostatic
potential (EP), charge density (CHG), electron localization function (ELF) at the
vacant doping site, d-band center (3d), mean electronegativity (EN) of the 1NN
shell around dopant, and Bader charge of C or N dopant. Pearson correlation
coefficients (PCC) were applied to determine the correlation between a single
descriptor and DEC or DEN (stability indication). To further enhance the corre-
lation between local-environment descriptors and DEC or DEN, the linear regres-
sion model was employed to secure the optimal combined microstructure-based
and electronic-structure-based descriptors. This study quantitatively combined
and compared contributions of different descriptors to the stability of the C- or N-
doped HEA, demonstrating the importance of the descriptors’ combination using
machine-learning regression models to achieve more accurate correlation of DEC
or DEN, and leading to an understanding of the independent contribution of each
local-environment descriptor to the stability of the doped HEA.

2. Computational details
2.1. DFT calculations

The geometry optimisation, local-environment descriptors, and C or N doping
energy (DEC or DEN) calculations were carried out based on density functional
theory (DFT)26,27 using the Vienna Ab initio Simulation Package (VASP 6.4).28–32 The
exchange–correlation functional was described by the Perdew–Burke–Ernzerhof
(PBE) generalized-gradient-approximation (GGA).33 The core-valence interaction
was treated with projector-augmented-wave (PAW) potentials for all elements,32,34

whose valence electronic congurations are V (3s23p63d44s1), Nb (4s24p64d45s1),
Mo (4s24p64d55s1), Ta (5p65d46s1), W (5s25p65d56s1), Ti (3s23p63d34s1), Al (3s23p1),
C (2s22p2), and N (2s22p3). The plane-wave basis with cut-off energy of 520 eV was
applied. The G-centred Monkhorst–Pack meshes of 3 × 3 × 3 for the 39-atom HEA
supercells and 2 × 2 × 2 for the larger 156-atom HEA supercells were applied for
geometry optimisation. The Methfessel–Paxton scheme with 0.2 eV width of
smearing was used to determine the partial occupancies of each orbital. Self-
consistent eld (SCF) calculations were converged until the energy difference was
less than 10−5 eV between the nal two iterations. The geometry optimisation was
converged until the force applied on each atom was less than 0.03 eV Å−1.

The special quasi-random structure35 (SQS) approach was employed using the
mcsqs code36 in Alloy Theoretic Automated Toolkit (ATAT)37 to distribute the
seven metal species, V, Nb, Mo, Ta, W, Ti, and Al in VNbMoTaWTiAl0.5 (BCC) HEA
models, matching pair correlations (∼0) up to the third-nearest-neighbour shell.
The C or N atom was doped into both tetrahedral and octahedral sites in the HEA
crystal model, forming the HEA + C and HEA + N models. Aer doping and
geometry optimisation, the composition of the 1NN shell of each dopant in the
HEA + C or HEA + N model was identied using the ChemEnv package38 imple-
mented in Pymatgen (Python Materials Genomics).39

The six types of microstructure-based descriptors are described in detailed
below. The composition of the 1NN shell around the dopant identied by
This journal is © The Royal Society of Chemistry 2025 Faraday Discuss.
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ChemEnv completely matches the composition of the 1st to 6th nearest atoms
near each octahedral site in this study. The composition of the second- or third-
nearest-neighbour (2NN or 3NN, respectively) shell was collected from the 7th to
14th or 15th to 22nd neighbour atoms around the dopant, respectively, as illus-
trated in Fig. 1(a). The geometry distortion of the octahedron surrounding the
dopant at the octahedral site was quantied by the OctaDist parameters z, D, S
and Q, which refer to the distance, tilting, angle and torsional distortion,25

illustrated in Fig. 1(b). The higher OctaDist parameters, the larger degree of
distortion of the octahedron. The Voronoi volume (VVoronoi) representing the local
atomic volume of the C or N dopant is illustrated in Fig. 1(c). The volume change
of the unit cell aer C or N doping (DVcell) was calculated. VVoronoi and DVcell are
regarded as the volume descriptors.

The seven types of electronic-structure-based descriptors are described in
detailed below. To quantify the electronic-structure properties of the local envi-
ronment around each dopant site, we removed the C or N dopant from each
geometry-optimised HEA + C or HEA + N model and calculated the local potential
(LP), electrostatic potential (EP), charge density (CHG), and electron-localisation
function (ELF) at the vacant dopant site. The LP includes the ionic, Hartree, and
exchange–correlation potentials at the vacant site, while the electrostatic poten-
tial (EP) only includes the ionic and Hartree potentials. The d-band center (3d)40,41

of the 1NN shell for each dopant site was calculated. When calculating 3d, G-
centred Monkhorst–Pack meshes of 6 × 6 × 6 and Gaussian smearing with 0.2 eV
width were applied. Eqn (1) shows the 3d calculation.

3d ¼
ÐN
�N ErdðEÞdEÐN
�N rdðEÞdE

(1)

E and rd(E) are the electronic energy and projected density of state (PDOS) of the
d-band of atoms in the 1NN shell of the vacant dopant site. The mean electro-
negativity (EN) on the Pauling scale42 of atoms in the 1NN shell around the dopant
atom was calculated. A Bader charge analysis43–46 was performed to describe the
Fig. 1 (a) The illustration of the first-, second-, and third-nearest-neighbor (1NN, 2NN,
and 3NN) shells surrounding an octahedral site in a body-centered-cubic (BCC) lattice. (b)
The illustration and definition of OctaDist parameters25 z, D, S, and Q, which describe the
distance, tilting, angle, and torsional distortion; and (c) the illustration of the Voronoi
volume.

Faraday Discuss. This journal is © The Royal Society of Chemistry 2025
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number of electrons gained by the C or N dopant atom. The C or N doping energy
(DEC or DEN) is dened by eqn (2).

DEC/N = E(HEA + C/N) − E(HEA) − E(C/N) (2)

E(HEA + C/N) and E(HEA) represent the DFT-calculated electronic energy of the C-
or N-doped and pristine HEA models. E(C/N) is the electronic energy of the
ground-state C per atom in graphite or N per atom of the nitrogen molecule,
respectively. More negative DEC or DEN values refer to a more energetically stable
C- or N-doped HEA.

2.2. Monte Carlo (MC) simulations

Monte Carlo (MC) simulations with the Metropolis algorithm47 were performed to
verify the short-range order (SRO) in the HEA crystal model. The initial structure in
theMC simulationswas generated by the SQS approach. For eachMC step, two atoms
of different elements were randomly sampled and swapped, and then the geometry
optimisation was performed and the energy of the next-step HEA models recalcu-
lated. If the energy of the next-step HEA crystal model is lower than the previous MC
step, this swap will be accepted; If the energy of the next-step HEA crystal model is
higher than the previous MC step, the probability of acceptance will follow eqn (3).

p ¼ exp

�
� Eiþ1 � Ei

kBT

�
(3)

Ei and Ei+1 represent the energy of the HEA model before and aer the atomic
swap, respectively. kB and T are the Boltzmann constant and temperature. The
temperature in the Metropolis algorithm was set to 500 K, because the SRO of
each element pair in the V–Nb–Mo–Ta–W–Ti (BCC) system demonstrates a stable
upward or downward trend when the temperature is above 500 K, based on the
previous work.48 In this study, Ei and Ei+1 were calculated using DFT or a machine
learning interatomic potential (MLIP).

2.3. Machine learning interatomic potential (MLIP)

To accelerate the MC simulations, we ne-tuned the MACE-MPA-0 MLIP using the
MACE package.49,50 The dataset used to ne-tune the MLIP comprised 1080
distinct 39-atom HEA structures generated by DFT-based MC simulations,
including both accepted and rejected structures. These structures were divided 8 :
1 : 1 into training, validation and test datasets, i.e., 864, 108, and 108 structures,
respectively. By extracting each conguration during geometry optimisation of
the HEA structures, the training, validation and test datasets contained in total 29
930, 3772, and 3625 congurations. Training was carried out with 100 epochs and
batches of 10 congurations. To evaluate the performance of the ne-tunedMLIP,
the coefficient of determination (R2) and root-mean-square error (RMSE) were
used to describe the precision of the MLIP, as shown in eqn (4) and (5).

R2 ¼ 1�

PN
j¼1

�
Ej � Êj

�2

PN
j¼1

�
Ej � E

�2
(4)
This journal is © The Royal Society of Chemistry 2025 Faraday Discuss.
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RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
j¼1

�
Ej � Êj

�2

vuut (5)

Here, Ej and Êj are the DFT-calculated and MLIP-predicted energy of the jth-
conguration, respectively. N is the total number of congurations in the data-
sets. The R2 value is a measure of the fraction of energy variance explained by the
MLIP, ranging from 0 (no predictive capability) to 1 (perfect agreement). Thus, an
R2 value approaching 1 indicates that the MLIP reproduces nearly all DFT-
calculated energy variations. The RMSE quanties the average discrepancy
between the MLIP-predicted and DFT-calculated electronic energies; lower RMSE
values indicate more accurate energy predictions by the MLIP.
2.4. Characterization of short-range order (SRO)

To quantify the short-range order in the HEA crystal model, Warren–Cowley
parameters (WCP)20,51 in the 1NN shell around the dopants were employed, as
shown in eqn (6).

WCP ¼ 1� Nij

Nxj

(6)

Nij denotes the average number of neighboring j-element atoms in the 1NN shell
around the i-element atoms, and N is the total number of atoms in the 1NN
around the i-element atoms. xj is the molar ratio of element j in the unit cell. The
zero WCP represents the situation where the distribution of elements i and j is
completely random, i.e., no short-range order between elements i and j is present.
A positive WCP indicates that elements i and j repel each other, while a negative
WCP indicates that elements i and j prefer to bond together.
2.5. Correlation between a single descriptor and doping energy

To analyse the correlation between a single descriptor and the doping energy, the
Pearson correlation coefficient (PCC) was used, as shown in eqn (7).

PCC ¼ CovðX ;Y Þ
sXsY

(7)

Cov(X,Y) is the covariance between variables X and Y, and sX and sY are their
standard deviations, respectively. The PCC quanties the linear correlation
between two variables, ranging from−1 to 1. In this study, X and Y represent both
descriptors or doping energy at each dopant site. A PCC near 1 or −1 indicates
a nearly perfect positive or negative linear correlation, whereas PCC close to
0 means low or no linear correlation.
2.6. Correlation between multiple descriptors and doping energy using linear
regression models

Multiple linear regression models were employed to correlate DEC or DEN with
different combinations of microstructure-based and electronic-structure-based
descriptors, as shown in eqn (8).
Faraday Discuss. This journal is © The Royal Society of Chemistry 2025
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Linear-regression-model-predicted DEC/N = b0 + b1X1 + b2X2 + . (8)

Here, X1, X2,. are the descriptors and bi is the tting coefficient in the regression
model. To simultaneously account for all kinds of metals within the 1NN, 2NN, or
3NN shell around the dopant, the composition of the 1NN, 2NN and 3NN shells
are considered as three descriptors and are denoted as 1NN, 2NN and 3NN
descriptors. When the 1NN, 2NN or 3NN descriptor is considered in the linear

regression model, biXi in eqn (8) is modied to
PN
M¼1

bi;MnM. nM is the number of

atoms of element M in the 1NN, 2NN or 3NN shell around the dopant, respec-
tively. bi,M is the regression coefficient of element M, and N is the total number of
metal elements in the 1NN, 2NN or 3NN shell around the dopant. Note that for the
last considered element, Al, the number of Al atoms in the 1NN, 2NN, or 3NN
shell around the dopant was not included in the linear regression model to
prevent multicollinearity.

The predictive performance of the DEC or DEN regression models with a single
descriptor or multiple descriptors combination was evaluated using the leave-
one-out cross-validation (LOOCV) approach. The coefficient of determination
(Q2) based on LOOCV and cross-validation score (CV score) based on the LOOCV
approach are dened in eqn (9)52 and (10).53

Q2 ¼ 1�
PN
i¼1

�
DEi � DÊi;N�1

�2

PN
i¼1

�
DEi � DE

�2
(9)

CV score ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼1

�
DEi � DÊi;N�1

�2

vuut (10)

Here, DÊi,N−1 represents the linear-regression-model-predicted doping energy of
the ith dopant site obtained by tting descriptor(s) from all dopant sites except
the ith site. DEi is the DFT-calculated doping energy at the ith dopant site. The
LOOCV approach evaluates the predictive performance of the regression models
for the unobserved local environment in a HEA. The statistical meanings of Q2

and the CV score are similar to those of R2 and RMSE shown in eqn (4) and (5),
respectively. Q2 and the CV score signify the correlation between doping energy
and a single or multiple local-environment descriptor(s).
3. Results and discussion
3.1. HEA modelling

To discuss how the local environment of each dopant inuences the stability of the
C- or N-doped refractory HEA, the 39-atom VNbMoTaWTiAl0.5 (HEA) body-centered-
cubic (BCC) model was rst constructed, as depicted in Fig. S1(a). The preference of
C or N for stable tetrahedral (Th) or octahedral (Oh) sites in the HEA model was
investigated. C or N atoms were placed in all Oh and Th sites, 117 and 237 sites in
total, respectively, for geometry optimisation, as shown in Fig. S1(b) and (c). Aer
the geometry optimisation, C or N atoms at all the Th sites migrated to the Oh sites,
and C or N atoms at all the Oh sites remained at the same sites, indicating that the
This journal is © The Royal Society of Chemistry 2025 Faraday Discuss.
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C and N dopants were more stable in the Oh sites than in the Th sites, which is
consistent with previous studies.18,20,54 Thus, in this study, we only considered Oh
sites for all the C- or N-doped HEA models in the subsequent sections.

To establish a HEA supercell that is large enough to consider the appropriate
short-range order (SRO), the Metropolis Monte-Carlo (MC) simulations were
performed for HEA supercells containing various numbers of atoms, from 39 to
208. The MC simulations were accelerated by the machine-learning interatomic
potential (MLIP) ne-tuned from the MACE-MPA-0 foundation model. The 39-
atom HEA model was simulated by an MC simulation rst, collecting each
accepted or rejected MC step to build the training (864 structures), validation
(108), and test (108) datasets to ne-tune the MLIP. The energy trajectory of this
MC simulation for the 39-atom HEA model is shown in Fig. S2. Fig. S3–S5 show
that both positive and negative Warren–Cowley parameters (WCP) of each
element pair in the rst-nearest-neighbour (1NN) shell were included in the
datasets; this WCP distribution indicates that we considered both scenarios of
different elements staying apart and close, respectively, showing the generaliza-
tion and representativeness of the datasets applied to ne-tune the MLIP. Fig. 2(a)
compares DFT-calculated and MLIP-predicted energies. The R2 values between
the DFT-calculated and MLIP-predicted energies in the training, validation and
test datasets are 0.991, 0.989 and 0.991, respectively; the RMSE values between the
DFT-calculated and MLIP-predicted energies in the training, validation and test
datasets are 1.23, 1.42, and 1.14 meV per atom, respectively. These R2 and RMSE
Fig. 2 (a) Parity plot comparing DFT-calculated energies of the 39-atom HEA supercell
with those predicted by the fine-tuned MLIP for the training, validation, and test datasets.
(b) Energy trajectory of the MC simulation in the 156-atom HEA model. The insets show
the optimised structure (left) generated by the SQS approach (first step) and optimised
structure (right) of the lowest-energy step in the MC simulations. (c) Warren–Cowley
parameters (WCP) of the 1NN shell for all element pairs at the first step in the MC simu-
lation. (d) WCP at the lowest-energy step in the MC simulation.

Faraday Discuss. This journal is © The Royal Society of Chemistry 2025

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5fd00107b


Paper Faraday Discussions
O

pe
n 

A
cc

es
s 

A
rt

ic
le

. P
ub

lis
he

d 
on

 2
7 

A
ug

us
t 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

/1
3/

20
26

 1
0:

51
:3

8 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
values indicate that the ne-tuned MLIP attains DFT-level accuracy, demon-
strating that the MLIP-predicted energy is precise enough for the MC simulations.

To determine the number of atoms required to consider the appropriate SRO
in the HEA model, larger HEA supercells were constructed and simulated using
MC simulations with an MLIP, as shown in Fig. S6. WCP of all element pairs
within the 1NN shell were collected from the lowest-energy HEA supercells
sampled by MC simulations. Fig. S7 illustrates WCP of all element pairs versus
HEA supercell size, demonstrating the essentially stable WCP of all element pairs
in the 156-atom HEA supercell. This result indicates that the 156-atom HEA
crystal model is large enough to consider the appropriate SRO. The energy
trajectory and the 156-atom HEA models at the rst and lowest-energy MC steps
are shown in Fig. 2(b). Their corresponding 2-dimensional heatmaps of WCP are
shown in Fig. 2(c) and (d). Fig. 2(c) shows that all WCP of the rst MC step in the
HEA model (generated by the SQS approach) are close to 0, indicating a random
distribution without exhibiting the features of SRO. Fig. 2(d) shows that the WCP
of the lowest-energy MC step in the HEA range from −3.5 to 1, implying the
existence of SRO. For example, the WCP of Mo–Ta and V–W element pairs are
−1.07 and −0.523, respectively, in the lowest-energy 156-atom HEA model, con-
rming a strong tendency for these element pairs to be present in the HEA,
consistent with the previous study55 (−1.09 for Mo–Ta and −0.36 for V–W) that
reported on the VNbMoTaWHEA, validating the SRO feature in the 156-atomHEA
model employed in this study.

To validate the SRO in the 156-atom HEA supercell, we compared WCP of each
element pair in the 1NN shell and the formation enthalpies (DHf) of the corre-
sponding ordered binary-element compounds from the literature,56 as shown in
Fig. 3. For all element pairs that do not associate with Al, the WCP vary linearly
with DHf. The more negative the DHf value of the binary compound, the lower the
WCP between the corresponding element pairs. These results show that the SRO
related to the V, Nb, Mo, Ta, W and Ti element pairs in the HEA model are largely
dependent on binary formation enthalpy. Element pairs containing Al (Ti–Al, V–
Al, Nb–Al, Mo–Al, Ta–Al, W–Al, and Al–Al) also show positive correlation between
DHf and the WCP. Al (FCC) and Ti (HCP) form the most favorable compound
(DHf = −428 meV per atom; WCP = −3.47) and both exhibit close-packed crystal
structures. Thus Ti is the most preferred neighbor for Al despite their atomic
radius discrepancy, as listed in Table S1. Turning to the other element pairs (V–Al,
Nb–Al, and Ta–Al), these have relatively more negativeDHf values (∼−300meV per
atom), compared to DHf for Mo–Al, W–Al (∼−160 meV per atom), and Al–Al (0
meV per atom); the WCP of V–Al, Nb–Al (∼0.3), and Ta–Al pairs (∼0.5) are also
lower than the WCP of Mo–Al, W–Al, and Al–Al (∼1).

In short, our MC simulations suggested that the 156-atom VNbMoTaWTiAl0.5
(BCC) HEA exhibits appropriate SRO, further conrmed by the correlation
between the formation enthalpy of the binary-element compounds and the WCP
of the corresponding element pair. Therefore, the lowest-energy 156-atom HEA
crystal model was employed in the subsequent sections.
3.2. Correlation between a single descriptor and doping energy

To clarify the inuence of the local environment surrounding the C or N dopant
on the stability of the C- or N-doped HEA, many different local-environment
This journal is © The Royal Society of Chemistry 2025 Faraday Discuss.
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Fig. 3 The formation enthalpy of binary ground-state and ordered compounds from the
literature56 versus the Warren–Cowley parameters (WCP) from the 1NN shell of corre-
sponding element pairs.
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microstructure-based descriptors and electronic-structure-based descriptors were
calculated using DFT. The microstructure-based descriptors include composi-
tions in the 1NN, 2NN and 3NN shells around the dopant, i.e., the number of
metal atoms in the 1NN, 2NN and 3NN shells around the dopant, denoted as
MnNN (M= V, Nb, Mo, Ta, W, Ti and Al; n= 1, 2 and 3); the OctaDist parameters z,
D, S and Q; two volume descriptors, the Voronoi volume (VVoronoi) of each dopant
atom and the volume change of the HEA supercell (DVcell) aer doping. On the
other hand, the electronic-structure-based descriptors include the local potential
(LP), electrostatic potential (EP), charge density (CHG), electron localization
function (ELF), d-band center (3d), mean electronegativity (EN) of the 1NN shell
around the dopant, and the Bader charge of the C or N dopant. The C or N doping
energies (DEC or DEN) were employed to describe the stability of the C- or N-doped
HEA; the more negative the DEC or DEN values, the higher the stability of the C- or
N-doped HEA.

Fig. 4, 5 and S8–S12 illustrate the Pearson correlation coefficient (PCC)
between every descriptor and DEC or DEN. The larger the absolute value of the
PCC, the better the descriptor at judging the stability of the C- or N-doped HEA
(DEC or DEN). Among all descriptors, the PCCs between DEC or DEN and EP, CHG
and ELF exhibit the most negative values, indicating that they are the best
descriptors to predict the HEA stability aer doping, compared to all
microstructure-based descriptors. However, some descriptors might depend on
each other, for example, the composition of the 1NN will be affected by the
composition of the 2NN and 3NN descriptors; the number of different metal
atoms around the dopant in the nNN (n = 1, 2 and 3) shells will also affect each
other. The inadequacy of the PCC is that the dependency between different
descriptors is omitted, which might lead to unfair judgement of the quality of
descriptors. In addition, the PCC cannot consider the combined effects of
multiple descriptors.
Faraday Discuss. This journal is © The Royal Society of Chemistry 2025
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Fig. 4 The Pearson correlation coefficient (PCC) between all descriptors except the 2NN
and 3NN composition around the dopant C and the carbon doping energy (DEC).
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Although the PCC is not perfect at determining the best descriptor, similar to
the correlation between DHf and WCP of metal pairs, the PCC between the
number of metal atoms in the 1NN shell around the dopant could be relevant to
the metal–C or metal–N enthalpy of mixing, obtained from the literature,57 as
shown in Fig. 6. Metals with more negative values for the metal–C or metal–N
enthalpy of mixing indicate stronger metal–C or metal–N bonds, leading to more
negative DEC or DEN values. Thus the PCC could be still useful to understand the
stable design of doping surrounding metal elements.

3.3. Quantication of correlation between multiple descriptors and doping
energy

To further understand and quantify how the local environment inuences the
stability of the C- and N-doped HEA at different doping sites, we combined
different local-environment descriptors and correlated them with DEC or DEN. In
the linear regression model, adding highly linear dependent descriptors does not
improve much the accuracy of the DEC or DEN regression models. In contrast,
adding highly linear independent descriptors might improve the accuracy in
predicting DEC or DEN. Thus, these linear regression models could be an appro-
priate tool to distinguish the contribution of the descriptors to the doping energy
and their dependence. For example, the previous studies showed linear regres-
sion models that successfully predicted adsorption10,58 or interstitial doping
energies19,59 using the composition of the 1NN–3NN shells around the adsorbate
or dopant. The linear-regression model applied in this study is shown in eqn (8).
This journal is © The Royal Society of Chemistry 2025 Faraday Discuss.
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Fig. 5 The Pearson correlation coefficient (PCC) between all descriptors except the 2NN
and 3NN composition around the dopant N and the nitrogen doping energy (DEN).
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Fig. 7 shows the coefficient of determination (Q2) of the linear regression
models versus different numbers of descriptors, demonstrating that the compo-
sition of the 1NN shell around the C or N dopant exhibits the highest Q2 (0.51 or
0.61). Fig. S8 depicts the CV score of linear models versus different numbers of
descriptors, revealing that the composition of the 1NN shell around the C or N
dopant exhibits the lowest CV score (0.404 or 0.344). The parity plots in Fig. S13(a)
Fig. 6 Metal–C or metal–N enthalpy of mixing values from the literature57 plotted against:
(a) the Pearson correlation coefficient (PCC) between the carbon doping energy, DEC, and
the number of metal atoms in the 1NN shell of the dopant (M1NN); and (b) the PCC between
the nitrogen doping energy, DEN, and M1NN.

Faraday Discuss. This journal is © The Royal Society of Chemistry 2025
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Fig. 7 The coefficient of determination (Q2) plot against the number of descriptors used in
the linear regression model to predict (a) DEC or (b) DEN. The combinations of descriptors
related to the 1NN, volume, EP, CHG, and ELF descriptors are labelled. The highest Q2

values are coloured in blue.

Paper Faraday Discussions
O

pe
n 

A
cc

es
s 

A
rt

ic
le

. P
ub

lis
he

d 
on

 2
7 

A
ug

us
t 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

/1
3/

20
26

 1
0:

51
:3

8 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
and(b) compare the DFT-calculated and linear-regression-model-predicted DEC or
DEN results when only considering the 1NN descriptor. When only considering
a single descriptor, both Q2 and the CV score demonstrate that 1NN is the best
descriptor to correlate the stability of the C- or N-doped HEA, stemming from the
bonding energies of the sum of all metal–C or metal–N bonds in the 1NN shell.
The contribution of the composition in the 1NN shell around the dopant to DEN is
larger than that to DEC due to the more negative enthalpy of mixing values
between the metals and N, compared to those between the metals and C, as
shown in Fig. 6.

By adding volume-based descriptors, VVoronoi or DVcell, into the DEC or DEN
regression models with the 1NN descriptor, the Q2 value from the linear regres-
sion model for the C- and N- doped HEA rise to 0.72 from 0.51, and to 0.76 from
0.61, respectively, demonstrating an enhancement of 21 or 15% explained vari-
ance for the DEC or DEN regression models, respectively. The CV score also
decreases from 0.40 to 0.30 eV for the DEC regression mode, and from 0.34 to
0.27 eV for the DEN regression model, respectively, as shown in Fig. S12. The
parity plots in Fig. S13(c) and (d) compare the DFT-calculated and linear-
regression-model-predicted DEC or DEN results when considering both the 1NN
and volume descriptors. These Q2 and CV score outcomes suggest that the
correlation between the descriptors and the C- or N-doped HEA stability is
signicantly enhanced by using the binary descriptor (1NN + volume).

When examining the Q2 results of the DEC regression models with only volume
descriptors, their values are small with values of only −0.001, 0.026 and 0.023,
respectively for VVoronoi, DVcell, and the combination of VVoronoi and DVcell. As for
DEN, Q

2 is 0.177 obtained from the DVcell descriptor. These volume descriptors
show poor correlation in predicting the stability of both the C- and N-doped HEAs.
However, when adding both the VVoronoi and DVcell descriptors into the DEC
regression model with the 1NN descriptor, surprisingly, the Q2 value increases
from 0.51 to 0.72, exhibiting the best binary descriptor combination. Similarly,
when adding the DVcell descriptor into the DEN regression model with the 1NN
descriptor, the Q2 value surprisingly increases from 0.61 to 0.76, also exhibiting
This journal is © The Royal Society of Chemistry 2025 Faraday Discuss.
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the best binary descriptor combination. These results imply that judging the
stability prediction performance of a single descriptor without considering linear
regression models does not provide an objective basis for identifying the best
linear combination of descriptors. In this case, combining the best 1NN
descriptor and the poor volume descriptor shows the best combined prediction
performance. These outcomes stress the importance of linear combination of the
independent predictive capability of different descriptors – not only considering
the best 1NN descriptor but also not omitting the poor performance of a single
descriptor.

Turning to correlating the electronic-structure-based descriptors, EP, CHG and
ELF, the Q2 values of the DEC and DEN regression models are 0.39, 0.45 and 0.21,
respectively. Considering binary descriptors, aer adding EP, CHG, or ELF
descriptors into the DEC regression model with the 1NN descriptor, the Q2 value
increases to 0.64, 0.57 and 0.62, which are still lower than the Q2 value (0.72)
obtained from the 1NN and volume (1NN + VVoronoi + DVcell) descriptors. Similarly,
for DEN, the Q2 value (0.76) obtained using the combination of the 1NN plus
volume (1NN + DVcell) descriptors exhibits better correlation compared to the 1NN
plus EP, CHG, or ELF descriptors (0.75, 0.64 or 0.69, respectively). Thus, for the
following ternary descriptor combinations, electronic-structure descriptors will
only be added into the DEC or DEN regression models with the 1NN plus volume
descriptors.

Considering the 1NN + volume + EP, 1NN + volume + CHG, and 1NN +
volume + ELF descriptors in theDEC regressionmodels, theirQ2 values increase to
0.75, 0.73 and 0.73, respectively, showing a slight enhancement of ∼0.02 for Q2

compared to the binary descriptor (1NN + volume). Similarly, for DEN, the Q2

values (0.80, 0.79 or 0.79) for the combination of the 1NN and volume plus EP,
CHG, or ELF descriptors exhibit an enhancement of∼0.04 compared to Q2 for the
binary descriptor. For both the DEC and DEN regression models, adding the third
descriptor, EP, into the regression models with the 1NN plus volume descriptors
exhibits the best correlation with doping energy compared to CHG and ELF. The
b tting coefficients of EP in the DEC and DEN regression models are −1.799 and
−1.894, respectively, as listed in Tables S2 and S3, indicating that the more
positive the EP value, the more negative the DEC or DEN value. A more positive EP
at a vacant doping site signies that the potential energy of an electron at that site
is more positive, leading to unstable electrons nearby, which will be stabilized by
C or N dopants with the formation of metal–C or metal–N bonds.

When using descriptors beyond the ternary level for the DEC or DEN regression
models, the Q2 values of these regression models will eventually reach an upper
limit of 0.82 or 0.90, respectively, with only slightly enhancements of 0.07 and
0.10 in Q2 compared to a ternary descriptor. To avoid complexity and identify the
root cause in stabilizing the C- and N-doped HEA, we limited our descriptor
optimisation to ternary combinations in this study. To sum up, the best ternary
descriptor in both the DEC and DEN regression models is the 1NN + volume + EP
descriptor, though a poor single volume descriptor is observed.

4. Conclusions

In this study, we have employed mainly density functional theory calculations,
combined with Monte Carlo simulations and a machine-learning interatomic
Faraday Discuss. This journal is © The Royal Society of Chemistry 2025
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potential to identify the optimal combination of microstructure- and electronic-
structure-based local-environment descriptors in linear regression models to
predict the stability of the C- or N-doped VNbMoTaWTiAl0.5 (BCC) HEA.

TheWarren–Cowley parameters (WCP) of different binary elemental pairs were
applied to verify the stable short-range order in this HEA model with 156 atoms.
The six types of microstructure-based descriptor include the composition of the
rst-, second-, and third-nearest neighbour shells (1NN, 2NN and 3NN), OctaDist
distortion parameters (z, D, S and Q) and two volume descriptors, Voronoi
volume (VVoronoi) of the dopant, and the volume change of the unit cell aer
doping (DVcell). The associated seven types of electronic-structure-based
descriptor are the local potential (LP), the electrostatic potential (EP), the
charge density (CHG), the electron localization function (ELF) at the vacant
doping site, the d-band center (3d), the mean electronegativity (EN) of the 1NN
shell around the dopant, and the Bader charge of the C or N dopant. Pearson
correlation coefficients (PCC) were employed to judge the correlation between
a single descriptor and the C- or N doping energy, DEC or DEN.

The best descriptor to correlate the doping energy (indication of HEA stability)
using a single descriptor is 1NN, with coefficient of determination (Q2) values of
∼51 and ∼61% obtained using the LOOCV (leave-one-out cross-validation)
approach for C or N doping, respectively. In contrast, for the single volume
descriptor, the Q2 value is ∼0% for both the DEC and DEN regression models,
indicating poor correlation between the volume descriptor and the doping energy.
Nevertheless, aer adding the volume descriptor into the linear regression model
with the 1NN descriptor, Q2 increases to 72 and 76% for C and N doping,
respectively (approaching their Q2 upper limits of 80 and 90%, respectively).
Furthermore, aer adding the third descriptor, electronic-structure-based EP, Q2

further improves to 75 and 80% for C and N doping, respectively, exhibiting the
best ternary descriptors correlation. This study constructs a workow on a doped
HEA system from modeling (special quasirandom structures, machine learning
interatomic potential and Monte Carlo simulations) to stability verication (DFT
calculations and linear regression models). We quantitatively combined and
compared the independent contributions of different types of local-environment
descriptors to the stability of the C- or N-doped HEA, demonstrating the impor-
tance of considering both key microstructure-based and electronic-structure-
based local-environment descriptors using linear regression models to achieve
more accurate correlation of dopant stability in the HEA. We hope that these
combined approaches could be further applied to other materials systems,
research elds and applications.
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