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Unraveling membrane electrode assembly design
for electrochemical conversion of carbon dioxide
to formate/formic acid

Puvikkarasan Jayapragasam, a Jacob A. Wrubel, *a Paige Nicole Brimley, b

Fry Intia,a Leiming Hu a and Kenneth C. Neyerlin a

This work presents a one-dimensional continuum modeling approach to investigate various cell

architectures used for electrochemical conversion of CO2 to formate/formic acid. Ion transport is

simulated by a system of generalized modified Poisson–Nernst–Planck (GMPNP) equations that reflect

the reactive transport phenomena including steric effects as the electrolyte solutions become concen-

trated. In the cathode catalyst layer, ionic current contributions from both the supporting electrolyte and

solid-state ionomer are considered. Voltage and CO2 utilization breakdowns are utilized to deconvolute

the impacts of the cell architecture. The origins of (bi)carbonate formation in the cathode are explored,

as the subsequent decrease in CO2 availability is a key reason for low faradaic efficiencies to formate/

formic acid. In addition, the role of a supporting electrolyte (KOH) is investigated to understand its

tradeoffs: while the K+ ions can improve both conductivity and electrochemically active surface area in

the cathode, the presence of OH� ions raises the pH and leads to deleterious formation of

(bi)carbonates. To this end, we also present parametric studies on the concentration and flow rate of

supplied KOH to the cell, to establish a path towards eliminating the need for a supporting electrolyte.

Broader context
Electrochemical CO2 conversion is a promising electrified pathway for upgrading CO2 to useful carbon-based chemicals and fuels. Specifically, formic acid is a
C1 intermediate that is valuable as a precursor feedstock in biological conversion systems. However, the electrochemical CO2 reduction reaction produces the
formate ion, not formic acid. While the acidification of formate salts can be performed downstream of the reactor, it is more efficient to directly produce and
recover formic acid in the same device. In this work, we develop an improved modeling framework and use it to analyze zero-gap CO2 electrolyzer architectures
for their ability to produce recoverable formic acid.

1. Introduction

Electrochemical conversion of CO2 can be used to create
value-added chemicals/fuels such as carbon monoxide,1–3

methane,1,2 ethylene,2 formate/formic acid,4–8 and other
multi-carbon products.9–11 This electron to molecule conver-
sion technology represents a stable vector for achieving carbon-
based fuels and commodities. CO2 conversion to formate/
formic acid has extensive industrial applications including
chemical production, cleaning, textiles, and more, which
require more than 800 000 metric tons yearly.12–14 Additionally,

formic acid could be suitable for automobile2,15 and
fuel cell16–18 applications due to its hydrogen content
(4.53 wt%).19 Other advantages of formic acid include its non-
toxic nature, biodegradability, and simplified storage and
distribution.20 Perhaps most importantly, formic acid (specifi-
cally the acid, not the ion/salt form) is a viable precursor to fatty
acids in biological conversion systems.21–24 In turn, these fatty
acids can be upgraded to sustainable aviation fuel or be used
in diesel blendstocks. Electrochemical conversion of CO2

into formate/formic acid is economical,25,26 reducing produc-
tion cost by as much as 75% compared to traditional
approaches.23 Electrochemical conversion of CO2 to formate
is a two-electron transfer reaction enabling simplified electro-
chemical cell design and higher CO2 conversion rates com-
pared to C2+ products that require more complex C–C coupling
and multi-electron transfer processes.27–29 This work explores
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the effect of electrochemical cell architectures on CO2 conver-
sion to formate with the aim of maximizing faradaic efficiency
(FE), single pass CO2 conversion, and formic acid capture.

Numerous studies have been performed to better under-
stand various CO2 electrolyzer cell architectures, generally
aiming to enhance CO2 conversion and cell performance. Of
the available electrochemical cell architectures, membrane
electrode assembly (MEA) cells are popular due to their elec-
trical performance and scalability, especially compared to
(liquid) H-cell configurations.30–32 Various components of
MEA cells have been investigated to observe their effect on cell
performance. For instance, cathode catalyst materials have
been engineered to have high selectivity towards carbon pro-
ducts (CO and formate/formic acid) while suppressing the
hydrogen evolution reaction (HER).33,34 Similarly, the role of a
supporting electrolyte in the MEA system has been found to
improve CO2 selectivity by improving ionic conductivity in the
cathode domain.35–38 Researchers have identified that KOH can
act as an ionophore to facilitate the ion transport and electro-
chemical conversion processes in the cell.7 This is an important
benefit, as CO2 solubility and availability in the cathode are
critical factors for effective CO2 conversion. Gaseous CO2 has
two competitive pathways towards consumption, conversion at
the catalyst/ionomer interface (two phase boundaries, or
‘‘2PB’’) and the formation of (bi)carbonate ions (dictated by
the pH value in the electrolyte).39 These (bi)carbonate ions then
traverse the cell to the anode side, where they exit or release
CO2 gas without undergoing CO2 conversion to any useful
products. Supporting electrolytes also expand the electroche-
mically active 2PB sites to include catalyst/liquid electrolyte
interfaces, instead of just catalyst/polymer electrolytes.40 In
order to minimize (bi)carbonate formation and encourage
electrochemical CO2 conversion, several studies have explored
methods to refine the cathode microenvironment by tuning
both the catalyst and catalyst layer morphology to enhance CO2

mass transport and increase the active sites of CO2/catalyst.41,42

In the current study, we model several approaches for supply-
ing MEA cell architectures with KOH to observe its effect on
CO2 utilization and the reaction selectivity towards formic acid.

MEA cells also enable the strategic tuning of pH gradients
across the system by varying the type of membranes and
ionomers used. For example, alkaline conditions in the cathode
facilitate the conversion of CO2 to C2+ products by suppressing
the HER.35,36,41,43,44 In addition, alkaline environments feature
higher CO2 solubility. However, acidic conditions are useful for
suppressing carbonate formation and providing protons to
yield formic acid from formate.9,36,45 Various attempts have
been made to tune the cell design to maximize the benefits
from both ends of the pH scale.30,42,46–48 However, due to the
multifunctional nature of CO2 electrolyzer cells, a clear path
forward has not yet been established. For example, an ideal
MEA cell for electrochemical conversion of CO2 to formate/
formic acid should:
� exhibit high faradaic efficiency to formate
� exhibit high single-pass CO2 utilization
� minimize cell voltage

� minimize (bi)carbonate crossover
� facilitate production and removal of highly concentrated

formic acid while limiting product oxidation
� exhibit good durability
These criteria can all be influenced by component design

choices and operating conditions and present a wide-ranging
design space.

While experimental approaches can provide vital informa-
tion about efficient cell operation,4,5,42,49 sweeping through
extensive test matrices is very resource intensive. In addition,
it can be difficult or impossible to directly observe small scale
phenomena like concentration and pH gradients, local ion
exchange, and reaction fronts. The complex interplay and
nonlinearity of physical phenomena in a CO2 electrolyzer cell
(especially in the cathode) can be a hurdle to optimizing the
electrolyzer design. Therefore, multiphysics numerical model-
ing, when closely coupled with experiments, is an extremely
valuable tool to accelerate cell architecture design and system
optimization. In addition, validated numerical models can be
used to perform sensitivity analyses of geometric and morpho-
logical parameters, as well as operation conditions.

Poisson–Nernst–Planck (PNP) equations derived from the
dilute solution theory are commonly used for numerical mod-
eling of electrolyzer cells.30,46,50–54 Although the PNP equations
capture reactive, multi-species ion migration and the ionic
potential distribution in the cell, they fail to capture steric
effects from ion–ion interactions as the electrolyte solutions
increase in strength.55,56 The voltage bias during cell operation
provides a large driving force to uptake additional ions from
available electrolyte reservoirs (e.g., a feed of KOH supporting
electrolyte). Under these conditions, a typical PNP approach
will incorrectly predict ionic strengths several times higher
than the ion exchange coefficient (IEC) of the membrane
system being simulated. To overcome this drawback, several
other modeling approaches have been recommended. For
instance, the generalized modified Poisson–Nernst–Planck
(GMPNP) equations have been used to encompass the steric
effects and ion accumulation in MEA systems.57–60 In addition,
Frumkin corrected Tafel equations along with the size modified
PNP equations (SMPNP) were employed for computing accurate
concentration gradients and potential jumps at the outer
Helmholtz plane.61,62 Marcus–Hush–Chidsey (MHC) theory
has also been used in CO2 conversion models to account
for solvent molecule reorganization during electron transfer
steps.63

This work employs a system of GMPNP equations to accu-
rately model various MEA cell architectures during operation.
Our unique approach also resolves the multiple ionic pathways
in the electrodes: when using a supporting electrolyte, ions in
the electrodes can travel through both the ionomer phase and
electrolyte filled pores.40 Many prior works ignore these parallel
pathways and the additional mechanisms for ion exchange,
which affect the availability of aqueous CO2 at the electroche-
mically active 2PBs (catalyst/ionomer and catalyst/electrolyte).
Additional currents and reactions are accounted for in each ion
conducting domain, leading to a more accurate consideration
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of dissolved CO2 transport and utilization. This increases the
model complexity at the membrane and electrode interfaces, so
a tractable setup and solution approach is discussed in
this work.

2. Methods
2.1. Cell architectures

Fig. 1 shows sketches of three different MEA cell architectures
that were chosen to be investigated in this work based on the

availability of experimental data. Fig. 1a depicts an anion
exchange membrane (AEM) architecture supported by a stain-
less steel (SS) mesh on the anode side. The anode is supplied
with a potassium hydroxide (KOH, 50 ml min�1) supporting
electrolyte, which allows the SS mesh to catalyze the oxygen
evolution reaction (OER). Humidified CO2 is supplied to the
cathode side. The cathode catalyst layer (CCL) is a typical
multiphase porous composite, featuring Bi2O3 as the catalyst
material and an AEM ionomer as the binder. This configuration
is referred to as the AEM-OER cell in this work.

Fig. 1 Schematic representations of (a) AEM-OER, (b) AEM-HOR and (c) forward bias BPM cell architectures studied in this work shown with electrolyte
feed directions and pH variation.
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Fig. 1b depicts a different AEM architecture with composite
(pore/ionomer/catalyst) catalyst layers for both the electrodes.
This architecture is supplied with humidified H2 on the anode
side to perform hydrogen oxidation (HOR) and is referred to as
the AEM-HOR cell. The cathode side of the AEM-HOR cell is
supplied with humidified CO2 and a small amount (2 ml min�1) of
aqueous KOH.

Fig. 1c depicts a bipolar membrane (BPM) cell architecture
under forward bias that features anion exchange and cation
exchange membrane layers (AEL, CEL respectively) sandwiched
between composite catalyst layers for each electrode. This
architecture is referred to as the BPM cell. Like the AEM-HOR
cell, the BPM cell is supplied with humidified hydrogen at the
anode to perform the HOR. Humidified CO2 and a small
amount (2 ml min�1) of aqueous KOH are supplied to the
cathode. The motivation for including this BPM cell architec-
ture is to emphasize the need for a perforated CEL in the BPM
cell5 by analyzing the cell failure mechanism without perfora-
tion. The composition of catalyst layers and other cell archi-
tecture details are detailed in a previous study5 and are also
included in the SI under Section S1 and Table S2. In the SI, the
modeling capabilities were extended to other cell architectures,
such as a CEM-OER cell; a detailed discussion is presented in
Section S2. The CEM-OER cell features a cation-ion exchange
membrane with a liquid electrolyte (KOH) fed to the anode.
This cell is not featured in the main text due to excess salt
precipitation at the cathode flow fields (as shown in Fig. S3).

The cells in Fig. 1 feature several instances of liquid junc-
tions, which arise at the intersections of dissimilar ionic
conductors. For example, the PTL|AEM boundary in Fig. 1a
features a transition from aqueous KOH to the solid AEM
electrolyte, and the CEL|AEM boundary in Fig. 1c features a
transition from the CEL to AEL environment. At these inter-
faces, space charge regions (SCRs) arise due to the balance of
diffusion and migration driving forces. The SCRs, which are

indicated by the ( ) symbol in Fig. 1, feature sharp gradients in

both species concentrations and electrostatic potential due to
the deviation from local electroneutrality.

2.2. Governing equations

The species concentrations and electrolyte potential distribu-
tions in the cell were solved using generalized modified Pois-
son–Nernst–Planck (GMPNP). The GMPNP equations do not
enforce an assumption of electroneutrality everywhere, which
allows for the direct simulation of the SCRs. Electroneutrality is
observed in the bulk of the domains as a consequence of the
Poisson equation. The modeling approach includes the follow-
ing assumptions:

(1) the ionomer and liquid electrolyte are treated as contin-
uous phases in the CCL region to simplify the porous media
homogenization approach

(2) the cathode and anode are assumed to be completely
flooded with a liquid electrolyte

(3) the membrane is considered to be fully hydrated with no
variation in the water content

(4) the morphology/topology of the porous media are
accounted for using a Bruggeman factor to derive effective
diffusivities

(5) dielectric permittivity is considered as constant for the
phases considered in this study

(6) informed by experimental observation, salt formation
and precipitation is ignored for the cell configurations
discussed here.

Conservation of aqueous species is given by eqn (1)45,63,64

@ci
@t
þr Jið Þ ¼ _Ri (1)

where ci is the concentration of species ‘i’ and Ji is the molar
flux, modeled using the modified Nernst–Planck equation:57–60

Ji ¼ �Di rci þ
ciziF

RT
rf� ci

NA

Pn
j¼1

aj
3rcj

1�NA

Pn
j¼1

aj3cj

0
BBB@

1
CCCA

0
BBB@

1
CCCA (2)

where Di is the diffusion coefficient, F is Faraday’s constant, R
is the gas constant, T is the temperature, f is the potential in
the ion-conducting phase, NA is Avogadro’s number, aj is the
hard sphere radius of the ionic species, and zi is the valence.
Eqn (1) and (2) are solved for 8 aqueous species: i = CO2(aq), H+,
OH�, HCO3

�, CO3
2�, HCOO�, HCOOH, and K+. The source

term,
:
Ri, in eqn (1) is comprised of electrochemical and

chemical reactions defined below. In eqn (2), Fickian diffusion
is accounted for by the first term on the right side, the second
term accounts for ion migration under an electric field, and
steric effects in concentrated electrolytes are accounted for by
the third term. Without the steric effect term, eqn (2) reduces to
the conventional Nernst–Planck (NP) equation. A comparison
between the GMPNP and NP results is given in Section S3 in
the SI.

The ionic potential is solved using the Poisson equation for
electrostatics,

�r2fk ¼
F

e
P
i

zici;k (3)

where e is the permittivity and the subscript k refers to the ion
conducting phase. This work features several different ion
conducting phases, including the ionomer (IM) in the catalyst
layers, supporting liquid electrolyte (LE), AEL, and CEL.

The mixture averaged diffusion model was used to govern
the transport of gaseous species in the GDL domains,

Ji ¼ � rgD
eff
i roi þ rgoiD

eff
i

rMn

Mn

� �
(4)

where rg is the total gas density, Deff
i is the effective diffusivity

computed using Maxwell–Stefan diffusivities, oi is the mass
fraction, and Mn is the average molar mass of the mixture.
Eqn (4) is solved for 4 gaseous species: i = CO, H2, H2O and CO2.

2.2.1. Electrochemical reactions. Eqn (5)–(8) and Table 1
list the electrochemical reactions considered at the cathodes
and anodes, respectively, studied in this work. The cathodes are
mixed potential electrodes, where we assume three possible
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reactions: CO2 conversion to CO, CO2 conversion to formate,
and the hydrogen evolution reaction (HER). Both acidic and
alkaline pathways are considered for the HER, so that all pH
ranges can be simulated. The anodes feature the alkaline OER
for the AEM-OER cell and the HOR (both acidic and alkaline
pathways) for the AEM-HOR and BPM cells.

CO2 + H2O + 2e� " CO + 2OH� (5)

CO2 + H2O + 2e� " HCOO� + OH� (6)

2H2O + 2e� " H2 + 2OH� (7)

2H+ + 2e� " H2 (8)

Butler–Volmer equations are used to express the electroche-
mical reaction rates. For CO2 conversion, these are

iHCOO� ¼ i0HCOO� �
cHCOO�

cref

cOH�

cref
� exp 1� aHCOOð Þf ZHCOOð Þ

�

� cCO2

cref
� exp �aHCOOf ZHCOOð Þ

�
(9)

iCO ¼ i0CO

� cOH�

cref

� �
2 � exp 1� aCOð Þf ZCOð Þ � cCO2

cref
� exp �aCOf ZCOð Þ

� �
(10)

where f = F/RT. For the HER and HOR, the Butler–Volmer
expressions are:

iHER;A ¼ i0HER;A �
cH2

cref
� exp 1� aHER;A

� �
f ZHER;A

� ��

� cHþ

cref

� �2

� exp �aHER;Af ZHER;A

� �! (11)

iHER;B ¼ i0HER;B �
cOH�

cref

� �2

� exp 1� aHER;B

� �
f ZHER;B

� � 

� exp �aHER;Bf ZHER;B

� ��
(12)

Eqn (9)–(12) model CO2 conversion to formate, CO2 conver-
sion to CO, HER/HOR (acidic) and HER/HOR (alkaline),

respectively. In the anode of the AEM-OER cell, the OER rate is

iOER ¼ i0OER

� exp 1� aOERð Þf ZOERð Þ � cOH�

cref

� �
2 � exp�aOERf ZOERð Þ

� �
(13)

And in the anode of the AEM-HOR and BPM cell, the formic
acid to CO2 rate is

iCO2
¼ i0CO2

� cHþ

cref

� �2

exp 1�aCO2

� �
f ZCO2

� �
� cHCOOH

cref

� � 

�exp �aCO2
f ZCO2

� �!
(14)

The reference concentration, cref, is taken as 1 M. The
overpotentials in eqn (9)–(14) are of the form Zk = fC/A �
fk � E0

i , where fC/A is the electronic potential in either cathode
or anode, fk is the ionic potential in domain ‘k’ (where k = LE or
IM), and E0

i is the standard equilibrium potential for the
reaction.

2.2.2. Chemical reactions. Several homogenous reactions
are considered to account for the aqueous species interactions,
as listed below. Eqn (15) is the autoionization of water,
eqn (16)–(19) reflect the acid–base equilibria of aqueous CO2,
and eqn (20) is the association/dissociation of formic acid. KOH
is assumed to remain fully dissociated everywhere. The local
pH is directly given by the H+ and/or OH� concentration, which
impacts the formation of (bi)carbonates and hence controls the
utilization of carbon dioxide.

H+ + OH� " H2O (15)

CO2 + OH� " HCO3
� (16)

HCO3
� + OH� " CO3

2� + H2O (17)

HCO3
� + H+ " CO2 + H2O (18)

CO3
2� + H+ " HCO3

� (19)

HCOO� + H+ " HCOOH (20)

The rates of eqn (15), (18), and (20) are affected by the local
electric field strength through the second Wien effect (SWE).
Therefore, their forward rate constants are modified by the
following factor,54,65

rSWE ¼
P1
n¼1

bn�12n�1

n!ðn� 1Þ! (21)

where b = (0.09636 � E)/(erT
2) and er is the relative permittivity

of the electrolyte. The SWE impact is shown in Section S4 of the
SI. It was noted that the cells with hydrogen feed at the anode
have the rSWE factor more than 20 in some locations.

In both electrodes, the rate of phase change of gaseous CO2

to/from aqueous form is modeled using the following rate
expression:

:
RCO2

= kCO2
(HCO2

CO2,g � CO2,aq) (22)

Table 1 Electrochemical reactions at the anode

Anode

2OH� " H2O + 1/2O2 + 2e� (for the AEM-OER cell)
H2 " 2H+ + 2e� (for the AEM-HOR and BPM cells)
H2 + 2OH� " 2H2O + 2e� (for the AEM-HOR and BPM cells)
HCOOH " CO2 + 2H+ + 2e� (for AEM-HOR and BPM cell)
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where kCO2
is a rate constant and the first term in the parenth-

esis represents the equilibrium aqueous CO2 concentration as
given by Henry’s law. The CO2 availability plays a crucial role in
the cell architectures, especially in the AEM-HOR and BPM cells
and the results are explored more in Section S5 of the SI.

2.3. Reaction kinetics between the cathode catalyst ionomer
and the liquid electrolyte

A key innovation in the present work is the incorporation of ion
transfer between the IM and LE in the cathode. The ionic
species in the IM may exchange to and from the LE due to
gradients in the concentration and ionic potential. A schematic
representation of these transfer phenomena is shown in Fig. 2.
Since the ionomer coverage (dark blue region) is not uniform
over the catalyst (pink spheres), some parts of the catalyst
surface are exposed to LE (light blue region) in the pore
domain. Therefore, two different two-phase boundaries are
assumed to be electrochemically active in this work: (i) cata-
lyst|LE (represented by the lime green symbols) and (ii) cata-
lyst|IM (represented by the golden yellow symbols). The black
arrows depict the pathways for ion transfer within the cathode,
including diffusion/migration through the LE, diffusion/migra-
tion through the IM, and exchange between the LE|IM. The
kinetics for ion transfer between the IM and LE is expressed
like a reaction source term,40

Rex = kex � (cIM
i ki � cLE

i ) (23)

where kex is the rate constant, cIM
i and cLE

i are concentrations of
ions in IM and LE, respectively, and ki reflects the potential
gradient between the IM and LE and is expressed as

ki ¼ exp
niF

RT
� fIM � fLE
� �� �

(24)

In eqn (22) and (23), both the concentrations and potential
gradients act as driving forces for the ion exchange. Similar
expressions are included for ion exchange between the

membrane and LE. These three 2D interfaces between the LE,
IM and membrane reflect a complicated series of ion exchange
processes in the cathode electrode, which will be given careful
attention in the following section.

2.3.1. Current balance at two-phase interfaces. To govern
the ion exchange processes in the cathode, global ionic charge
conservation is invoked by stipulating that the ionic current
densities at each interface must sum to the total cell current
density. This is expressed as

itot = imem = iIM + iLE (25)

where itot is the total cell current, imem is the net ionic current
entering the membrane, iIM is the net ionic current entering the
IM phase, and iLE is the net ionic current entering the LE phase.
Fig. 3 shows a schematic of these pathways.

Eqn (25) solves for the unknown proportions of ionic current
entering the IM and LE, not only at the membrane|CCL inter-
face, but throughout the entire CCL as well. This analysis must
be included to incorporate the homogenized effects of the
catalyst layer morphology, such as 2PB surface areas and
tortuosity, into the model.

3. Results and discussion

COMSOL Multiphysicss66 was used for solving the nonlinear
governing eqn (1)–(24) using the general form PDE and trans-
port of concentrated species modules. For the parameter fitting
and validating the model against the experimental data, the
COMSOL model was integrated with Python using the MPh
interface.67 A modified trust-region optimization technique
with complex step differentiation (CSD) is employed for the
parameter approximation and model validation.68,69 A detailed
explanation on the optimization technique and statistical ana-
lyses is given in the SI (Section S17). A mesh independence
study was also performed for the AEM-OER cell to choose the
optimal number of elements, and it was found that more than

Fig. 2 Ion transfer phenomena in the cathode (catalyst, ionomer, and liquid electrolyte).
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500 elements are sufficient to minimize changes in the voltage
and partial current density values (Section S18 in the SI).

3.1. Model validation

Using the Python optimization code, the models for each cell
architecture were validated against experimental measure-
ments of polarization curves and partial current densities.
Fig. 4 gives an overview of these results: Fig. 4a shows the
polarization curves and Fig. 4b–d show the partial currents for
the AEM-OER, AEM-HOR, and BPM cells, respectively. In
Fig. 4a, the AEM-HOR cell exhibited the lowest cell voltages at

low current densities, due to the H2-fed anode which lowers the
equilibrium cell voltage. However, at moderate current densi-
ties (Z0.3 A cm�2), the AEM-OER cell featured the lowest
overall cell voltage. This is because the AEM-OER cell exhibits
a flatter VI curve, which is attributed to the good OER kinetics
and CO2 availability for HCOO� generation at the cathode. In
contrast, the AEM-HOR cell exhibits a steeper VI curve, which is
attributed to decreasing CO2 availability in the cathode as well
as the onset of formic acid oxidation in the anode. More
detailed voltage breakdown analyses will be presented in a later
section. Due to functionality limitation of BPM (which will also
be discussed in the ensuing sections), only one data point was
available for the BPM cell polarization curve.

Fig. 4b shows partial current densities from the AEM-OER
cell, in which we observe good agreement between the model
and experiment. Formate production contributes more than
80% of the total current density at 0.5 A cm�2, with the
remaining current coming from the HER and CO2 conversion
to CO production. The formate partial current linearly increases
with increasing total cell current, with no signs of tapering off.
In contrast, Fig. 4c shows the partial currents for the AEM-HOR
cell, in which the formate partial current reaches a plateau with
increasing cell current as the HER current density increases
monotonically. The plateau in the formate generation rate is
attributed to higher (bi)carbonate formation in the cathode,
which is approximately 3.2 times higher in the AEM-HOR cell

Fig. 3 Flux conditions at the membrane, ionomer and liquid electrolyte
interface.

Fig. 4 Simulated vs. experimental data for various cell architectures including (a) polarization curves and partial current densities for (b) AEM-OER cell
(c), AEM-HOR cell, and (d) forward bias BPM cell. Symbols represent experimental data and solid lines represent simulation results.
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than the AEM-OER cell (shown in Fig. S10). Fig. 4d shows
the partial currents from the BPM cell, for which only one
experimental data point could be obtained before the cell
failed.

The results shown in Fig. 4, including both the polarization
curve and partial current densities, indicate that the model can
replicate experimental data across a wide range of cell archi-
tectures. Moreover, the partial current densities in the anodes
of the AEM-HOR and BPM cells were also validated to get more
accurate kinetic parameters. These validation results are dis-
cussed in the SI under Section S6, Fig. S7. The modeling results
were extended beyond the experimental operating current
density (0.5 A cm�2) for the AEM-OER and AEM-HOR cells. It
was found that the AEM-HOR cell completely switches selectiv-
ity from CO2 reduction to the HER. The results are discussed in
more detail in the SI under Section S7. The adjusted kinetic
parameters for the cathode are given in Table 2 and further
parameters are listed in Table S3 in the SI. The adjusted kinetic
parameters show a strong dependency on local pH as shown in
Fig. S24.

3.2. Concentration profiles

To better understand the transport processes governing the
performance of the CO2 conversion cells, the model can be
used to visualize species concentrations in various compo-
nents. Fig. 5 shows aqueous species concentration profiles at
0.5 A cm�2 as a function of cell location. The thickness of every
component in the cell architectures is different, and the details
are listed in Table S2. The CCL region depicted in these plots
corresponds only to the IM phase. Fig. 5a shows that in the
AEM-OER cell, the formate ion is the dominant anion through-
out most of the MEA, balanced by a high concentration of K+

ions. There is also a significant amount of CO3
2� in the AEM

and CCL. In the PTL (which acts as the anode in this cell
configuration), there are two reaction fronts that reflect the
(bi)carbonate buffering reactions. Near the PTL|AEM interface
(B125–250 mm), CO3

2� coming from the AEM are converted to
HCO3

� as they encounter the moderately alkaline (almost
neutral pH) region of the PTL (see Fig. 7 for the corresponding
pH profiles). Closer to the anode boundary (B0–125 mm), the
KOH from the external feed raises the pH, which causes
HCO3

� to be converted back to CO3
2�. Some of this CO3

2�

leaks into the anode exhaust stream and represents CO2

that is lost to (bi)carbonate crossover with an average flux of

0.01 mol (m2 s)�1 (B0.1 mAeq cm�2) over the operating current
density range.

A large amount of K+ ions permeate the entire MEA, includ-
ing the AEM. The accumulation of K+ in the AEM occurs as the
membrane’s selectivity breaks down due to the generation of
large amounts of anions. In the CCL, the chemical reaction of
CO2 to CO3

2� and electrochemical HCOO� production produce
enough anions to exceed the ion-exchange capacity (IEC) of the
membrane. These anion-producing reactions, as well as the
negative ionic potential gradient from the anode to cathode
(see Fig. S20), all lead to a large amount of K+ in the system. The
upper concentration limit of about 2.5 M in the system arises
due to steric effects at high ionic strengths. These steric effects
are captured by the additional term in the generally modified
Nernst–Planck equation (eqn (2)). The ion transfer between the
IM phase and LE inside in the CCL region is governed by
eqn (23) and (24). Concentration profiles in the LE phase for the
AEM-OER cell are shown in Fig. S8 in the SI.

The concentration profiles for the AEM-HOR cell are shown
in Fig. 5b. Unlike the AEM-OER cell, this architecture featured
an anode catalyst layer with an acidic ionomer binder. In this
architecture, the CO3

2� anion is dominant in the cathode and
membrane domains (250–287 mm) with concentrations reach-
ing close to 0.7 M (similar to Fig. 5a). In addition, the K+

concentration is much lower compared to the AEM-OER cell
due to the lower rates of supporting electrolyte feed at the
cathode. In this cell, the anode catalyst layer (235–250 mm)
maintains acidic conditions, with H+ reaching concentrations
around 0.8 M. This gives rise to a large pH gradient, ranging
from moderately alkaline in the CCL and membrane transiting
to strongly acidic in the ACL (as shown in Fig. 7). The sharp
drop in pH at the ACL|AEM interface results in a large reaction
front where CO3

2� reacts with H+ to evolve CO2 gas in the ACL
domain. This represents another mechanism for CO2 crossover
that is distinct from (bi)carbonate migration.

The FE to HCOO� is slightly lower in the AEM-HOR cell, so
the cathode and membrane domains show lower HCOO�

concentrations (0.64 M) compared to the AEM-OER cell. In
Fig. 5b it can be seen that the incorporation of an acidic anode
that produces H+ from the HOR successfully produces formic
acid at the ACL|AEM interface, following eqn (20). The produc-
tion of formic acid at this interface also leads to a moderate
conversion of CO3

2� to HCO3
� (260–275 mm) as some of the

formic acid dissociates, providing H+, as it back diffuses

Table 2 Estimated kinetic parameters for the cell architectures

Property estimated Unit

Cell configuration

AEM-OER cell AEM-HOR cell BPM cell

Exchange current density: formate I0CO2For

� �
A m�2 0.0289 0.0206 0.0214

Charge transfer coefficient in the ionomer: formate (aCO2For) — 0.378 0.224 0.148

Exchange current density in the ionomer: carbon monoxide I0CO2CO

� �
A m�2 0.1347 0.0883 0.0964

Charge transfer coefficient in the ionomer: carbon monoxide (aCO2CO) — 0.342 0.182 0.140
Exchange current density in the ionomer: basic hydrogen evolution reaction (I0

HER(B)) A m�2 0.0968 0.0714 0.0713
Charge transfer coefficient in the ionomer: basic hydrogen evolution reaction (aHER(B)) — 0.357 0.182 0.124
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towards the CCL. Moreover, some formic acid (FA) oxidizes at
the anode catalyst to generate more CO2 and H+ causing further
depletion of formic acid in the ACL region (235–250 mm). The
amount of FA oxidation ranges from 12 to 77% over the
simulated current density range. The cell design could be
further refined in the future to minimize this loss of formic
acid and instead remove it from the anode as quickly as
possible.

Fig. 5c shows ionic concentration profiles for the BPM cell.
Although the BPM cell is not stable due to gas bubble accumu-
lation and membrane delamination at higher current densities,
the numerical model can still be used to visualize how the cell
would have operated. In general, the trends are similar to the
AEM-HOR cell with few variations. Unlike the AEM-HOR cell, K+

is the dominant cation in the system and reaches up to 1 M in
the cathode region (B355–367 mm) and steadily decreases
toward the CEL|AEL interface (275 mm). CO3

2� and OH� are
the dominant anions in the CCL domain and reach up to
B0.65 M. Like K+, the OH� concentration also steadily
decreases toward the CEL|AEL interface whereas CO3

2�

increases reaching a maximum value of 1.4 M. The main reason
for the elevated OH� concentration in the CCL compared to the

AEM-HOR cell is due to the greater alkaline HER reaction rates,
as shown in Fig. 4d. As a result, a large amount of K+ cations
from the ACL migrate to the AEL and CCL domains to maintain
charge neutrality. At the CEL|AEL interface, CO3

2� ions coming
from the CCL meet the H+ produced in the anode and they
rapidly recombine to form CO2 gas. With no other features or
processes to mitigate this phenomenon, this was likely the
cause of the BPM cell failure.

To further investigate the distribution of CO2 in the system,
aqueous CO2 concentration profiles are shown in Fig. 6 for the
different cell architectures. For the AEM-OER cell, Fig. 6a, the
CO2 concentration is at a maximum in the CCL domain and
tapers to very low values in the anode and AEM due to its
consumption in electrochemical CO2 conversion and HCO3

�/
CO3

2� formation. In contrast, both the AEM-HOR and BPM
cells feature spikes in the aqueous CO2 concentration at the
ACL|AEL and CEL|AEL interfaces, respectively. These spikes are
the result of CO3

2� and H+ recombination (these two cell
architectures both feature acidic anodes). The reason for the
BPM cell failure can be observed from the CO2 concentration
profile at the CEL|AEL interface in Fig. 6c. A significant amount
of gaseous CO2 is generated with nowhere to escape, instead

Fig. 5 Concentration profiles for ions in the AEM-OER cell (a), AEM-HOR cell (b) and BPM cell (c) operated at 0.5 A cm�2.
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building pressure until the BPM delaminated and ruptured.
The phase conversion of aqueous CO2 to gaseous phase for all
cell architectures as a function of current density is discussed
in detail in the SI in Section S10. The study demonstrates that
increasing gas pressure at the interface is the primary reason
for BPM cell failure. The AEM-HOR cell, Fig. 6b, features a
similar phenomenon at the ACL|AEM interface, except that in
this case the CO2 generated was free to escape through
the porous ACL. This is why perforated membrane layers have
been developed for BPM systems to facilitate the release of
excess gas and avoid this problem.5 Although the BPM cell does

successfully produce some formic acid at the CEL|AEL inter-
face, it does not exhibit very high FE to formate in the CCL
domain due to the following reasons, (i) back diffusion of
formic acid (FA) from the CEL|AEL interface and dissociation
of FA into HCOO� and H+ (eqn (20)) in the CCL domain
restricts the forward electrochemical reaction for CO2 conver-
sion into HCOO� (eqn (6) and (9)) due to higher HCOO�

concentration, (ii) the dissociated H+ reacts with OH� to form
H2O (eqn (15)) to favor the forward basic HER reaction (eqn (7))
and eventually making the cell to switch its affinity from CO2

conversion reactions to the HER reaction, and (iii) we also
speculate that back diffusion of FA can restrict the flow rate of
the incoming liquid electrolyte, which reduces the electroche-
mically active sites in the CCL available for CO2 conversion
reactions. Furthermore, the BPM cell also exhibits a high FA
oxidation rate in the ACL, which further decreases the overall
cell efficiency for formic acid generation.

Fig. 7 shows the pH variation in the cathode and membrane
domains for the three cell architectures. The AEM-OER cell,
Fig. 7a, exhibits a constant pH of about 10.5 across all simu-
lated current densities in the CCL domain. With increasing
current density, the pH in the AEM decreases, reaching a
minimum of about 9.6 at 0.5 A cm�2. Fig. 7b demonstrates
that the cell current significantly affects pH in the AEM-HOR
cell. Near open circuit, the pH is relatively constant at around
9.5 and monotonically increases with increasing current, reach-
ing a maximum of about 12.5 in the CCL at 0.5 A cm�2. Fig. 7c
shows that the pH is relatively unaffected by current density in
the BPM cell, with the profile dominated by the drop from B11
to 0 at the AEL|CEL interface. Across the three architectures,
the average pH in the CCL domain is observed to be: AEM-OER
o AEM-HOR cell o BPM cell.5,70,71

Fig. 8 shows total transference numbers in the CCL for the
AEM-OER and AEM-HOR cells at 0.5 A cm�2. The transference
number in either IM or LE is defined as a ratio of the ionic
current from a species in the IM or LE phase to total ionic
current from all species in the CCL domain (combined IM and
LE current). Fig. 8a shows the transference numbers for species
in both IM and LE phases of CCL in the AEM-OER cell. The
ionic current in the LE phase of the cell reaches up to 75% at
the AEM|CCL boundary, highlighting the importance of the

Fig. 6 Aqueous CO2 concentrations across the (a) AEM-OER cell,
(b) AEM-HOR cell, and (c) BPM cell operated at 0.5 A cm�2.

Fig. 7 pH variation in AEM-OER (a), AEM-HOR (b) and BPM cell (c) as a function of current density.

Paper EES Catalysis

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

3 
O

ct
ob

er
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

/7
/2

02
6 

1:
09

:1
1 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5ey00272a


156 |  EES Catal., 2026, 4, 146–162 © 2026 The Author(s). Published by the Royal Society of Chemistry

liquid supporting electrolyte. Importantly, the current contri-
butions from both LE and IM phases are almost stable along
the CCL thickness. The AEM-HOR cell (Fig. 8b) features slightly
more balanced ion transport in both the phases from the
AEM|CCL interface until mid-way of the CCL thickness (about
280 mm). Beyond this point, the ionic current in LE and IM
phases is more dynamic attributed to liquid electrolyte intro-
duction at the CCL|GDL interface. The individual species
transport is more complex in the CCL region for the AEM-
HOR cell. For example, as shown in Fig. S12, K+ and OH� have
equal and opposite transference numbers due to the KOH feed
at the cathode side of the AEM-HOR cell. This causes the
individual profiles for each phase to be nonlinear, especially
near the CCL|GDL end. The ionic current in the IM phase of the
AEM-HOR cell is slightly higher than that of the AEM-OER cell,
due to the liquid electrolyte feed direction which enhances the
ion transport especially for OH� in the IM phase. The transfer-
ence numbers for individual species in the entire MEA are
shown in more detail in Section S12.

3.3. CO2 utilization comparison

Fig. 9 depicts the CO2 utilization in the cathode region for the
cell architectures studied here. The CO2 utilization is defined as
the ratio of carbon dioxide consumed for electrochemical
products to total CO2 consumed in the cathode region. Detailed
definitions for these calculations are given in Section S12. The

considered CO2 utilization categories are (i) electrochemical CO2

conversion, (ii) (bi)carbonate generation, and (iii) absorption from
the gas phase to aqueous CO2. Near open circuit, all cells feature
mostly (bi)carbonate generation, as this is the natural consequence
of CO2 absorption in the absence of an applied voltage. In the AEM-
OER cell (Fig. 9a), electrochemical CO2 utilization is about 38% at
low current densities and increases to 62% at 0.5 A cm�2. This is
due to the high FE to HCOO� at high current densities, which
reduces the availability of CO2 for (bi)carbonate formation and
crossover. About 2% of the supplied CO2 is absorbed into the cell
but remains unreacted.

Fig. 9b shows analogous results for the AEM-HOR cell. At
low currents, this cell features B15% electrochemical CO2

utilization which increases to a maximum of about 25% at
0.3 A cm�2. Above 0.3 A cm�2 in the cell the electrochemical
utilization drops off due to the change in selectivity from CO2

conversion to the HER (as demonstrated in Fig. 9c). As a result, this
cell features much higher (bi)carbonate crossover (70–80%) com-
pared to the AEM-OER cell. Similar CO2 utilization trends are seen
in the BPM cell, shown in Fig. 9c. Like the AEM-HOR cell, the BPM
cell also features high (bi)carbonate crossover combined with even
lower electrochemical CO2 utilization (about 5 to 8% across the
current density range). About 10% of the supplied CO2 remains
unreacted in the system as aqueous CO2.

The AEM-HOR and BPM cells both feature KOH supplied to
the cathode side. While the higher pH (see Fig. 7) creates a

Fig. 8 Transference number for the AEM-OER cell (a) and AEM-HOR cell (b) in IM and LE domains operated at 0.5 A cm�2.

Fig. 9 CO2 utilization inside the cathode region for the (a) AEM-OER cell (b), AEM-HOR cell (c) and BPM cell.
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favorable environment for electrochemical CO2 conversion, it
also results in more carbonate formation. The acidic anode
environments of these cells also support the creation of formic
acid (one of the targeted goals for MEA cells). This tradeoff
must be quantified, e.g., via techno-economic analysis, to
determine the relative value of the formic acid product com-
pared to the additional wasted CO2. This further highlights the
importance of developing CCLs with good ionic conductivity
which can eliminate the need for the supporting KOH electro-
lyte and improve electrochemical CO2 utilization even with
lower pH cathode environments. Overall, based on CO2 utiliza-
tion analysis, cells with KOH fed to the anode side tend to have
better selectivities to CO2 reduction resulting in better single
pass conversion efficiency.

3.4. Voltage breakdown analysis

Voltage breakdown analyses (VBA) for the AEM-OER and AEM-
HOR cells are shown in Fig. 10. VBA is a powerful technique for

assessing cell performance by quantifying various individual
sources of overpotentials in a system. In CO2 electrolyzer
systems, VBAs are especially valuable due to the presence of
multiple electrochemical reactions and complex species trans-
port. In Fig. 10, overpotentials are classified as thermodynamic,
kinetic, and ohmic. The total ohmic loss corresponds to both
electrical contact resistance and the ionic resistance of the
MEA. The kinetic losses at the cathode come from the HER
(acidic and basic), and CO2 conversion into CO (CO2CO) and
formate (CO2For). Kinetic losses at the anode come from formic
acid oxidation (FAO), the HOR (for the AEM-HOR and BPM cells),
and the OER (for AEM-OER cell). In the CCL, electrochemical
reactions are separately accounted for at the catalyst|IM and
catalyst|LE interfaces. The ohmic overpotential terms are com-
prised of both ionic and electronic transport losses and are lumped
into a single term for simplification (since all cells are expected to
have the same electronic losses). Expressions for calculating the
individual overpotentials are shown in the Section S12.63,72

Fig. 10 Voltage breakdown analyses for the (a) AEM-OER cell (b) and AEM-HOR cell operated with 10% ionomer coverage over the cathode catalyst and
60 1C.
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Fig. 10a shows the VBA for the AEM-OER cell as a function of
current density. A major portion of the voltage is utilized to
overcome the thermodynamic barrier in both the cathode and
anode and corresponds to almost 40–50% of the total voltage
(depending on the operating current). The next largest over-
potential comes from the kinetics of the CO2For reaction.
Notably, almost all of the CO2For occurs at the catalyst|LE
interface as opposed to catalyst|IM. The OER activation losses
are slightly lower than the CO2For, amounting to about 550 mV
at 0.5 A cm�2, in good agreement with the AEM literature.40 The
remaining overpotentials in the AEM-OER cell stem from HER
activation, CO2CO activation, and ohmic losses, which are
minimal in comparison.

Fig. 10b shows the VBA for the AEM-HOR cell operated
between 0.1 and 0.5 A cm�2. The thermodynamic potential
for the acidic HOR at the anode is negligible, which reduces the
open circuit potential to 0.62 V compared to 1.02 V for the AEM-
OER cell. Roughly 5% of the total voltage is used for over-
coming ohmic losses in the cell, which are almost constant over
the current density range. Kinetic overpotentials from the
anode consist of 0.11 V from the HOR and 0.15–0.26 V from
FAO at 0.5 A cm�2. In the AEM-HOR cell, cathode kinetic
overpotentials add up to 55% of the cell voltage, which is about
15% more than the cathode kinetic losses in the AEM-OER cell.
The HER overpotential regions start increasing around
0.3 A cm�2 as the selectivity switches from CO2For to the
HER due to the lack of CO2 availability. The VBAs highlight
CO2 availability as a significant driver of both faradaic effi-
ciency and cell voltage. This VBA is an important aspect to
foresee the pathways for the cell improvement. The VBA plot for
the BPM cell is shown in Fig. S14.

3.5. Ionomer coverage and electrolyte flow conditions

A sensitivity analysis of the cathode ionomer coverage was
performed for the AEM-OER and AEM-HOR cells to elucidate
its influence on the cell performance. The ionomer coverage
(based on the catalyst surface area) was varied from 5% to 80%,
to study the variation in cell voltage and formate partial current
density (iHCOO�) from the IM and LE phases. The 10% ionomer
coverage is the baseline value used for simulations in the
preceding sections. The polarization curves as a function of
ionomer coverage for the AEM-OER cell are shown in Fig. 11a. A
minimal deviation in the voltage trends is observed for the wide
range of coverage values implying that ionomer coverage has
almost no impact on the cell voltage. We attribute this to the LE
phase enabling the electrochemical reactions at catalyst|pore
interfaces and compensating for ionic current loss. A similar
pattern was observed for the AEM-HOR cell and is not
shown here.

Fig. 11b shows the partial current density for formate
generation, including both ionomer and liquid electrolyte
domains as a function of ionomer coverage for the AEM-OER
and AEM-HOR cells operated at 0.5 A cm�2. In both cells, as
ionomer coverage increased, the formate partial current from
the IM phase increased, while the contribution from the LE
phase decreased. For the AEM-OER cell, the overall partial

current density (combined contribution from IM and LE
phases) remained almost constant over the range of ionomer
coverage and exhibited a linear relationship for iHCOO� as a
function of ionomer coverage. At lower ionomer coverage
(20%), about 80% of ionic current was contributed by the LE
phase, while at higher ionomer coverage (80%), almost 85% of
the ionic current originated from the IM phase. In other words,
the relation between ionomer coverage and the formate current
from each phase is roughly linear for the AEM-OER cell. In
contrast, for the AEM-HOR cell, the trend for both phases was
nonlinear and the overall formate partial current decreased as
ionomer coverage increased. This behavior arises from the lack
of CO2 availability in the cathode at this operating current
density, which negatively impacts formate generation at higher
ionomer coverage levels. Moreover, the LE phase contributed
approximately 65% of the current at 20% ionomer coverage,
while the IM phase contributes around 50% of the current at
80% coverage. A variation exceeding 15% was noted in the
AEM-HOR cell, compared to only 5% deviation in the AEM-
OER cell.

A sensitivity study of the LE molarity and flow rate as a
function of ionomer coverage was also conducted to better
understand the role of LE in these cells. The molarity was
varied between 0.2 and 1 M and the flow rate was varied to 40,
60, and 80 ml min�1 for the AEM-OER cell. As shown in Fig. 11c
and d, variations in molarity and flow rates for the electrolyte
had an insignificant effect on the formate partial current and
cathode potential for the AEM-OER cell. Since the LE is fed
from the anode side in this architecture, variations in LE flow
conditions have a minimal impact on CCL electrochemical
operation. With the aim of determining an optimal LE flow
rate, a range of values were numerically tested beyond those
mentioned in Fig. 11d. The cell became non-operational at flow
rates lower than 30 ml min�1 for 10% coverage and was able to
achieve a minimum operational flow rate of 22 ml min�1 only
when the CCL featured perfect ionomer coverage (100%).
Therefore, the AEM-OER cell exhibits optimal performance
with flow rates above 30 ml min�1, but a flow rate below the
critical value (22 ml min�1 in this case) results in a depletion of
hydroxide ions in the anode region, leading to cell failure.
Additionally, changes in electrolyte molarity had no effect on
formate generation for catalyst layers with more than 40%
ionomer coverage, regardless of the operating current density.
Further analysis of these results is provided in Section S13.

The molarity was varied similarly for the AEM-HOR cell, but
the flow rate was altered to 1, 2 and 4 ml min�1. Unlike the
AEM-OER cell, the AEM-HOR cell displayed significant devia-
tions with changes to molarity and flow rates. Regarding the
molarity sensitivity shown in Fig. 11e, there was little variation
for molarity values between 0.2 and 0.8 M, and the formate
partial current from the IM phase increased linearly as ionomer
coverage increased. However, the formate partial current dras-
tically decreased at 1 M, depicting a similar pattern to the one
shown in Fig. 11b. This is attributed to the formation of
(bi)carbonate from OH� ions, which reduces the availability
of CO2 for HCOO� generation. As shown in Fig. 11f, the formate
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partial current decreases as the KOH flow rate increases. There
are two main drivers of this trend: (i) increased supply of KOH
to the CCL hinders the CO2 to formate reaction due to a Le
Chatelier-like equilibrium shift in eqn (9), and (ii) increased
OH� drastically increases (bi)carbonate generation, limiting
the available CO2.

From the above analyses, we conclude that the role of LE is
not critically important if it is fed from the anode side. How-
ever, for MEA architectures where the electrolyte is fed to the
cathode end, the LE flow rate has a significant impact on
electrochemical performance since it alters the pH range in
the cathode domain. Sensitivity analyses for various factors
such as diffusivity, kinetics, and geometrical parameters of the

cell are detailed in Section S14. These studies outline how MEA
cells might be engineered to become nearly LE-free in the
future.

4. Conclusion

A continuum model coupled with experimental data was
employed to study the complex transport phenomena in MEA
cell architectures for synthesizing formate/formic acid from
CO2. The model employed a system of generalized modified
Poisson–Nernst–Planck equations to accurately consider the
mixed ionic species transport, including steric effects in con-
centrated electrolyte environments. Electrochemical reactions

Fig. 11 Sensitivity analysis of cell performance as a function of ionomer coverage with respect to the polarization curve (a), formate partial current
density as a function of ionomer coverage (b), formate partial current density from the ionomer as a function of electrolyte molarity with a 60 ml min�1

feed rate (c), and the anode electrolyte flow rate at electrolyte molarity of 1 M (d) for the AEM-OER cell, formate partial current density from the ionomer
as a function of electrolyte molarity with a 2 ml min�1 electrolyte feed rate (e) and flow rate at electrolyte molarity of 1 M (f) for the AEM-HOR cell.
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were considered at both catalyst/ionomer and catalyst/liquid
electrolyte interfaces in the cathode domain. Additionally,
special attention was paid to the distribution of current density
at the intersection of the membrane, ionomer, and liquid
electrolyte. This advanced modeling approach aids in elucidat-
ing the ionic transport mechanism in the ionomer and liquid
electrolyte phase around the catalyst in the cathode. We studied
three MEA cell configurations to investigate the impact of the
cell architecture on cell voltage, faradaic efficiency, and reac-
tant and product distribution. Model predictions for all three
configurations were validated to experimental data for the
polarization curve and cathode partial current densities.

Our analysis showed that an AEM cell performing oxygen
evolution at the anode exhibited 80% faradaic efficiency to
formate generation, which was the highest of the three config-
urations studied. We also studied an AEM cell performing
hydrogen oxidation at the anode. While this configuration led
to lower cell voltages, it also exhibited lower formate faradaic
efficiency with significant hydrogen evolution at higher current
densities. This phenomenon was traced to decreased CO2

availability due to preferential (bi)carbonate formation in the
cathode. Lastly, no meaningful conclusions about the perfor-
mance of the BPM cell were possible, as it catastrophically
failed due to CO2 gas buildup at the AEL|CEL interface where
(bi)carbonates recombined with H+ from the anode (a phenom-
enon which was captured by the model). We include this result
to highlight the importance of gas and product removal strate-
gies, and to position our modeling approach to be capable of
studying such systems in the future.

We also investigated the role of a supporting electrolyte
(KOH) and found that while the K+ ions can improve both
conductivity and electrochemically active surface area in the
cathode, the presence of OH� ions raises the pH and leads to
deleterious formation of (bi)carbonates. This is why the AEM-
OER cell (which introduced KOH to the anode side) featured
less (bi)carbonate formation and greater FE to formate than the
AEM-HOR cell (which introduced KOH to the cathode side). For
this reason, the ionomer coverage in the cathode is believed to
be a critical factor affecting cell performance; with sufficient
ionic conductivity and catalyst accessibility, the need for a
supporting electrolyte could be eliminated. To this end, we
also performed a parametric study on the concentration and
flow rate of supplied KOH to the cell, which revealed that high
ionomer coverage enabled the use of lower KOH concentrations
and flow rates.

In the homogenized 1D representation, advanced electrode
features like partial flooding, wetting behavior, and transport
bottlenecks were not captured. In future work, we intend to
focus on these aspects in more detail using 2D and 3D models
to more accurately predict viable electrode designs and operat-
ing strategies to maximize CO2 utilization and conversion.
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