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Transfer from lithium to sodium: promoting
battery lifetime prognosis application

Jiahao He,a Jiawei Xiang,b,d Shulei Chou, *a,c Xin Tan *a,c and Dongzhen Lyu*b,d

Lithium-ion batteries (LIBs) have achieved substantial progress; however, the limited availability of lithium

resources poses a significant challenge to their continued scalability. Sodium-ion batteries (SIBs) offer a

promising, cost-effective alternative, yet their widespread adoption is hindered by limited research—par-

ticularly in performance degradation and health management. This knowledge gap reinforces a develop-

ment bottleneck, in contrast to the extensive diagnostic and prognostic studies available for LIBs. To

address this, we constructed a comprehensive SIB cycling lifedataset and propose a transfer learning-

based prognostic framework. Our approach utilizes knowledge from LIBs to speed up prognostics devel-

opment for SIBs, while enhancing modeling flexibility and prediction accuracy. Central to this method is a

Dual-Dynamic Mode Decomposition (Dual-DMD) model that captures both shared degradation behaviors

and battery-specific deviations. By extracting universal features from LIB data and modeling SIB-specific

characteristics, effective knowledge transfer is achieved. An online transfer factor optimization mechanism

further mitigates distributional discrepancies between LIBs and SIBs. Degradation trajectories are then

predicted using an adaptive unscented Kalman filter (AUKF). The proposed Dual-DMD framework

achieves high predictive accuracy, with average mean absolute percentage error (MAPE), mean absolute

error (MAE), and root mean square error (RMSE) values of 3.73%, 4.6%, and 5.2%, respectively, across all

SIB test samples.

Broader context
The global shift toward sustainable energy demands efficient and safe storage solutions. Lithium-ion batteries (LIBs) are dominant due to their high energy
density but face sustainability and safety challenges. Sodium-ion batteries (SIBs) offer a safer, resource-abundant alternative but currently lack comprehensive
lifetime prediction methods. This research employs advanced transfer learning techniques, leveraging established LIB datasets to overcome data scarcity in
SIBs. The proposed Dual-DMD model significantly improves accuracy and reliability in predicting SIB lifespans, contributing toward safer, sustainable, and
cost-effective energy storage solutions.

1. Introduction

Owing to LIBs’ excellent energy density, long cycle life, and ver-
satile application potential, they have seen widespread adop-
tion in areas including new energy vehicles, large-scale energy
storage, and consumer electronic devices.1–6 As battery-
powered transportation rapidly develops and the need for
high-capacity energy storage continues to grow, LIBs have

become a foundational technology driving the global shift
toward sustainable energy. However, the raw materials
required for LIBs—such as lithium, cobalt, and other critical
minerals—are facing growing scarcity driven by surging
demand.7–10 This resource constraint, coupled with environ-
mental concerns associated with mineral extraction, raises
questions about the long-term sustainability of lithium-ion
battery technology.11,12 Moreover, LIBs are prone to safety
risks, including thermal runaway under conditions such as
overcharging, short-circuiting, or elevated temperatures,
posing significant safety and environmental hazards.13,14 In
light of these challenges, SIBs have garnered growing attention
as a promising alternative to LIBs.

Sodium, owing to its abundance and electrochemical simi-
larity to lithium, represents a viable solution for future energy
storage technologies.15 While LIBs are well known for deliver-
ing excellent energy performance, typically around 95%, SIBs
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exhibit a slightly lower efficiency of approximately 90%.16,17

Despite this modest efficiency gap, SIBs offer significant
advantages, particularly in terms of thermal and operational
safety. Compared to their lithium-based counterparts, SIBs are
less prone to thermal runaway and related safety hazards,
making them a safer and more stable choice for specific appli-
cations.18 Consequently, SIBs are increasingly regarded as an
ideal solution for energy storage systems, especially in renew-
able energy applications and low-speed electric vehicles, where
safety, cost-effectiveness, and resource sustainability are criti-
cal concerns. However, the long-term performance of SIBs is
subject to degradation, leading to capacity fading and
efficiency loss over time.19 Therefore, accurate prediction of
their remaining useful life (RUL) is essential to prevent unex-
pected failures and minimize equipment damage.20

Estimating RUL has become a critical research focus within
the field of battery technology,21,22 as accurate RUL estimation
is essential for improving the performance, safety, and life-
span of batteries. RUL prediction methods are mainly classi-
fied into two types of approaches: physics-based models and
data-driven methods.23,24 However, existing research efforts in
both categories have predominantly focused on LIBs, with few
studies addressing batteries with other chemistry, such as
SIBs. The physics model-based approach provides a more
intuitive prediction method by modeling the electrochemical
reactions and degradation mechanisms of batteries; however,
this approach often struggles to capture the nonlinear degra-
dation behavior under complex, real-world conditions.25,26 In
contrast, machine learning and deep learning techniques
within data-driven approaches have achieved significant
advancements in the past few years. They improve the accuracy
of predictions by extracting degradation trends from extensive
historical data.27,28 Algorithms based on machine learning—
including support vector machines (SVM), random forests
(RF), and decision trees (DT)—have demonstrated strong pre-
dictive performance across various applications, effectively
capturing the nonlinear and complex characteristics of battery
degradation processes.29,30 Meanwhile, deep learning
approaches like convolutional neural networks (CNNs) and
long short-term memory (LSTM) models, with their powerful
feature extraction and modeling capabilities, have shown con-
siderable advantages, especially when handling high-dimen-
sional and sequential data.31,32 These methods enable more
accurate modeling of complex degradation mechanisms
through automated feature extraction and are extensively uti-
lized across fields such as electric mobility and large-scale
energy storage systems. However, it is important to note that
most existing RUL prediction research has focused on LIBs
underpinned by a wealth of publicly available datasets and
extensive experimental validation. In contrast, the RUL predic-
tion of SIBs remains largely unexplored, with systematic and
dedicated studies still lacking. This research gap is primarily
due to the relatively recent emergence of sodium-ion battery
technology and the absence of long-term, large-scale degra-
dation datasets under diverse operational scenarios. Given the
similarities in electrochemical principles and degradation

mechanisms between LIBs and SIBs, leveraging the well-estab-
lished knowledge, methodologies, and predictive models
developed for LIBs offers a compelling pathway to advance
RUL prediction for SIBs.33,34 Such cross-domain transfer of
knowledge can effectively address current challenges posed by
limited sodium-ion battery datasets and modeling frame-
works, thereby enhancing the accuracy, robustness, and gener-
alization capability of RUL prediction models for SIBs.

We propose an innovative transfer-driven prediction
approach, termed Dual-DMD, which integrates shared
dynamic mode extraction with differential trajectory modeling,
building upon state-of-the-art RUL prediction techniques
developed for LIBs.35 The experimental analysis utilized 8
degradation datasets of LIBs and 7 degradation datasets of
SIBs. The lithium-ion battery data and the sodium-ion battery
data were obtained from cycling life tests, and SIBs were
assembled using synthesized electrode materials. First, a time-
delay (TD) module is embedded into dynamic mode decompo-
sition (DMD) to extract the dynamic features of lithium battery
degradation data. Based on these features, a differential mod-
eling structure is constructed to capture the deviation between
a reference lithium trajectory and the target sodium-ion
battery. The resulting prediction model is then combined with
an adaptive Kalman filter to estimate the degradation trend of
the sodium-ion battery.

The main contributions of this study are summarized as
follows:

1. A transfer learning approach that leverages rich LIB
knowledge to accelerate prognostics application development
for SIBs, enhancing modeling flexibility and improving predic-
tion accuracy, is proposed.

2. A Dual-DMD framework is developed to separate shared
degradation patterns from LIBs and SIB-specific variations,
enabling efficient and interpretable cross-domain modeling.

3. A time-delay embedding mechanism is integrated to
enhance the modeling of temporal dependencies and non-
linear degradation behavior within the Dual-DMD process.

4. An adaptive transfer factor strategy is proposed to reduce
distribution gaps between LIB and SIB data, improving model
robustness and prediction accuracy.

5. The integration of the Dual-DMD model with an adaptive
unscented Kalman filter allows for accurate, real-time prognos-
tics of SIB degradation trajectories.

By leveraging extensive LIB datasets to compensate for the
limited availability of SIB data, our approach significantly
improves the accuracy and generalization of remaining useful
life predictions for sodium-ion batteries. This work thus offers
a scalable and practical solution to advance health manage-
ment in emerging sodium-ion battery technologies.

The remainder of this paper is organized as follows: Section
2 details the lithium-ion and sodium-ion battery datasets
employed in this work and discusses the differences between
capacity degradation in lithium-ion and sodium-ion batteries.
Section 3 introduces the overall research methodology, includ-
ing the proposed Dual-DMD and adaptive unscented Kalman
filter-based transfer-driven prediction method, which estab-
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lishes a high-precision cross-battery-type lifetime prediction
approach. Section 4 comprehensively evaluates and discusses
the performance of the proposed transfer-based prediction
approach. Section 5 concludes the paper and provides perspec-
tives for future research.

2. Description of experimental data

The lithium-ion and sodium-ion battery datasets utilized in
this study are detailed below. The lithium-ion battery consists
of cells with ternary lithium (NCM) cathodes, graphite anodes,
and a polymer electrolyte. We employed eight lithium iron
pouch cells (see Fig. S3), each with a nominal capacity of 0.8
Ah and a nominal voltage of 3.7 V. The battery was charged at
a constant current of 1 C until the voltage reached 4.2 V and
was held constant at 4.2 V. Charging was continued until the
current dropped to 0.25 C, preventing overcharging. During
discharge, the system applied a constant 1 C current until the
voltage dropped to 2.7 V. Here, “C” denotes the current rate
relative to the battery’s nominal capacity. For instance, 1 C
corresponds to a current of 0.8 A for a 0.8 Ah lithium-ion
battery. The nominal configuration of each lithium-ion battery
is shown in Fig. 1a, and details of the battery degradation
testing platform are provided in Fig. S2. The lithium-ion
battery dataset was selected as the source domain primarily
because its degradation features are representative, the dataset
size is moderate, and it contains enough lithium-ion samples
to ensure effective transfer learning.

The target domain is a sodium-ion battery dataset (see
Fig. S4). Such a cross-domain design facilitates assessment of
the model’s generalization capability and prediction accuracy.
We constructed seven sodium-ion battery half-cells using an
iron–manganese Prussian blue analogue as the cathode, hard
carbon as the anode, and an electrolyte composed of 1 M
NaClO4 in propylene carbonate with 1% vinylene carbonate
(VC). Detailed morphological and structural characterization
studies of the iron–manganese Prussian blue cathode material
—including scanning electron microscopy (see Fig. S5), X-ray
diffraction (see Fig. S6), thermogravimetric (see Fig. S7), and

Fourier-transform infrared spectroscopy (see Fig. S8) analyses
—were performed. The synthesis procedures, material charac-
teristics, and electrochemical performance of these com-
ponents have been thoroughly described in previous studies.36

Specifically, Prussian blue was synthesized via the co-precipi-
tation method, and hard carbon was produced through high-
temperature pyrolysis. Button cell assembly was carried out in
a glove box under an argon atmosphere.37 After assembly, the
sodium-ion battery half-cells were rested for 10 hours in a con-
stant-temperature chamber to ensure full electrolyte infiltra-
tion. Then, we performed the charge/discharge test using a
Neware CT-4008 Battery Test System. Charging was carried out
at 0.5 C between 2.0 and 4.0 V, while discharging was per-
formed at 1 C (1 C = 100 mAh g−1). The nominal configuration
of each sodium-ion battery is shown in Fig. 1b, and details of
the battery degradation testing platform are provided in
Fig. S1. Specifications for the two battery types are provided in
Table S1.

Fig. 2 presents the degradation trajectories of the eight LIBs
and seven SIBs. Fig. 2a shows the capacity degradation curves
of the lithium-ion batteries, with cycle lives of approximately
1200 cycles. The discrete outliers in the figure correspond to
periodic checkpoints set by Lyu et al. In the early stages of
cycling, the battery degradation trajectory follows a slow
decline. Around the 900th cycle, the degradation rate becomes
roughly linear, and subsequently, the degradation rate begins
to accelerate. When the capacity degradation reaches around
1100 cycles, the rate of decline slows again. Overall, the bat-
tery’s degradation rate exhibits an inverted S-shape. This
dataset comes from the world’s largest, longest-running, and
most systematic battery performance degradation experiment.

The sodium-ion batteries in Fig. 2b exhibit nearly identical
capacity degradation trends, due to the consistent materials,
manufacturing processes, and testing protocols, all of which
are from the same batch. The cycle lives of these batteries are
approximately 1100 cycles, and we selected the first 800 cycles
as the effective lifespan for analysis in the experiment.
Lithium-ion and sodium-ion batteries have different capacity
sizes: LIBs are usually measured in ampere-hours (Ah), while
SIBs are measured in milliampere-hours (mAh). Moreover,

Fig. 1 Voltage and current responses during cycling: (a) lithium-ion batteries and (b) sodium-ion batteries.
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LIBs are generally pouch-type cells, while SIBs are coin-type
cells, leading to differences in capacity scale, thermal pro-
perties, and mechanical behavior. These disparities in unit
scale, form factor, and cycling characteristics introduce vari-
ations in data scale and degradation distribution, which motiv-
ate the use of a transfer-driven modeling strategy capable of
bridging such cross-domain inconsistencies. Importantly, the
distinct structural and electrochemical characteristics between
LIBs and SIBs provide a meaningful opportunity to rigorously
evaluate the transferability of the proposed Dual-DMD frame-
work. The successful knowledge transfer from pouch-type LIBs
to coin-type SIBs thus serves as strong evidence of the model’s
capability to generalize across different chemistries and cell
architectures, highlighting the robustness of the proposed
cross-domain approach.

3. Research methods
3.1. Overview of the Dual-DMD prediction framework

The proposed Dual-DMD framework aims to provide precise
remaining useful life forecasts across multiple battery types
with varying characteristics. The framework integrates two
complementary modeling strategies: time-delay embedded
dynamic mode decomposition (TD-DMD) and adaptive differ-
ential modeling decomposition (ADMD).27 Unlike traditional
ensemble schemes that combine multiple model outputs
through statistical weighting, the “linear combination” in
Dual-DMD occurs within the dynamic state-evolution formu-
lation. TD-DMD is employed to extract dominant and transfer-
able degradation dynamics from time-series data, capturing
universal patterns shared across different battery types as
global features. In parallel, ADMD constructs a flexible differ-
ential modeling structure between a selected reference trajec-
tory and each target trajectory, enabling the model to adap-
tively capture battery-specific degradation variations. The two
modules are coupled inside the evolution equation rather than
at the output level, forming a unified dynamics decomposition
and reconstruction mechanism. The integration of these two
modules forms the core of the Dual-DMD framework: TD-DMD
ensures global generalization, while ADMD introduces loca-

lized adaptability. By anchoring the differential modeling
process to TD-DMD-derived modes, the framework maintains
consistency with fundamental degradation trends while
accommodating inter-battery variability.

Fig. 3 illustrates the proposed Dual-DMD framework, which
consists of four main modules: normalization of source
domain degradation trajectories; extraction of shared degra-
dation features via TD-DMD; differential modeling for indivi-
dualized adaptation; and cross-domain prediction through
model fusion. Each module is described in detail in the follow-
ing sections.

3.2. Source domain degradation normalization

Substantial variations are observed among the degradation tra-
jectories of LIBs, as illustrated in Fig. 2a. To address this, we
first use Euclidean distance to measure the similarity between
all degraded trajectories in LIBs, and the degraded trajectory
with the smallest cumulative deviation from other trajectories
is selected as the reference trajectory (see Table S2 for
symbols, acronyms, and definitions). For any two-dimensional
coordinates (t1, z1) and (t2, z2), the Euclidean distance between
the two is:

dEuc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðz2 � z1Þ2 þ ðt2 � t1Þ2

q
ð1Þ

Let k and m denote two different LIBs; their total distance is
formulated as:

Ek�m
sum ¼

Xyk

i¼1

Eam
i ð2Þ

where Ek�m
sum denotes the sum distance from the kth to the mth

lithium-ion battery; it is the total of all point differences,
including Eam

1 ;Eam
2 ; . . . ; Eam

yk . The value Eam
i indicates the differ-

ence between the kth and mth LIB trajectories. It is the smal-
lest Euclidean distance between the ith point ðtaki ; za

k

i Þ in the
kth lithium-ion battery trajectory and all the points in the mth
lithium-ion battery trajectory. After calculating the total
Euclidean distance difference between any lithium-ion battery
and the other lithium-ion battery, the reference trajectory
Treref is selected from the lithium-ion battery domain.

Fig. 2 Capacity degradation curves: (a) lithium-ion batteries and (b) sodium-ion batteries.
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Compared to any other degradation trajectory of LIBs, the
reference trajectory Treref has the smallest sum of total
Euclidean distances with all other degradation trajectories.

For each non-reference lithium-ion battery other than the
reference degradation trajectory battery, a normalization coeffi-
cient Nr is sequentially set to normalize the rth non-reference
lithium-ion battery. Normalization aims to minimize the
Euclidean distance between each non-reference lithium-ion
battery and the reference degradation trajectory battery.
Taking the non-reference lithium-ion battery TreLi-r as an
example, its normalized degradation data are:

NorLi‐r : ðtar1 ; za
r

1 *NrÞ; ðtar2 ; za
r

2 *NrÞ; . . . ; ðtaryr ; za
r

yr *NrÞ
n o

ð3Þ

Fig. 4 presents the degradation curves of all LIBs after nor-
malization based on their Euclidean distance similarity.
Compared with Fig. 2a, the inter-cell differences are signifi-
cantly reduced.

3.3. Universal feature extraction via TD-DMD

DMD is a widely used data-driven technique for analyzing the
spatiotemporal evolution of dynamic systems.38 It decomposes
sequential measurements into a set of characteristic

modes, each associated with a specific temporal behavior
defined by eigenvalues. Despite its success in approximating
complex dynamics, standard DMD assumes linearity and
requires full-state measurements, which limits its effectiveness
in handling localized, nonlinear degradation in battery
systems.39

To overcome these limitations, we adopt TD-DMD,40 which
enhances the dynamic observability of time-series data by con-
structing high-dimensional delay-coordinate matrices. This
enables the model to extract dominant degradation patterns
from partial measurements and improves prediction perform-
ance in low-frequency or local sampling scenarios.

TD-DMD is used to extract the main dynamic modes of
battery degradation processes in the lithium-ion battery
domain. Through the construction of a time-delay matrix,
singular value decomposition (SVD), eigenvalue calculation,
and mode selection, the main dynamic features of battery
degradation trajectories are analyzed. The following is the
detailed TD-DMD calculation process.

To effectively get the temporal dynamic characteristics of
lithium-ion battery degradation, we construct a time delay
matrix and convert the time series data into a high-dimen-
sional embedding matrix, enabling the DMD method to ident-
ify the dynamic patterns of battery degradation. We use Z =
[Z1, Z2, …, Zm]to represent any one of the battery degradation
trajectories, where Zt represents the capacity of the lithium-ion
battery in the tth cycle. m is the number of cycles. We con-
struct delay matrices Y1 and Y2,

Y1 ¼
Z1 Z2 � � � Zm�d

Z2 Z3 � � � Zm�dþ1

..

. ..
. . .

. ..
.

Zd Zdþ1 � � � Zm�1

2
6664

3
7775 ð4Þ

Y2 ¼
Z2 Z3 � � � Zm�dþ1

Z3 Z4 � � � Zm�dþ2

..

. ..
. . .

. ..
.

Zdþ1 Zdþ2 � � � Zm

2
6664

3
7775 ð5Þ

Fig. 3 Cross-battery type RUL prediction framework.

Fig. 4 Normalized degradation trend.
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where d denotes the total number of delay steps.
To reduce dimensionality and remove noise, we performed

singular value decomposition on the time delay matrix Y1:

Y1 ¼ OVMT ð6Þ
where O and M denote orthogonal matrices with unit norm
and V is a diagonal matrix.

The optimal linear operator A establishes the relationship
between the two data matrices as follows:

Y2 ¼ AY1 ð7Þ
So, matrix A can be expressed by

A ¼ Y2MV �1OT ð8Þ
A low-dimensional representation of A is obtained by retain-

ing the first r modes from matrices O, M, and V. Then, A, Y1,
and Y2 are projected onto the first r POD modes extracted from
Y1,

Ar ¼ OT
r Y

t�dþ1
2 MrVr

�1 ð9Þ
To perform dimensionality reduction, we select r as a trun-

cation number. The eigen-decomposition of matrix Ar is
defined as follows:

Ar ¼ GΛG�1 ð10Þ
Matrix G consists of eigenvectors and has dimensions of r × r.
Matrix Λ denotes the eigenvalue matrix, which is the DMD
method. It contains the dynamic characteristics of the corres-
ponding DMD modes.

ϕ ¼ OG ð11Þ
Then, the system state at any given time can be expressed

as

Lt ¼
Xr

i¼1

ϕiλ
d�1
i ϕ�1

i L1 ð12Þ

This formulation defines the DMD method in its discrete
form, which can be represented as

ω ¼ logðλÞ
Δt

ð13Þ

where ω is the continuous-time eigenfrequency, λ is the dis-
crete-time eigenvalue from the DMD model, and Δt is the
sampling interval.

3.4. Individual degradation modeling via ADMD

The ADMD method is designed to capture the individual
degradation dynamics of batteries by modeling the deviations
between a reference trajectory and the target trajectory. The
ADMD process consists of two key stages: first-stage decompo-
sition and second-stage decomposition. The first-stage
decomposition focuses on assessing uniform uncertainty in
measurements and plays a key role in stabilizing the degra-
dation trend, while the second-stage decomposition focuses

on refining the model by capturing the nonlinear dynamic be-
havior of individual battery cells.

The first-stage decomposition involves utilizing Euclidean
distance-based normalization of the degradation trajectories of
LIBs. This normalization reduces the variation among the
degradation trajectories across different batteries, although
significant fluctuations and noise may still exist in the data. To
mitigate this, a smoothing spline is used to eliminate the
measurement noise, leading to stabilized degradation trajec-
tories. The relationship between the original degradation tra-
jectory pt, the normalized trajectory Lt, and the measurement
noise ut is expressed as:

pt ¼ Lt þ ut ð14Þ
where pt represents the raw degradation path observed at time
t and Lt indicates its stabilized form. The term ut indicates the
measurement uncertainty, representing the extracted noise
component derived from the discrepancy between the two tra-
jectories. This stage establishes a stabilized degradation trajec-
tory that forms the basis for the next modeling steps.

The second-stage decomposition further refines the model
by addressing the nonlinear dynamics and temporal relation-
ships between the degradation states of the battery. The
second-stage decomposition utilizes the differential dynamics
between the target and reference trajectories, thereby offering
a more reliable basis for precise prediction. The dynamic cor-
relation between two consecutive degradation states can be
expressed as:

Ltþ1 � Lt ¼ f ′ðLt; tÞ þ ωt ð15Þ
where Lt+1 − Lt refers to the raw differential dynamics derived
and is shown in Fig. 5, while f′(Lt, t ) indicates the nonlinear
model employed to represent these dynamics. ωt denotes the
modeling uncertainty related to the differential variation.

3.5. Fusion of universal and individual dynamics for RUL
prediction

To achieve accurate and adaptable remaining useful life
prediction across heterogeneous battery types, we propose a
unified prediction formulation by integrating the global degra-
dation dynamics extracted by TD-DMD with the individual
degradation variations modeled by ADMD. Specifically, the

Fig. 5 LIBs’ differential dynamics.
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predicted degradation state at time t + 1 is expressed as a com-
bination of a shared dynamic component and an individual
deviation component:

Ltþ1 ¼ f TD-DMDðLtÞ þ Δf ADMDðLtÞ ð16Þ
Dual-DMD fuses the TD-DMD and ADMD modules through

a dynamics-level combination rather than output aggregation.
The first term fTD-DMD(Lt) captures the dominant temporal
degradation trends shared among batteries in the lithium-ion
battery domain. Eqn (11) and (13) are used to realize the recon-
struction, which is based on time-delay embedding and
dynamic mode decomposition:

fTD‐DMDðLtÞ ¼
Xr

i¼1

ϕie
ωiðt�1ÞΔtϕ�1

i L1 ð17Þ

where ϕi is the ith DMD mode, ωi denotes the corresponding
modal frequency, and r is the number of dominant modes
retained after truncation.

The second term ΔfADMD(Lt) characterizes the individual-
specific degradation dynamics of the target battery by model-
ing the deviation from the reference trajectory. Such a
dynamics-based coupling enables the model to maintain
cross-system generality while capturing system-specific nonli-
nearities through the differential term, in contrast to conven-
tional ensembles that combine outputs post hoc. It is formu-
lated as a nonlinear differential model:

Δf ADMDðLtÞ ¼ f ′ðLt; tÞ þ ωt: ð18Þ
Moreover, the Dual-DMD framework leverages the global

modal structure extracted from the entire LIB dataset rather
than relying on a single reference trajectory. The reference tra-
jectory only serves as a temporal alignment baseline for differ-
ential modeling, ensuring consistent performance across
different selections within the same dataset. Localized irregu-
larities in the reference data are effectively mitigated through
the differential dynamics and adaptive filtering mechanisms.

3.6. Prediction of cross-battery type migration

3.6.1. Cross-domain feature alignment and scale control
mechanism. In the Dual-DMD model, differential modeling is
centered around the reference trajectory in lithium battery
degradation data and is only applicable within the lithium-ion
battery domain. For sodium-ion batteries with different elec-
trode materials and specifications, direct application of the
model is not feasible. To enable accurate lifetime prediction
for SIBs, a cross-domain alignment strategy is essential for
aligning the target and reference trajectories in both temporal
structure and scale, thereby enabling reliable model transfer to
the SIBs.

Using the reference path taken from LIBs, where all data
are available, we get the following form:

Treref : fðtref1 ; zref1 Þðtref2 ; zref2 Þ;…; ðtrefm ; zrefm Þg ð19Þ

where trefm represents the mth charge–discharge cycle, zrefm

corresponds to the capacity measured at that cycle, and (trefm ,
zrefm ) represents the mth data from the reference trajectory.

The degradation trajectory of SIBs is represented as:

Trepac;1:n ¼ ðtpac1 ; zpac1 Þðtpac2 ; zpac2 Þ;…; ðtpacn ; zpacn Þ ð20Þ

where (tpacn , ypacn ) represents the nth data from the target
trajectory.

We utilized a scale factor to normalize the degraded trajec-
tory in the target domain, thereby reducing its deviation from
the reference trajectory, and constructed a scale domain differ-
ence index:

Escale
domain ¼ 1

n

Xn
i¼1

Escale
i

Escale
i ¼ min

i
tpaci ; zpaci *S
� �� trefj ; zrefj

� ����
���
2

ð21Þ

where Escale
domain is the gap between the scaled sodium ion battery

and reference trajectory across the domain, which is defined
as the average of all scaled point discrepancies in Escalei , includ-
ing Escale1 , Escale2 , …, Escalen . Escale

i measures the scaled difference
between the target and reference trajectories at each point.
Specifically, it equals the minimum Euclidean distance from
the ith scaled target point (tpaci , zpaci * S) to any point within the
reference trajectory.

3.6.2. Adaptive real-time adjustment of the transfer factor.
In migration prediction tasks, because the complete degra-
dation trajectory of the target domain (sodium-ion batteries) is
often unavailable in the early stages, it is necessary to rely on
the currently observed partial data for online prediction. To
better adapt the model to the characteristics of the target
domain, we introduce an online adaptive mechanism based
on transfer coefficients, which dynamically adjusts the scale of
the target trajectory to align with the reference trajectory of the
lithium-ion battery domain, thereby enhancing the model’s
generalization performance. To improve prediction accuracy,
we adopt an online approach to adjust the transfer coefficient
k in real-time to minimize Escale

domain. The optimization problem
is formalized as:

min
k

Escale
domain

� �
; k > 0 ð22Þ

where the domain discrepancy Escaledomain is the optimization
objective, and the transfer factor k is defined as a data-driven
dynamic scale-alignment coefficient rather than a representa-
tion of electrochemical parameters.

In order to solve this problem, we introduce the Lagrange
function:

Lðk; λÞ ¼ Escale
domain � λk ð23Þ

the term λ is the Lagrange multiplier for the constraint k > 0,
enabling the objective function to balance the reducing
domain difference with constraint satisfaction.
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By calculating the first and second derivatives, ∇Lðk; λÞ ¼
@L
@k

and ∇2Lðk; λÞ ¼ @2L
@k2

@2, we use Newton’s method to itera-

tively update k:

ktþ1 ¼ kt � ∇2Lðkt; λtÞ
� 	�1∇Lðkt; λtÞ ð24Þ

where kt indicates the transfer factor at the kth step and λt
denotes the Lagrange multiplier. The gradient matrix provides
the direction, and the Hessian captures the curvature of the
Lagrangian.

After obtaining a new target domain data point, this
process can be executed once to dynamically adjust the trans-
fer factor ki. Finally, the updated ki is applied to the capacity
value of the target trajectory:

yi ¼ kt � yi ð25Þ

The adjusted target trajectory will be used as input for the
Dual-DMD model to enhance the precision and stability of
cross-domain prediction.

3.6.3. Life prediction based on an adaptive unscented
Kalman filter. The unscented Kalman filter is a commonly
adopted approach for estimating the states of nonlinear
systems, which estimates the system state in real-time without
requiring linearization of the system model.41 The core idea is
to select a representative set of sigma points through the
unscented transform, propagate them in nonlinear systems,
and capture changes in the state distribution’s properties,
including its mean and covariance.42 However, due to the
inherent uncertainty of nonlinear systems, including structural
variations and external disturbances, it is difficult to accurately
obtain the covariance matrices of both process and measure-
ment noise. Factors such as initial state estimation errors,
abnormal measurement fluctuations, and inaccuracies in
battery RC model identification may lead to significant state
estimation biases. Therefore, the adaptability of the traditional
UKF is limited when faced with noise variability or model
errors. To overcome this deficiency, this paper introduces the
Sage–Husa adaptive mechanism into the UKF, which dynami-
cally responds to changes in noise characteristics through
online updates of noise mean and covariance parameters,
dynamically estimates the system state, and combines uncer-
tainty for trajectory prediction. System-specific nonlinearities
and uncertainties are primarily handled by the ADMD and the
AUKF, while the transfer factor only performs input-level scale
alignment. In this sense, the Dual-DMD framework leverages
the TD-DMD, the ADMD, and the AUKF to implicitly accom-
modate nonlinear degradation behaviors without introducing
extra nonlinear transformations.

The state update equation of the target domain sodium ion
battery is defined as follows:

xiþ1 ¼ f ðxi; iÞ þ ωiþ1

ki
ð26Þ

where xi denotes the system state at time i, ωi+1 is the process
noise, and ki represents the transfer factor updated at time i;

the nonlinear function f (·) is derived from the foundational
form of the Dual-DMD method.

At each moment t, 2n + 1 sigma points are generated using
the current state mean ut−1 and covariance matrix Pt−1:

U ½j�
t�1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðnþ μÞPt�1

p� �
j
þ ut�1; j ¼ 1; . . . ; n

U ½jþn�
t�1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðnþ μÞPt�1

p� �
j
þ ut�1; j ¼ 1; . . . ; n

ð27Þ

where μ is the adjustment parameter.
Within the UKF process, the battery status and covariance

are updated over time. A single-step estimation of the system
state ût and its corresponding covariance Pt is obtained based
on the propagated sigma points.

Û
j
t ¼ f ðUj

t�1;t�1 Þ
kt�1

ût ¼
P2nþ1

j¼1
ωðjÞ f ðUj

t�1;t�1 Þ
kt�1

þ qt

8>><
>>:

Pt ¼
X2nþ1

j¼1

ωðdÞ
j Û

j
t � ût

� �
Û

j
t � ût

� �T
þQðAÞ

t

QðAÞ
t ¼ ð1� ηqÞQðAÞ

t�1 þ ηqωtω
T
t

ð28Þ

QðAÞ
t ∈ Rn×n is the present process noise covariance matrix,

where A represents the adaptive update mechanism; QðAÞ
t�1 is

the process noise covariance from the last time step; ωt rep-
resents process noise; ηq ∈ (0, 1) is the update rate, which con-
trols the weight of new information in the update process,
usually set to a small value, such as 0.01; and ωtω

T
t describes

the covariance characteristics of the current noise.
By recursively applying state transition functions, it is poss-

ible to predict the state distribution at any future time:

Û
½j�
tþr ¼

f Û
½j�
tþr�1; tþ r � 1

� �

ktþr�1
; j ¼ 1; . . . ; 2nþ 1

ûtþr ¼
X
j

ωðmÞ
j Û

½j�
tþr ; j ¼ 1; . . . ; 2nþ 1

Ptþr ¼
X2nþ1

j¼1

ωðdÞ
j Û

½j�
tþr � ûtþr

� �
Û

½j�
tþr � ûtþr

� �T

ð29Þ

where ût+r is the state mean and Pt+r is the covariance, respect-
ively. The system’s predicted state at each time step reflects the
most likely estimation. The weights ωðmÞ

j and ωðd Þ
j are utilized

in the calculation of the mean and covariance. With iterative
application of the transition function, both metrics can be esti-
mated for any future time n + r.

4. Results and discussion

This section aims to show a comprehensive evaluation of the
proposed transfer-based prediction method. By extracting both
intuitive and detailed degradation features from the lithium-
ion battery domain, this approach seeks to ensure accurate
and reliable predictions in the target domain. Specifically, the
degradation data of lithium batteries are used as the source
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domain, while the degradation data of sodium batteries serve
as the target domain. For this study, a Dual-DMD model is
constructed and trained using the degradation data from eight
lithium battery cells. Subsequently, this model is employed to
predict the degradation processes of seven sodium battery
cells, and the prediction results are thoroughly evaluated and
discussed.

The prediction performance of battery capacity degradation
is quantitatively assessed using four commonly adopted
metrics: absolute percentage error (PE), MAE, RMSE, and
MAPE, which are defined as follows:

MAE ¼
Pn
i¼1

Ĉi � Ci



 



n
; ð30Þ

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn
i¼1

Ĉi � Ci
� �2

n

vuuut
; ð31Þ

PE ¼ Ĉi � Ci

Ci










� 100%; ð32Þ

MAPE ¼
Pn
i¼1

Ĉi�Ci
Ci










n
� 100% ð33Þ

where Ci is the measured capacity, Ĉi represents the estimated
capacity in the ith cycle, and n is the count of prediction

samples. MAE reflects the average absolute deviation of pre-
dicted from true capacities, RMSE emphasizes larger errors by
squaring them, and MAPE measures the relative prediction
error with respect to the actual capacity. These indicators
together evaluate how accurately the model estimates the
degradation trend.

4.1. RUL prediction results of sodium ion batteries

The proposed method for predicting the capacity aging trajec-
tory is iterative, wherein the model is progressively refined
through continuous updates of actual lifespan data and
sodium-ion battery characteristics. This iterative process opti-
mizes the prediction outcomes and gradually approaches the
battery’s actual degradation behavior.

Fig. 6 illustrates the predicted capacity degradation trajec-
tories for SIBs 1 through 7, all of which rely on offline training
data from the eight LIBs. The yellow line represents the actual
measured cycle life, while the blue solid line depicts the pre-
dicted future trajectory. The light blue dotted line indicates
the predicted confidence interval range, and the purple
shaded area denotes the probability density function (PDF) of
the battery’s RUL prediction. The pink dotted line denotes the
end-of-life threshold.

To ensure the general applicability of the proposed method,
we evaluated its performance across different stages of battery
aging. We considered three prediction starting points—namely
the 100th, 450th, and 600th cycles, each starting point repre-

Fig. 6 The capacity prediction results for sodium-ion batteries.
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senting distinct stages of the battery lifecycle. The early stage
(100th cycle) exhibited stable performance, while the middle
stage (450th cycle) marked the onset of accelerated degra-
dation. The late stage (600th cycle), on the other hand, high-
lighted a more pronounced acceleration of degradation,
accompanied by an increased risk of failure. This varied selec-
tion of starting points provides a comprehensive perspective
on battery degradation dynamics across different phases of
their life.

In battery life prediction, the end-of-life threshold is a criti-
cal parameter, representing the point at which a battery is
deemed to have reached the end of its usable life. For LIBs, the
end-of-life threshold is usually set around 80% of the nominal
capacity, reflecting their performance degradation due to
capacity loss, internal resistance increase, and other aging
factors. This threshold is a widely accepted industry standard,
ensuring that batteries are replaced before their performance
becomes unacceptable for most applications. In contrast, SIBs,
which exhibit slower degradation rates and more stable cycling
performance, have a higher end-of-life threshold, often set at
85%. This higher threshold reflects the generally more stable
electrochemical behavior of SIBs, which allows them to retain
a greater proportion of their capacity over time. By setting the
end-of-life threshold at 85%, the prediction model accounts
for the extended useful life and more gradual performance
decline characteristics of SIBs, providing a more accurate esti-
mation of their operational lifespan.

Fig. 6 presents the predicted degradation trajectories of
SIBs 1–7. In this analysis, the prediction starting points are set
at the 100th cycle for SIB-1, SIB-4 and SIB-6; at the 450th cycle
for SIB-2 and SIB-5; and at the 600th cycle for SIB-3 and SIB-7.
From a more detailed perspective, when the starting point is
set at the 100th cycle, the probability density function (PDF) is
narrower, and the initial predicted trajectory closely aligns
with the actual degradation trajectory. Although there is a
slight deviation between the 300th and 680th cycles, the
method demonstrates a good short-to-medium term accuracy,
indicating its applicability even with limited early data.
Notably, in Fig. 6b and e, when the prediction starting point is
set to the 450th cycle, the battery enters the mid-stage of degra-
dation, where the rate of degradation begins to accelerate. At
this stage, the model maintains strong predictive performance
benefiting from well-formed degradation trends that align
with the model’s dynamic tracking capability. In contrast,
Fig. 6c and g show that when the prediction starts at the 600th
cycle, the degradation process becomes more unstable, result-
ing in a wider predicted confidence interval. This is attributed
to the more obvious nonlinear dynamics and accelerated
degradation occurring in the later stage of the battery life,
which introduce greater uncertainty into the model’s predic-
tions. Despite this increased complexity, the model still suc-
cessfully captures the overall degradation trend within an
acceptable uncertainty range, demonstrating its stability under
challenging conditions.

Fig. 7 Absolute percentage estimation errors.
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Then, to further assess the predictive performance of our
method across various starting points, we present the distri-
bution maps of percentage errors for the seven SIBs. These
visualizations offer an in-depth evaluation of the method’s
accuracy over a range of prediction starting times. Fig. 7 illus-
trates the dynamic fluctuations in the absolute percentage
errors observed across SIBs 1 through 7. Upon further analysis,
a distinct pattern is observed: the maximum deviation between
predicted and actual values remains approximately 10%,
regardless of the specific characteristics of the individual bat-
teries. The consistent error threshold observed across a range
of cells highlights the underlying complexities inherent in
battery prediction models. Although the variations are subtle,
the 10% error margin consistently exists, emphasizing the
challenges and limitations in achieving precise predictions
within this field. As the prediction period extends, the predic-
tion error initially decreases before subsequently increasing.
For prediction periods up to 200 cycles, the prediction error
remains below 16%. However, after 400 cycles, a significant
increase in prediction error is observed, although it remains
within 15%. These results demonstrate that the proposed
method possesses robust long-term predictive capability,
making it sufficient to provide detailed battery degradation
information across various aging stages for battery manage-
ment systems.

In this study, battery life is defined as the number of
charge–discharge cycles until the capacity falls below 85% of
its initial value, while the remaining useful life refers to the

difference between the current cycle count and the total
battery life. Fig. 8 illustrates the predicted RUL values for the
seven SIBs. The light green line denotes the 95% confidence
range, the blue dashed line denotes the actual RUL values,
and the dark green solid line denotes the average RUL at each
prediction starting point. As shown in the figure, the predicted
RUL values closely align with the actual values. To quantitat-
ively assess the comprehensive predictive performance of the
model, several error metrics are employed, including MAPE,
RMSE, and MAE. Lower metric values denote improved predic-
tion accuracy. As depicted in Fig. 9, the proposed approach
shows strong predictive performance, with average RMSE,
MAPE, and MAE values of 5.28%, 3.73%, and 4.60%, respect-
ively, over all battery samples.

Fig. 8 Remaining life prediction results of the sodium-ion batteries throughout the life cycle.

Fig. 9 The RUL estimation metrics (RMSE, MAE, RMSE) results.
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Fig. 10 and 11 compare the predicted capacity trajectories
of different methods at a prediction starting point of 100
cycles for the source and target domains, respectively. In the
lithium-ion battery domain, almost all methods achieve excel-
lent performance on LIB-1. However, the Long Short-Term
Memory (LSTM) model performs poorly, exhibiting a larger
deviation after 200 cycles. In the target domain, only the pro-
posed Dual-DMD method demonstrates strong predictive per-
formance. Using SIB-1 as an illustrative example in Fig. 12, the
Dual-DMD method produces a predicted degradation path that
not only closely matches the actual trend but also presents a
confidence interval that entirely contains the random vari-
ations in the measured values. In contrast, other approaches
display notable discrepancies between predicted and actual

degradation paths, with prediction intervals unable to capture
future degradation behavior accurately.

Fig. 12 presents the percentage errors in RUL predictions
across the entire lifecycle. Among LIBs 1–8 in the lithium-ion
battery domain, the performance differences between Dual-
DMD, ADMD, and DMD are relatively minor, fluctuating
around 8%. In the early stages of prediction, the predictive per-
formance of FNN and ED is relatively stable. However, in the
later stages, the predictive performance of FNN and ED may
deteriorate, and the error may exceed 50%. The LSTM model
shows unstable prediction behavior throughout the entire
process, characterized by large fluctuations in the error curve.
High variability in prediction results and weak performance in
later cycles indicate that the two methods FNN and ED are not

Fig. 10 Comparison of different methods in the lithium-ion battery domain.

Fig. 11 Comparison of different methods in the sodium-ion battery domain.
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suitable for employment. For SIBs 1–7 in the target domain,
the prediction accuracy of the differential model and ADMD
has significantly deteriorated, increasing from 8% to over
30%. The predictive performance of FNN and ED for the
sodium-ion batteries is also worse than that for the lithium-
ion batteries. Notably, for the same dataset, our model exhibits
superior estimation accuracy in the case of transition driven
prediction from the lithium-ion batteries to the sodium-ion
batteries. The prediction error for each sodium-ion battery is
below 5.5%.

Tables 1 and 2 comprehensively compare the prediction per-
formance of five methods across both source and target
domains using MAPE, MAE, and RMSE metrics. In the lithium-
ion battery domain, although several methods perform competi-
tively, Dual-DMD consistently achieves lower error rates, demon-
strating strong adaptability to lithium-ion battery degradation
patterns. In the more challenging target domain involving SIBs,
Dual-DMD outperforms all other methods by significant
margins, especially in terms of its generalization ability under
distribution shift. It yields the lowest MAPE, MAE, and RMSE

Fig. 12 Comparison of prediction errors across different methods for LIBs and SIBs.
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values across most cases, highlighting its superiority in transfer-
driven RUL prediction tasks. Specifically, Dual-DMD achieves an
average MAPE of approximately 3.73%, MAE of 4.6%, and RMSE
of 5.2% across all batteries, further confirming its robustness
and accuracy in cross-domain scenarios.

5. Conclusions

This study has developed a new domain transfer strategy for RUL
prediction of SIBs by utilizing the rich historical degradation

data of LIBs. The primary contribution is the development of a
Dual-DMD prediction model that achieves effective transfer from
LIBs to SIBs. This model integrates TD-DMD to capture shared
degradation dynamics and ADMD to characterize battery-specific
degradation behaviors. An online adaptive transfer factor optim-
ization mechanism is further introduced to reduce the distribu-
tional discrepancies between the two battery types, thereby
enabling accurate and reliable prediction of sodium-ion battery
degradation, even during the initial operational phase.

Experimental results using degradation data from both
LIBs and SIBs prove the proposed method’s performance, as

Table 1 Comparison of RUL estimation results (MAPE%)

Battery Dual-DMD ADMD DMD ED FNN LSTM

Source domain LIB-1 7.14 8.56 7.08 9.07 14.65 17.92
LIB-2 9.80 10.16 11.05 9.73 15.61 17.70
LIB-3 10.51 10.14 6.22 10.79 22.53 9.43
LIB-4 2.71 1.73 1.37 7.63 4.03 19.85
LIB-5 3.54 3.36 5.27 8.6 3.08 25.25
LIB-6 3.83 3.35 3.31 5.22 11.55 18.01
LIB-7 26.57 29.45 20.10 21.36 18.99 16.86
LIB-8 6.33 5.64 6.28 12.01 2.86 21.52

Target domain SIB-1 4.67 22.09 18.32 39.10 19.43 39.39
SIB-2 1.85 10.99 17.35 43.38 11.72 21.74
SIB-3 5.42 24.71 8.62 32.92 30.01 30.97
SIB-4 2.92 18.96 9.52 17.59 21.15 35.10
SIB-5 3.30 15.97 20.10 52.59 14.91 21.90
SIB-6 3.67 13.58 14.46 49.11 20.79 23.13
SIB-7 4.28 16.09 18.57 40.19 18.88 33.78

Table 2 Comparison of RUL estimation results (MAE and RMSE)

Battery Error (%) Dual-DMD ADMD DMD ED FNN LSTM

Source domain LIB-1 MAE 7.05 8.06 7.32 8.59 12.21 19.57
RMSE 7.37 8.56 7.70 9.57 12.83 24.10

LIB-2 MAE 10.13 11.03 10.41 7.29 14.75 15.77
RMSE 10.66 11.24 10.86 8.18 15.47 17.92

LIB-3 MAE 7.77 6.08 7.26 4.61 1.91 13.00
RMSE 8.25 6.61 7.77 5.71 2.32 16.74

LIB-4 MAE 2.04 1.29 1.30 8.03 3.81 23.20
RMSE 2.25 1.55 1.56 8.14 4.02 25.71

LIB-5 MAE 4.08 3.12 2.82 9.66 2.62 23.66
RMSE 4.44 3.52 3.24 9.98 2.91 28.14

LIB-6 MAE 3.23 3.39 3.05 1.99 7.96 13.55
RMSE 3.44 3.62 3.30 2.78 8.57 16.24

LIB-7 MAE 13.95 14.10 13.34 9.92 9.97 18.83
RMSE 14.97 15.02 14.34 10.90 10.60 23.11

LIB-8 MAE 6.10 5.36 5.74 12.84 1.10 24.69
RMSE 6.34 5.52 5.93 13.05 1.39 27.02

Target domain SIB-1 MAE 5.77 18.01 14.04 40.24 20.68 27.29
RMSE 6.39 19.43 16.77 44.35 22.39 30.29

SIB-2 MAE 2.30 11.18 18.94 49.68 11.55 18.30
RMSE 2.93 12.12 20.31 51.06 12.36 21.09

SIB-3 MAE 8.74 21.16 9.37 33.11 21.61 29.87
RMSE 9.44 23.15 11.81 37.64 23.39 33.28

SIB-4 MAE 2.83 17.56 18.32 46.47 18.50 29.24
RMSE 3.43 22.47 20.35 50.21 22.98 33.37

SIB-5 MAE 3.33 13.31 17.04 45.06 15.78 25.97
RMSE 4.12 14.25 19.36 48.59 16.69 29.37

SIB-6 MAE 4.93 18.10 13.92 41.27 18.85 25.48
RMSE 5.40 19.85 15.62 43.88 20.45 28.73

SIB-7 MAE 4.31 14.93 17.25 44.83 18.18 24.94
RMSE 5.19 16.03 19.90 48.67 19.86 27.77
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the average absolute percentage error for each SIB
degradation trajectory remains below 3.8%. The proposed
approach surpasses current methods with respect to predic-
tion accuracy. Additionally, the method’s capability to handle
diverse battery types and varying operating conditions offers a
significant advancement in the battery health management
field. From a practical perspective, this study provides a
robust framework for integrating SIBs into renewable energy
systems.

However, the study is not without its limitations. The
differences in cell formats (pouch full-cells vs. button half-
cells) and capacity scales (Ah vs. mAh) may introduce varia-
bility in degradation mechanisms, which could affect the
model’s generalizability. The method relies on the availability
of comprehensive degradation data from LIBs, which are not
ensured to be accessible under practical operating conditions.
The generalization of the model across diverse battery types
and working environments has yet to be fully achieved.
Additionally, the complexity of the degradation process,
including non-linear behavior and varying environmental con-
ditions, presents challenges in achieving universally high pre-
diction accuracy. Nonetheless, these differences should not be
viewed solely as limitations. In fact, the variations in chem-
istry, cell configuration, and capacity scale also provide a
meaningful opportunity to evaluate the cross-domain transfer-
ability of the proposed Dual-DMD framework. The successful
application of a LIB-trained model to predict the degradation
trajectories of SIB cells demonstrates the framework’s robust-
ness and adaptability across distinct electrochemical systems.
This finding underscores the potential of transfer learning
strategies to bridge data gaps between mature and emerging
battery technologies.

Future work should aim to broaden the dataset by adding
cycling life data from sodium-ion batteries with different elec-
trode materials and styles, thereby enhancing the model’s
adaptability across batteries with various chemistries, and
further refining the transfer learning mechanism. Exploring
the integration of uncertainty quantification techniques, such
as Monte Carlo simulations, could also help in addressing the
inherent uncertainty in battery lifespan predictions, thus
enhancing the reliability of the proposed method in large-
scale, real-world deployments.
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