Open Access Article. Published on 18 November 2025. Downloaded on 2/12/2026 7:58:41 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

I ROYAL SOCIETY
P OF CHEMISTRY

Digital
Discovery

View Article Online

View Journal | View Issue,

An automated evaluation agent for Q&A pairs and

{ '.) Check for updates ‘
reticular synthesis conditions

Cite this: Digital Discovery, 2026, 5, 231

abc

Nakul Rampal, {2 +2°¢ Dongrong Joe Fu, 2 ¢ Chengbin Zhao,
Hanan S. Murayshid, Albatool A. Abaalkhail,® Nahla E. Alhazmi,” Majed O. Alawad,?
Christian Borgs, (2 *<" Jennifer T. Chayes**"’* and Omar M. Yaghi (& *ab<9

We report an automated evaluation agent that can reliably assign classification labels to different Q&A pairs
of both single-hop and multi-hop types, as well as to synthesis conditions datasets. Our agent is built
around a suite of large language models (LLMs) and is designed to eliminate human involvement in the
evaluation process. Even though we believe that this approach has broad applicability, for concreteness,
we apply it here to reticular chemistry. Through extensive testing of various approaches such as DSPy
and finetuning, among others, we found that the performance of a given LLM on these Q&A and
synthesis conditions classification tasks is determined primarily by the architecture of the agent, where
how the different inputs are parsed and processed and how the LLMs are called make a significant
difference. We also found that the quality of the prompt provided remains paramount, irrespective of the
sophistication of the underlying model. Even models considered state-of-the-art, such as GPT-ol,
exhibit poor performance when the prompt lacks sufficient detail and structure. To overcome these
challenges, we performed systematic prompt optimization, iteratively refining the prompt to significantly
improve classification accuracy and achieve human-level evaluation benchmarks. We show that while
LLMs have made remarkable progress, they still fall short of human reasoning without substantial prompt
engineering. The agent presented here provides a robust and reproducible tool for evaluating Q&A pairs
and synthesis conditions in a scalable manner and can serve as a foundation for future developments in
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Introduction

Large language models (LLMs) have rapidly evolved into versa-
tile tools, impacting numerous scientific fields and permeating
essentially every domain of human knowledge."*?* In chemistry,
particularly reticular chemistry,* there is significant potential
for LLMs to assist in answering complex scientific queries and
to enhance research productivity by automating routine yet
important tasks.>®7#%% However, achieving truly effective,
chemistry-specific LLM agents requires specialized training
data that are well-structured, contextually accurate, and
comprehensible to these models.'»!*14151¢

Prior research from leading organizations such as OpenAl
has demonstrated that reinforcement learning with human
feedback (RLHF) - a process involving iterative interactions
between humans and LLMs, where human evaluators validate
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and provide corrective feedback on LLM-generated outputs by
labeling Question and Answer (Q&A) pairs — can substantially
improve model accuracy and responsiveness.'”*®* Despite its
effectiveness, RLHF remains resource-intensive, often
demanding considerable human effort, time, and financial
resources. Consequently, implementing RLHF is challenging
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for smaller research teams or individuals in laboratory envi-
ronments, severely limiting its widespread adoption within
specialized fields like reticular chemistry.

To address this, the LLM community has developed what is
known as RLAIF (Reinforcement Learning with AI Feedback)
where instead of humans an LLM is asked to label Q&A pairs. As
in RLHF, these labeled Q&A pairs are then used to train a reward
function which in turn is used to improve the model via rein-
forcement learning. In this paper, we develop this approach for
Q&A pairs in the natural sciences, in particular, reticular
chemistry.

As a first step in this direction, our group previously
developed the RetChemQA dataset,” an extensive collection of
question-answer (Q&A) pairs specifically tailored to reticular
chemistry. This dataset aimed to mimic the quality and
context-specificity of human-generated Q&A pairs by
leveraging LLMs. Despite its utility, the automated generation
process inherently introduced inaccuracies, necessitating
rigorous human validation of each Q&A pair. Existing evalua-
tion frameworks generally assume that the question itself is
correct. However, since LLMs were used to generate the
RetChemQA dataset, this assumption does not hold - the
question itself can sometimes be factually incorrect or entirely
out of context. This highlighted the need to generate
a benchmark that explicitly accounts for question validity, in
addition to answer correctness. To systematically address this

View Article Online

Paper

issue, in RetChemQA, we developed a classification scheme
categorizing each generated Q&A pair as true positive (TP),
false positive (FP), true negative (TN), or false negative (FN),
depending on their factual accuracy and contextual relevance.
Using this scheme, approximately 2500 Q&A pairs covering
both single-hop and multi-hop question types were manually
evaluated by hand, highlighting the extensive labor required
for manual verification.

The impracticality and inefficiency of manually evaluating
such extensive datasets motivated us to develop the present
automated evaluation agent named QAutoEval, which is
capable of accurately assessing the correctness of Q&A pairs
generated by LLMs. Automating this evaluation process not only
promises significant time and resource savings but also ensures
that only high-quality, validated data are utilized for further
training and fine-tuning of chemistry-specific LLM agents.
Ultimately, the goal of our research is to leverage automated
evaluation to enhance the feasibility of reinforcement learning
with AI feedback in chemistry, thus accelerating the develop-
ment of robust, reliable, and domain-specific LLM systems. A
broad-level schematic of our automated evaluation agent
developed in this work is shown in Fig. 1, illustrating how the
model systematically provides evaluations for each Q&A pair
using four distinct inputs, where Input 1: main text; Input 2: SI;
Input 3: structured Q&A pairs (or the synthesis conditions
dataset), and Input 4: explicit evaluation criteria.

Prompt

Main Text True/False |

"System": You are an Q&A dataset

Materials and Methods

Factual |

evaluation agent. You are required to

Typical ZIF Synthesis.

"Question": "What temperature range was used (towards the end of the prompt) based
vothermal synthesis of s?” -

for the solvothermal synthesis of ZIF on the context provided (MS + SI).
“Answer": "The solvothermal synthesis was Please evaluate the dataset based on
arried out at temperatures ranging from 85- the following criteria:

evaluate the Q&A dataset provided

1. Accuracy: [definition 1]

2. Precision: [definition 2]

3. Hallucination Rate: [definition 3]

4. Hallucination Capture Rate:
[definition 4]

Number of Q&A pairs in the dataset:
[Insert]

Output format: [Insert]

"User": "Here is the context and Q&A
dataset, please evaluate it:
{combined_text}.”

Input 4

Fig. 1 Overview of the Automated Evaluation Agent, named QAutoEval. The evaluation process requires four distinct inputs. Input 1: the main
text of the paper; Input 2: the SI (SI); Input 3: a pre-generated Q&A dataset comprising factual, True/False, and reasoning-type questions; and
Input 4: a structured evaluation prompt containing clearly defined criteria. Together, these inputs are processed by an LLM—or a combination of
multiple LLMs—which then assigns evaluation labels (TP, True Positive; FP, False Positive; TN, True Negative; FN, False Negative) to each Q&A pair

based on its alignment with the provided context.
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Methods

Optimizing the architecture of the agent and the prompt for
Q&A evaluation tasks

Initially, we tested a straightforward prompting technique using
DSPy,* explicitly defining TP, FP, TN and FN—please refer to
our previous work on the definitions of these terms*—and the
expected output format in the prompt (Fig. S1). However, the
evaluation accuracy was inadequate due to the inherent
complexity of the evaluation task, as the LLM frequently mis-
reported the total number of questions in addition to incor-
rectly categorizing question types, such as factual, reasoning, or
True/False questions. This was addressed by clearly dividing
responsibilities between an LLM Retriever (GPT-40-mini) to
extract context from PDFs using Retrieval-Augmented Genera-
tion (RAG) and an LLM Evaluation Agent (GPT-4-Turbo) to
evaluate the extracted Q&A pairs (Fig. S2). This division
improved clarity, enabling accurate counting of the total
number of questions. However, the categorization of the
extracted Q&A pairs into factual, reasoning, or True/False
questions remained incorrect. Subsequently, we implemented
a DSPy-based LLM Judge Agent tasked explicitly with verifying
factual correctness by presenting full context alongside the Q&A
pair (Fig. S3). Unfortunately, the model exhibited substantial
limitations in reliably assessing factual accuracy. Further
simplification using a FactExtract Agent to shorten context
worsened the overall performance (Fig. S4). In response to these
limitations, we transitioned to a ‘divide and conquer’ strategy
using structured outputs. First, we converted the JSON file into
a structured DataFrame. Next, we processed the context, which
included both the manuscript (MS) and SI (SI) and tasked the
LLM with retrieving the relevant paragraph (at least 10 lines) for
each Q&A pair. For the subsequent evaluation step, the extrac-
ted context along with the Q&A pair and a clearly defined
prompt was provided to the LLM. For each Q&A pair, structured
entries were created that included the Q&A itself, the extracted
context, the question type, and the evaluation outcome (Fig. S5).
This systematic approach markedly improved accuracy, reach-
ing approximately 80%. Furthermore, accuracy was enhanced
through iterative manual re-evaluation using the graphical user
interface (GUI) - specifically OpenAlI's website - by prompting
the system to re-assess Q&A pairs. These iterative improvements
motivated our subsequent decision to integrate a dedicated
judge LLM into the evaluation framework.

Seeking to improve the accuracy further, we incorporated
GPT-40 as a judge LLM within our divide and conquer frame-
work, explicitly defining categories (TP, FP, TN, and FN) and
presenting whole contexts and Q&A pairs clearly (Fig. S6).
However, the GPT-40 judge model often incorrectly modified
correct evaluations to incorrect and vice versa, indicating chal-
lenges inherent to single model judging systems.

Recognizing the limitations of standalone systems, we next
attempted fine-tuning GPT-40 (snapshot from August 6, 2024)
using structured JSON inputs containing explicit roles (system,
user, and assistant) and detailed context, questions, and
answers. When attempting to fine-tune GPT-40, we encountered

© 2026 The Author(s). Published by the Royal Society of Chemistry
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significant limitations. Specifically, the human evaluated data-
set predominantly contained Q&A pairs classified as TPs,
resulting in insufficient exposure of the model to FPs, TNs, and
FNs. Consequently, the fine-tuned model primarily classified
evaluations as TP. To address this imbalance, we would have
needed to determine how many of the remaining 90 000 Q&A
pairs belonged to the FP, TN, or FN categories, requiring
manual evaluation of each pair—a prohibitively labor-intensive
and practically impossible task. Recognizing the impracticality
of fine-tuning with such limited data, we concluded that fine-
tuning the LLM was not feasible, necessitating the develop-
ment of an alternative, more practical evaluation solution. To
address these limitations, we advanced to a collaborative ‘LLM-
as-a-Judge’ framework, employing a distributed approach
rather than relying on a single LLM. We integrated four distinct
LLMs - GPT-40,* Claude 3.5 Sonnet, GPT-01 (a model specifi-
cally optimized for reasoning tasks; preview version),” and
Gemini 1.5-Pro.”® Each model was independently designated as
the tie-breaker with the highest weight, and the final evalua-
tions were recorded. When using Claude as the tie-breaker, the
average accuracy across single-hop and multi-hop datasets was
96.21%, while that for GPT-01 was the same. The average TP
catch rate was also comparable — 99.33% for Claude and 99.36%
for GPT-o1. However, the non-TP catch rate when using GPT-o1
(36.82%) was higher by ~10.1% compared to Claude (33.44%),
which led us to favor GPT-ol for the tie-breaker role. In
comparison, Gemini's average accuracy was 95.96% with a non-
TP catch rate of 30.21%, while GPT-40's average accuracy was
95.86% with a non-TP catch rate of 36.16% (Table S3). The
results of the sensitivity analysis are provided in Tables S1-S3.
To illustrate, the following scenarios demonstrate how final
evaluations were assigned:

Scenario 1: GPT-40 and GPT-o1 evaluated a Q&A pair as TP,
while Claude 3.5 Sonnet and Gemini 1.5-Pro evaluated the same
pair as FP. Given the higher weight assigned to GPT-o01, the final
evaluation was TP.

Scenario 2: GPT-40, Claude 3.5 Sonnet, and Gemini 1.5-Pro
all evaluated a Q&A pair as FP, while GPT-o1 evaluated it as TP.
Despite GPT-o1's higher weight, the cumulative weight of the
other models resulted in a final evaluation of FP.

Using this approach and initial prompt, we achieved a high
accuracy of approximately 98% across a randomly selected
dataset of 50 DOIs, encompassing different question types and
categories. However, we identified a significant limitation: the
dataset predominantly included TP type questions, with very
few FPs, TNs, and FNs. Consequently, the ‘catching rate’,
defined as the correct identification of FPs, TNs, and FNs, was
low. To address this shortcoming and enhance the capture rate
for non-TP evaluations, we selected a specific DOI from our
dataset—nchem.834—that contained a disproportionately high
number of non-TP type questions, including nine TN Q&A pairs.
When we tested the same prompt that had previously per-
formed well on the randomly selected set of 50 DOIs, we
observed a sharp drop in performance on the nchem.834 DOL
The final evaluation classified all questions as TPs, entirely
missing the non-TP categories (Fig. 2). On closer inspection of
the individual model outputs, we found that GPT-40, Gemini
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a Iteration 1 nchem.834
- TP . TN * Ground Truth TP Ground Truth TN
FP . FN Ground Truth FP ! Ground Truth FN

Average Value

evaluation

claude

gpt gemini gpt_o1

Prompt

“System instruction": "PROMPT: You have been provided with
a context from which question-answer pairs have been
generated.

Please do not include the reference section as the
context of the paper.

The question-answer pairs have been evaluated based on
the following criteria:

True Positive (TP): The question and answer are
sourced from the context, and the answer is correct.

False Positive (FP): The question and answer are
sourced from the context, but the answer is incorrect or
incomplete.

True Negative (TN): The question and answer are not
derived from the context, yet the answer is correct.

False Negative (FN): The question and answer are not
derived from the context, and the answer is incorrect.

The final evaluation results have been provided at the

and how many of each question type has been classified
as TP, FP, TN, or FN. Now, can you please

identify all the Q&A’s that have been classified as
TP, FP, TN, or FN.

If it is a reasoning question, please also ensure that
all the information is complete before assigning it a

TP label.

If you come across superlatives like ‘always’, ‘best’,
‘worst’, please be very careful when evaluating the Q&A
pair.

Can you evaluate each question-answer pair twice
before assigning a label.

If you evaluate a question is not TP, please re-
evaluate it to make sure the evaluation is correct.”

“User”: " CONTEXT:{context} Q&A DATASET:{Q&A data set}”
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b Iteration 5 nchem.834
- TP . TN ! Ground Truth TP Ground Truth TN
FP . FN Ground Truth FP “* Ground Truth FN
20
3
2
g 15
@
o
g
2

claude evaluation

gpt_o1

gpt gemini

Prompt

“System instruction": “You have been provided with a
context from which question-answer pairs have been
generated. Your task is to classify these pairs according
to the following criteria:

Classification Criteria

1. True Positive (TP): x BOTH the question AND answer are
directly sourced from the given context. * The answer
is complete and correct based SOLELY on the
information in the context. * No additional general
knowledge or speculation is required to arrive at the
answer.

2. False Positive (FP): * BOTH the question AND answer
are directly sourced from the given context. *
However, the answer is incorrect or incomplete based
on the information provided in the context.

3. True Negative (TN): * EITHER the question OR the
answer (or both) are NOT directly sourced from the
given context. * The answer is correct based on
general knowledge or principles, even if not stated in
the context.

4. False Negative (FN): x EITHER the question OR the
answer (or both) are NOT directly sourced from the
given context. * The answer is incorrect based on
general knowledge or principles. [... Please see SI]

Important Guidelines

1. Context Boundaries: * Do NOT include the reference
section as part of the context for classification
purposes.

2. Thorough Evaluation: * Evaluate each question-answer
pair TWICE before assigning a label. * If your initial
evaluation is not TP, re-evaluate to ensure accuracy.

“User”: " CONTEXT:{context} Q&A DATASET:{Q&A data set}”

Fig. 2 Prompt optimization of the "system instruction” section to improve classification of non-TP type single-hop Q&A pairs. Comparison of
evaluation results obtained for DOl nchem.834 using (a) iteration 1 and (b) iteration 5 of the evaluation prompt. Each bar chart shows the average
number of Q&A pairs of each classification type (TP, FP, TN, and FN) assigned by different LLMs (GPT-40, Gemini, Claude, and GPT-01) and by the
final evaluation. The y-axis represents the average number of Q&A pairs classified for each category, and the x-axis indicates the LLM used for the
evaluation. Bar colors represent the evaluation outcomes: blue (True Positive, TP), orange (False Positive, FP), green (True Negative, TN), and red
(False Negative, FN). The colored dotted lines indicate the target (ground truth) values, with colors corresponding to the respective classification
outcomes. Error bars represent the standard deviation of the results obtained over three independent runs. Below each bar chart, the specific

evaluation prompt used for the respective iteration is provided.

1.5-Pro, and Claude 3.5 Sonnet all overwhelmingly labeled the
Q&A pairs as TPs, with only a few instances being marked as
FPs. Notably, none of these three models identified any of the
TNs present in the set. Claude 3.5 Sonnet also labeled a couple
of examples as FNs. In contrast, GPT-01 was the only model that
approached the correct evaluation: it successfully classified 6
out of the 9 TN-type Q&A pairs correctly, with the remaining 3
misclassified as TPs. Moreover, GPT-o1 exhibited the most
consistent behavior, with the lowest variance across evaluations
(see Fig. 2).

In the second iteration (Fig. S7), we refined the prompt
provided to the LLM to improve the accuracy of its classification

234 | Digital Discovery, 2026, 5, 231-240

outputs. Specifically, we added clarifications to prevent the LLM
from misclassifying vague or implicitly stated answers as TPs.
We also emphasized caution when dealing with reasoning-
based questions or those containing superlatives like ‘always’
or ‘best’, which tend to lead to overconfident labeling. Finally,
we included an explicit instruction to ensure that justifications
such as ‘not explicitly stated in the context’ are not used to
justify TP or FP classifications. These changes were designed to
improve consistency and bring the evaluations more in line
with the ground truth. On running iteration 2 of the prompt on
this, we observed a reduction in the number of TP classifica-
tions generated by some of the LLMs; however, we still could

© 2026 The Author(s). Published by the Royal Society of Chemistry
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not achieve the desired outcome. Specifically, for Gemini 1.5
Pro, the model consistently produced TP outcomes without
generating any FP, TN, or FN classifications. For GPT-40, while
we successfully reduced the number of TP classifications, there
was a corresponding increase in FP outcomes, and we were
unable to elicit any TN classifications. Claude 3.5 Sonnet
showed comparatively better performance, producing a small
number of TN responses in addition to fewer TPs. Overall, the
final evaluation reflected an increase in TN classifications,
moving closer to our target; however, a small number of FP and
FN classifications remained alongside a substantial portion of
TPs, highlighting the necessity for further refinement of the
prompt.

In iteration 3 (Fig. S8), we introduced an explicit example
instructing the models not to rely on general domain knowledge
(e.g., “based on general chemistry knowledge”) when classifying
Q&A pairs as TPs or FPs. Iteration 4 (Fig. S9) built further on this
by explicitly instructing the model to avoid labeling speculative
questions - those requiring general knowledge rather than
context-based reasoning - as FPs, reinforcing the constraint to
use only the provided context. Finally, in iteration 4* (Fig. S10),
we maintained the same instructions from iteration 4 but
introduced an additional verification step, employing
a secondary ‘checker’ prompt to independently reassess and
validate the classification outputs of the initial evaluation

a Prompt

“System inst ion" € n P t Expert specializing in
optimizing e tion pri for question-answer a sment. Your goal is to
improve clas ation accuracy and catching rate acr diverse academic papers
INPUT:
1.

- accuracy of evaluation matches ground tr
2 ge_total_catch:

rcentage of ation matches the ground truth of FP, TN, FN

3. Original classif on prompt
4. Set of QSA examples with:

- Question and answer

- LLM classifications

- Ground truth classifications

- Context used for classification
5. Any correct classifications made by LLMs (to learn from successful cases)
6. Prompts and performance of the trial with the best performance and the previous
trial (if any)
No explanatory text, analysis, or commentary should be included. Deliver only the
enhanced prompt text optimized for accurate classification.
Note: Your revised prompt should emphasize specific evaluation criteria while
maintaining flexibility for different academic contexts.”
“User”: "Current Classification Prompt: {classification_prompt}

Start of Evaluations Result for {DOI}
Average accuracy: {average_accuracy}
{average_total_catch}-
Context:
{context}

Average Total Catch:

Evaluations:
{evaluation_details}

—— End of Evaluations Result for {DOI} —-

—— Start of Best Run Information ——
Prompt: {best_input}
{average_accuracy}
{average_total_catch}

—- End of Best Run Information —-

—— Start of Previous Run Information —
Prompt: {previous_input}
{average_accuracy}

{average_total_catch}

—-— End of Previous Run Information —"
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prompt. In all three iterations - iteration 3, iteration 4, and
iteration 4* - we did not observe any significant improvements
in performance over iteration 2. Despite our attempts to
explicitly constrain the models and introduce additional veri-
fication layers, the distribution of TP, FP, TN, and FN outcomes
remained largely unchanged.

Given that we had hit a dead end with optimizing the prompt
by hand, we next decided to use Claude 3.5 Sonnet as a tool to
optimize the prompt for us. In this prompt optimization, we
provided the LLM with explicit details including the original
base prompt and a structured template designed specifically to
address frequent misclassification errors. The template clearly
highlighted common misclassification types (TP, FP, TN, and
FN), provided detailed explanations of why these classifications
were incorrect, and outlined the necessary corrections to
prevent these errors (Fig. 3a). Using this approach, we signifi-
cantly improved the performance of the automated evaluation
agent, successfully reaching close to our target human-
evaluated benchmark for the DOI we were analyzing, in this
case nchem.834. For reference, readers are directed to Fig. 2,
where the figure on the left shows the performance achieved in
iteration 1, while the figure on the right illustrates the perfor-
mance obtained from iteration 5, along with the associated
prompts used. From iteration 5 (Fig. S11) to iteration 7
(Fig. S13), stricter requirements were introduced based on

b
100 A W
80 A
9
o 60 -
S
=
@
o
e | ALl ol N K o=--Le.
40 A T N T-- IZAE - v
4
’
’
¢
20 A
O T T T T T T T
0 2 4 6 8 10 12 14

Iteration Number

Legend
—&— Average Accuracy
—&— Average TP Rate
Average Non-TP Catching Rate
-~ == Cumulative Average Non-TP Catching Rate

Fig. 3 Automated prompt refinement to improve the classification performance of non-TP type Q&A pairs. (a) Template utilized for prompt
revision with highlighted placeholders indicating where performance metrics from prior prompts are inserted. This template was provided to the
Claude API, facilitating the automated iterative refinement process illustrated in (b). (b) Average accuracy (black), average TP rate (blue), average
non-TP catching rate (pink), and cumulative average non-TP catching rate (dashed line) shown as a function of iteration number. The final
prompt selected for the single-hop evaluation task is the one used in iteration 9. The full prompt is shown in Fig. S15. Error bars indicate the
standard deviation calculated over three independent runs for a set of seven DOls.
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Claude's suggestion, specifying that the question-answer pairs
must be explicitly stated in the context, either verbatim or with
minimal paraphrasing, thereby eliminating ambiguous infer-
ence. We also incorporated a clearly structured decision tree for
distinguishing between TN and FN classifications, explicitly
mandating verification against general scientific principles.
Additionally, we removed previously ambiguous phrases like
“directly sourced from context”, replacing them with more
precise language to minimize misinterpretation. These refine-
ments, informed by the detailed prompt optimization template
shown in Fig. S14, explicitly included the original prompt, clear
descriptions of common misclassification errors, and struc-
tured examples of incorrect classifications, each accompanied
by explicit explanations and corrective instructions. The use of
this comprehensive template resulted in a marginal improve-
ment in performance. A summary of the iterative prompt
refinement procedure is provided in Table S4. We must add that
while we were working on this project, we also tested Deepseek>*
and Grok as they had recently come out and realized that their
performance in iteration 6 (Fig. S12) and iteration 7 (Fig. S13)
was slightly worse off than the other models and therefore
decided to proceed without them. In our previous work, we had
highlighted that it was a challenge eliminating single-hop Q&A
pairs when generating multi-hop Q&A datasets. We attempted
to apply the same strategy used above to see if we could address
this issue and improve the generation of multi-hop Q&A pairs.
Using Claude as the prompt generator helped us to find
a prompt that significantly improved the generation of multi-
hop Q&A pairs. This prompt has been incorporated into
RetChemQA and is now used for generating multi-hop Q&A
pairs henceforth. The prompt is shown in Fig. S15.

We next tested the prompt obtained in iteration 6 (Fig. $12)
on a set of seven DOIs (anie.200351546, adfm.202203745,
anie.202306048, anie.202009613, anie.200462126,
adma.200904238, and nchem.834) specifically chosen due to
their high proportion of non-TP type Q&A pairs. Given the
increased difficulty of accurately classifying this set, we once
again leveraged Claude 3.5 Sonnet for automated prompt opti-
mization, following the structured template depicted in Fig. 3a.
This template included explicit placeholders (highlighted in

Prompt
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blue) detailing the current classification prompt, average accu-
racy, total catching rate, individual DOI evaluations, and
information from previous iterations. The optimization results
from this process are illustrated in Fig. 3b. From this subse-
quent round of iterative refinement, we selected the prompt
obtained at iteration 9, as it demonstrated the highest accuracy
and non-TP catching rate. This prompt, chosen as the final
version for integration into our automated evaluation agent, is
provided in Fig. S16. A summary of the different iterations and
their corresponding outcomes, including changes made, key
observations, and evaluation notes, is provided in Table S1.
After identifying the prompt that performed best for the single-
hop Q&A evaluation task, we decided to directly test the same
prompt in the multi-hop Q&A evaluation task. Surprisingly, we
found that this prompt also performed exceptionally well for the
multi-hop Q&A pairs, achieving high accuracy and effectively
classifying the non-TP type questions. Given these results, we
adopted this prompt as our final choice for the multi-hop Q&A
evaluation task.

Architecture of the agent and the prompt for synthesis
conditions evaluation task

To optimize the evaluation prompt specifically for assessing
synthesis conditions, we adopted criteria previously defined in
our earlier work.>® These evaluation criteria include: (1)
completeness, ensuring that synthesis conditions are extracted
for all MOFs mentioned in the context; (2) data type, verifying
that the extraction exclusively covers synthesis details and
excludes any experimental characterization data (such as XRD
patterns, surface area measurements, or spectroscopic infor-
mation); and (3) accuracy, confirming the correct matching of
extracted synthesis conditions to their corresponding MOFs. By
simply providing these guidelines in the prompt, we were able
to obtain good performance using our automated evaluation
agent and therefore decided not to do any further prompt
optimization. The final prompt used is shown in Fig. 4. Detailed
descriptions of the algorithms implemented for data process-
ing, prompt optimization, and automated evaluation are
provided in the SI: Fig. S17 illustrates the algorithm for gener-
ating the “user” section of the prompt, compiling the entire

“System instruction": "Please evaluate ALL the
context,

Criterion 1: Completeness

spectroscopic data) has been excluded from
Criterion 3: Accuracy

matched to their corresponding MOFs

“User”: ”

focusing on Metal-Organic Frameworks (MOFs).

* Have synthesis conditions been included for all MOFs mentioned in the context?

Criterion 2: Data Type

* Verify that ONLY synthesis information has been extracted

% Ensure all experimental characterization data (like XRD patterns, surface area measurements,

the extraction

* Confirm that all synthesis conditions details have been extracted

For each criterion, output Y if fully met for ALL MOFs, or N if not

CONTEXT:{context}\n\nSynthesis Conditions Data::{Q&A data set}”

synthesis conditions extracted from the provided
Analyze according to these three criteria:

and that they are correctly

met for ANY MOF”

Fig. 4 The final prompt used in the automated evaluation agent for the synthesis conditions task. The prompt is used to evaluate the synthesis
conditions dataset, based on three distinct criteria: completeness (criterion 1), data type (criterion 2), and accuracy (criterion 3) for 98 DOls.
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context and all relevant Q&A pairs or synthesis conditions
datasets for each DOI; Fig. S18 presents the algorithm for
systematically calling various LLMs via API for evaluation tasks;
Fig. S19 details the iterative algorithm used to automate the
optimization of the “system instruction” section of the prompt
via Claude's API; and Fig. S20 describes the function respon-
sible for summarizing evaluations, processing results from
multiple LLMs through merging and weighted evaluation. All
the code necessary for performing these processing steps and
evaluations on both single-hop and multi-hop Q&A datasets,
along with the synthesis conditions dataset and example full
length prompts for each task, is publicly available at the
following GitHub repository: https://github.com/joef2002/
QAutoEval. In addition, we have also developed a user-friendly
GUI app that users can download to run evaluations on their
own datasets.

Results

To rigorously test the performance of the final prompt selected
for evaluating single-hop and multi-hop Q&A datasets, we
randomly selected 252 DOIs, each containing approximately 20
Q&A pairs. A distribution of the Q&A types in the optimization
dataset (7 DOIs) and final test dataset (252 DOISs) is provided in
Table S5. Upon evaluating this extensive dataset using our
automated agent, we observed high accuracy rates ranging
between 97 and 98%. Although these results were very encour-
aging, we wanted to understand the specific cases where the
automated evaluation might diverge from the human-evaluated
ground truth.

To implement this, we categorized the DOIs based on the
percentage of matching evaluations between our automated
agent and human evaluations, as depicted in Fig. 5a. In this
figure, intervals on the x-axis represent the percentage range of
Q&A pairs correctly classified by the automated evaluation
compared to human evaluations. For example, the interval
labeled (90, 100) indicates that precisely >90% of Q&A pairs
within a DOI matched human evaluations. Correspondingly,
the y-axis indicates the number of DOIs within each interval.
Notably, we observed more than 100 DOIs in the (90, 100)
interval. Upon manually examining a random subset of 20-30
DOIs within this interval, we discovered that the discrepancies
were due to incorrect human evaluations rather than errors
made by our agent. This indicates that the actual accuracy of
our automated agent is likely higher than initially calculated.
We also performed a quantitative analysis for the multi-hop
Q&A pairs. On average, across all three evaluations, total Q&As
= 523, total mismatches found = 45, QAutoEval correct = 30
(66.7%), human evaluation correct = 11 (24.4%), and both
wrong = 4 (8.9%). A pie chart summarizing this analysis is
shown in Fig. S21. The analysis also highlights common sources
of misclassification, such as (i) PDFs containing more than one
paper, (ii) handwritten or scanned data within papers, and (iii)
incomplete or inconsistently formatted material names. These
cases illustrate how ambiguous inputs and inconsistent
formatting can lead to incorrect predictions despite correct
model logic.

© 2026 The Author(s). Published by the Royal Society of Chemistry
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Another significant observation is that the final evaluation
results from our agent (dark blue bars in Fig. 5a) show the
highest frequency in the (90, 100) interval. This clearly
demonstrates the benefit of combining multiple LLM outputs
rather than relying on any single LLM evaluation. Interestingly,
we found that GPT-o1, which was specifically designed for
reasoning tasks and was thus weighted more heavily in our
evaluation agent, occasionally performed worse than other
models. This further underscores the importance of using an
ensemble of multiple LLMs rather than relying solely on a single
specialized model.

Recognizing that LLM outputs can vary between different
runs, we next conducted a more detailed evaluation by selecting
26 DOIs and running the evaluation process three times for
each DOI, separately analyzing both single-hop (Fig. 5b) and
multi-hop Q&A pairs (Fig. 5¢). In both single-hop and multi-hop
scenarios, we found consistently high TP catch rates across all
LLMs and notably high overall accuracy from the final ensemble
evaluation. Although the non-TP catch rates were comparatively
lower, they were still significantly higher than the initial results
obtained when we first started our study.

For multi-hop Q&A pairs specifically (Fig. 5¢), non-TP catch
rates showed notably greater variability, reflected by the higher
standard deviations. Among the models tested, GPT-o1 di-
splayed the largest error bars, indicating substantial variability
in its evaluations for multi-hop reasoning tasks. We hypothesize
that this is because the task of evaluating multi-hop Q&As is
more complex, as it requires combining and checking infor-
mation from multiple sections of a paper. These findings
further justify the need to employ multiple LLMs within
a unified evaluation framework for reliability and consistency in
Q&A pair classification, rather than depending solely on a single
LLM. The results obtained from our automated evaluation
agent for the synthesis conditions dataset are shown in Fig. 5d,
with the corresponding prompt illustrated in Fig. 4. From these
results, we clearly see varying performance among the different
LLMs for each of the three evaluation criteria. For criterion 1
(Completeness) - which ensures that all MOFs mentioned in the
context have their synthesis conditions extracted — we observe
that Claude achieves the highest accuracy, outperforming GPT-
40, GPT-01, and Gemini. Notably, however, the highest overall
performance for criterion 1 is achieved by our final ensemble
evaluation. For criterion 2 (Data Type), which confirms that only
synthesis conditions and no experimental characterization
details are extracted, and criterion 3 (Accuracy), which verifies
correct matching of synthesis conditions to their corresponding
MOFs, GPT-o1 significantly outperforms the other LLMs. These
tasks inherently involve complex reasoning, given the many
ways in which synthesis conditions are described or referenced
across the scientific literature. Many publications, for instance,
often simply cite another paper for detailed synthesis condi-
tions rather than explicitly stating them, complicating the
extraction and evaluation process. While GPT-o1 demonstrates
superior performance in these reasoning-intensive criteria, we
find that relying solely on a single LLM - regardless of its
specialized capabilities — can limit reproducibility and consis-
tency. Therefore, despite our final evaluation slightly
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Fig. 5 Performance evaluation of the best-performing prompt on single-hop and multi-hop Q&A tasks and the synthesis conditions evaluation
tasks. (a) Distribution plot showing the number of DOIs categorized by intervals representing the percentage agreement between the LLMs'
evaluations and the human-generated ground truth for single-hop Q&As from 252 DOls. (b and c) Accuracy, TP catch rate, and non-TP catch
rate (%) for individual LLMs (GPT-40, Gemini, Claude, and GPT-o01) and the final evaluation across (b) single-hop and (c) multi-hop Q&A datasets,
each consisting of evaluations for 26 DOlIs. Error bars indicate the standard deviation calculated over three independent runs. (d) Performance of
different LLMs — GPT-40, Gemini, Claude, and GPT-ol — and the final evaluation in accurately assessing synthesis conditions according to these
criteria. Accuracy values for each criterion, as well as the average accuracy across all criteria, are shown for comparison.
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underperforming GPT-o1 in these categories, we maintain that
employing a distributed evaluation model, combining outputs
from multiple LLMs, is essential to ensuring robust and
reproducible results across varied data sets.

To further assess the generalizability of QAutoEval, we eval-
uated its performance on Q&A datasets drawn from diverse
areas of chemistry, including batteries,*® biosynthesis,* catal-
ysis,*® materials chemistry,* synthetic organic chemistry,* and
natural product chemistry.** For single-hop Q&A pairs, QAu-
toEval achieved ~90% accuracy, while for multi-hop Q&A pairs
it achieved ~98% accuracy. These results match the perfor-
mance observed for papers in reticular chemistry, demon-
strating that both the framework and the underlying prompt are
topic-agnostic. This confirms that QAutoEval can be reliably
applied for the evaluation of datasets across multiple domains
of chemistry, not just within the specialized context of reticular
chemistry.

On average, the cost of running an evaluation using GPT-4o,
Claude, and GPT-01 was approximately $1.5-2 per DOI, while
that of Gemini was very low and almost negligible. These esti-
mates provide a practical reference for assessing the computa-
tional feasibility of large scale evaluations using QAutoEval.

Summary and conclusions

We have developed an automated evaluation agent (QAutoEval)
that reliably assigns classification labels to single-hop and multi-
hop Q&A pairs, as well as to synthesis condition datasets. A key
takeaway from our work is the critical importance of the prompt
and that it remains central irrespective of the model used. This
observation aligns with recent studies in other fields, such as
image generation, that have similarly highlighted the role of the
prompt in determining the final performance of a given LLM.*
Although GPT-o1 was considered state-of-the-art for reasoning
tasks, our original prompt, which contained straightforward
definitions sufficient for human evaluators, performed poorly with
the model. It was only after extensive optimization, resulting in
a significantly longer and highly detailed prompt aided by an LLM,
that we achieved substantial improvements in classification
performance. This highlights that current LLM:s still lack human-
level reasoning capabilities and emphasizes the need for further
development in this area. Another important finding is that eval-
uation systems should not depend solely on a single LLM. Instead,
robust evaluations require a distributed approach that leverages
multiple LLMs to ensure consistency and reproducibility.
Furthermore, due to inherent variability in LLM outputs, we found
that performing evaluations multiple times (at least three) is
essential to reliably establish accurate classifications.

We also recognize the need to generate more diverse and
balanced datasets to improve evaluation robustness. In future
work, we aim to expand the dataset using strategies such as
adversarial generation, where prompts are designed to create more
challenging or ambiguous Q&A pairs, and synthetic augmentation,
where controlled prompt variations introduce a wider range of FP,
TN, and FN examples. These methods can help mitigate dataset
imbalance and ensure that automated evaluation systems gener-
alize effectively across different question types and contexts.

© 2026 The Author(s). Published by the Royal Society of Chemistry
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Our agent will enable the community to move towards auto-
mated reinforcement learning systems that eliminate the need for
human feedback, which is often labor-intensive, expensive, and
error-prone. Additionally, we envision a future where specialized,
optimized prompts become valuable intellectual property, since
much of an LLM's effectiveness relies heavily on the prompt used.
Ultimately, the prompt will likely emerge as the critical factor di-
stinguishing high-performing models from weaker ones in
specific tasks.
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