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Drug repurposing can dramatically decrease cost and risk in drug discovery and it can be very helpful for

recommending candidate drugs. However, as traditional Chinese medicine (TCM) formulas are multi-

component, the repurposing methods for western medicine are usually not applicable for TCM formulas.

In this study, we proposed a concept/strategy for multi-component formula/recipe discovery with

network and semantics. With this concept, we establish a semantic formula-repurposing model for TCM

based on a link-prediction algorithm and knowledge graph (KG). The proposed model integrating

semantic embedding with KG networks facilitates the effective repurposing of traditional Chinese

medicine formulas. First, we construct a KG that consists of more than 46 600 ancient formulas,

including over 120 000 entities, 415 900 triples and 12 relations that are extracted from non-structural

textual data by deep-learning techniques. Then, a link-prediction model is built on KG triplets for entity

and edge semantic vectors. The formula-repurposing task is considered as computing the similarity of

semantic vectors in KG between entities and query formulas. In the current version of the proposed

model, two ways of repurposing are tested: one is searching for a similar formula to the query one, and

the other is seeking a possible formula for rare, emerging diseases or epidemics. The former is based on

the name of a formula; the latter is carried out through symptom entities. The experiments are

exemplified with existing formulas, Fufang Danshen Tablets ( ) and the symptoms of COVID-

19. The results agree well with existing clinical practices. This suggests our model can be

a comprehensive approach to constructing a knowledge graph of TCM formulas and a TCM formula-

repurposing strategy, which is able to assist compound formula development and facilitate further

research in multi-compound drug/prescription discovery.
1 Introduction

It is well-known that the development of new drugs requires
substantial nancial and time resources.1 Drug repurposing has
been considered an efficacious approach to enhancing the
efficiency and lowering the costs of drug development. Drug
repurposing is a concept of reevaluating and using existing
drugs for the treatment of different diseases. It involves using
known drugs or compounds to treat diseases or conditions
beyond their original intended scopes, i.e., drug repurposing
employs drugs that are already on the market for treating other
diseases. Therefore, drug repurposing not only helps scientists
discover new therapeutic strategies, but also leverages existing
hnology, Northeast Normal University,
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drugs, reducing the risks and costs associated with developing
new drugs. There are many successful examples of drug repur-
posing. Sildenal, originally developed as an antihypertensive
drug, was later repurposed by Pzer for the treatment of erectile
dysfunction, capturing 47% of the market share.2 Quinacrine,
an antimalarial drug, has been recently reevaluated for its
potential in treating rheumatoid arthritis and other autoim-
mune diseases.3 Baricitinib, initially developed as a treatment
for rheumatoid arthritis, was found during the COVID-19
pandemic to have anti-inammatory properties, making it
a candidate drug for treating COVID-19.4 In recent years, drug
repurposing has been gradually gaining traction and increas-
ingly recognized by scientists.

Traditional Chinese medicine (TCM) is a distinct and intri-
cate medical system that has evolved over thousands of years.
Some external treatments in TCM, such as acupuncture, mox-
ibustion and manipulation (Tuina), have earned recognition in
many countries as a complementary and alternative approach
to healthcare. During the COVID-19 pandemic, TCM played
a signicant role through collaboration with western medicine
to effectively support epidemic treatment and prevention in
Digital Discovery
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China.5 Nowadays, Chinese herbs have been an important
repository of druggable compounds from natural sources,
which are harnessed for the discovery and development of novel
natural compounds, active ingredients, individual herbs, and
compound formulations or prescriptions with therapeutic
selectivity. In addition, Chinese herbs are also increasingly
emerging as a source of novel anticancer agents6 and they have
become valuable natural resources in the development of anti-
cancer drugs. These advancements enable the precise targeting
and eradication of cancer cells, effectively curbing their prolif-
eration while minimizing signicant toxicity.7,8 In various other
disease treatments, TCM is also gradually playing a signicant
role. It has been revealed that the Chinese herb Salvia miltior-
rhiza possesses protective effects on the cardiovascular system.
Asian countries have extensively applied Salvia miltiorrhiza in
the treatment of cardiovascular diseases, particularly those
affecting the heart and brain.9 The development of pharma-
ceuticals based on TCM has attracted growing attention.

TCM is founded on a holistic theoretical framework, and its
treatment is fundamentally different from Western medicine.
Unlike Western medicine, which typically consists of single,
pure compounds targeting specic biological pathways,10,11

TCM prescriptions are composed of multiple compounds that
act on multiple targets and exhibit various therapeutic func-
tions. Regarding TCM complexity, apparently TCM formula/
prescription repurposing cannot directly adopt Western drug
repurposing approaches, as they primarily focus on known
drugs with explicit drug structures and components. In recent
years, multi-target or multi-compound drugs that are princi-
pally similar to the TCM prescription concept have started to
become prevalent in drug development.12 Therefore, our model
for TCM formula repurposing may enlighten multi-compound
drug discovery.

The existing methods of the main components of TCM
repurposing can be categorized as follows: molecule-based (or
ligand-based) methods, target-based methods, network-theory-
based strategies, and knowledge-graph-based methods.
Knowledge-graph-based methods have shown great potential in
the eld of TCM repurposing in recent years. A knowledge graph
(KG) can store, manage and utilize knowledge efficiently, and it
is able to reason based on existing knowledge to uncover
potential drug–target–disease relationships. Moreover, KGs
possess excellent scalability, allowing them to continuously
update and expand with the addition of new data; thereby the
models combining KG and deep learning show superior
performance when dealing with complex problems.13 In recent
years, signicant progress has been made in constructing
knowledge graphs in the eld of TCM, such as the establish-
ment of multiple databases containing traditional Chinese
medical literature.14 Jia et al. introduced the foundation of
knowledge graphs and subsequently delved into the construc-
tion of a knowledge graph specic to TCM.15 Some researchers
have also focused on constructing KGs for specic domains
within TCM. For instance, the construction of a KG for TCM-
related gastrointestinal disorders, such as spleen and stomach
diseases, has been undertaken.16 Furthermore, a variety of
applications based on TCM KGs have emerged, including
Digital Discovery
a prescription recommendation system for Chinese herbal
medicine,17 intelligent question-answering systems,18 and
pattern-based diagnostic decision-making systems.19

However, for the development of new formulas and medi-
cations, a KG with component herb nodes, the relations of
diseases and various prescriptions are prerequisite. To deeply
excavate and exploit ancient formulas, we constructed a TCM
KG and proposed a formula-repurposing model for TCM
formulas based on link-prediction algorithms and the built
TCM KG. First, we constructed named-entity recognition and
relation-extraction models to automatically extract over 46 600
entities and 410 000 relations from unstructured text data for
building a KG with more than 50 000 formulas. Then, we ob-
tained KG embedding via the semantic hierarchic link-
prediction model Hierarchy-Aware Knowledge Graph Embed-
ding (HAKE).20 Finally, with KG embedding, we sought out
similar formulas for a target TCM formula or discovery of new
possible formula candidates for diseases.

Our main contributions include three aspects:
� A Chinese medicine entity terminology lexicon has been

constructed containing a total of 120 000 terms. These terms are
categorized into eight entity types: TCM diseases, Western
medicine diseases, efficacy, syndromes, therapeutic methods,
symptoms, formula, and Chinese herbs. Based on this lexicon,
a dataset for Chinese herbal medicine named-entity recognition
was created, comprising over 50 000 Chinese herbal formulas.

� A TCM formula KG was constructed using triples obtained
through entity and relation-extraction models. We dened 12
types of relationships among the eight categories of entities and
performed TCM formula relationship extraction, consisting of
415 900 relationship data records.

� A semantic formula-repurposing model based on self-
developed TCM KG and a link-prediction model is proposed
for TCM formulas. The experimental results agree well with
clinical practice, which further validate the usability of the TCM
formula KG we built.

2 Related work
2.1 Traditional Chinese medicine knowledge graph

A knowledge graph can be dened by G = (V, E), where V is the
set of nodes and E is the set of edges. TCM knowledge graphs
are increasingly being used in various applications to enhance
understanding and treatment related to TCM. These KGs help
primary care physicians improve their diagnostic and treatment
skills by providing a structured representation of TCM concepts
and relations. Zheng et al. developed a deep-learning-based
platform, TCMKG, to effectively manage TCM knowledge and
provide a comprehensive understanding of TCM concepts.21

Furthermore, KGs play a crucial role in systematically orga-
nizing and analyzing health knowledge related to TCM,
contributing to the preservation and development of TCM as
a cultural heritage.22 Furthermore, TCM knowledge graphs have
been utilized in information exchange frameworks to support
clinical applications and enhance diagnostic pattern discovery
in precision medicine.23 Guo et al. explored knowledge
reasoning based on traditional rules and features within TCM
© 2025 The Author(s). Published by the Royal Society of Chemistry
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knowledge graphs to infer new facts and improve the TCM
decision-making process.24 Xie et al. constructed a KG using
ancient TCM texts and proposed a syndrome reasoning method
based on the TCM knowledge graph, combining reinforcement
learning algorithms with Term Frequency-Inverse Document
Frequency (TF-IDF) concepts to infer the relationships between
symptoms and syndromes, thereby improving the accuracy of
computer-aided diagnosis.25
2.2 Named-entity recognition for TCM formulas

Named-entity recognition (NER) for TCM literature records is
a challenging task, as they span a long history, and are thus
dispersed, with inconsistent recording methods and chaotic
formats. Additionally, TCM formulas oen contain entities
nested within one another, forming a hierarchical structure
known as nested entities. The representation of nested entities
in text frequently exhibits this hierarchy, which poses chal-
lenges for natural language processing tasks such as informa-
tion extraction, entity or relation extraction, and semantic
understanding. Therefore, when dealing with nested entities in
TCM data, it is essential to correctly identify the hierarchical
relations between entities to achieve accurate text comprehen-
sion and analysis. In 2023, Su et al. proposed a model called
GlobalPointer (GP), which utilizes a globally normalized
approach for named-entity recognition, allowing for the indis-
tinguishable recognition of both nested and non-nested enti-
ties.26 To tackle the nested-entity recognition, we use GP as one
of modules in our NER model.

The structure of GP consists of two layers: token represen-
tation and span prediction. In the token representation layer,
assuming the input sequence is represented as X = [x1, x2, xn],
an output matrix H is obtained based on Bidirectional Encoder
Representations from Transformers (BERT) (eqn (1)). H = [h1,
h2, hn] represents the input sequence embedding.

h1,h2,hn = BERT(x1,x2,.xn) (1)

In the span-prediction layer, two feedforward layers are
employed, which rely on the beginning word embedding and
the end word embedding of the span. The sentence represen-
tation H is then used to compute the span representation based
on these word embeddings.

qi,a = Wq,ahi + bq,a (2)

ki,a = Wk,ahi + bk,a (3)

In eqn (2) and (3), the vectors qi;a˛ℝd and ki;a˛ℝd are
representations of the entity type a, and they represent the start
and end positions of the span score[i : j] for the entity type a,
respectively. The score of the span score[i : j] as an entity of type
a is calculated in eqn (4).

scoreaði; jÞ ¼ qui;akj;a (4)

To leverage boundary information, positional encoding is
introduced by incorporating relative position information into
© 2025 The Author(s). Published by the Royal Society of Chemistry
the model. Rotary Position Embedding (ROPE) coding27 is
added to the entity word vectors, where the helical positional
encoding is a transformation matrix Ri, and it satises
RT
i Rj = Rj−i. The score function is calculated in eqn (5).

scoreaði; jÞ ¼
�
Riqi;a

�u�
Rjkj;a

�
¼ qui;aR

u
i Rjkj;a

¼ qui;aR
j�ikj;a

(5)

In addition, to further enhance the model's ability for NER,
we employ a Gated Attention Unit (GAU) to enhance the model's
contextual awareness.28 Since BERT uses absolute position
encoding, it cannot capture relative positional information.
Therefore, we incorporate relative position encoding into BERT.
The employed GAU model is used to capture long-distance
dependencies of the word vectors with relative position encod-
ing, which are then input into GP. These aforementioned
components (BERT, GP and GAU) are combined to form the
NERmodel, BGGNER, which can achieve excellent results in the
NER task on TCM formulas.
2.3 Relation-extraction in TCM

TCM formula texts are from important literature sources of
TCM, recording numerous combinations of medicinal mate-
rials and treatment methods, which hold signicant value for
research and applications in drug development. However, the
recording and descriptive methods of TCM formulas vary owing
to the time of their emergence, making it impossible to use
rules for relation extraction. Therefore, relation extraction in
TCM formula literature is also tough work. With the rapid
development of deep-learning techniques, employing deep-
learning methods is currently one of the most popular means.
However, there are few publicly available datasets for relation
extraction in TCM, which presents a major difficulty for deep-
learning modeling.

To address data deciency issues, we used a manual plus
regular matching approach to tag the formula text, which
resulted in a relational extraction dataset. Additionally, due to
the complexity of one-to-many, many-to-many, andmany-to-one
relations in TCM formula texts, a relation-extraction model,
CASREL, is adopted for relation extraction.29 CASREL is a novel
cascading binary tagging framework that introduces a new
perspective to reevaluate the task of extracting relation triples,
aiming to address the issues of overlapping triples and multi-
entity relationships. In our study, we improved the CASREL
model to enhance its performance with relation extraction in
TCM. Building upon the previous NER work, we annotated the
TCM formula relation-extraction dataset and trained the dataset
using the improved CASREL model, achieving promising
results.
2.4 Semantic embedding based on a link-prediction model

Link prediction in KGs is a vital task in the elds of knowledge
representation and reasoning. Given a head entity and a rela-
tion in a KG, it is possible to predict the tail entity; alternatively,
Digital Discovery
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given a head entity and a tail entity, one can predict the rela-
tionship between them. Various link-prediction models have
been proposed to fulll this task, aiming to improve the accu-
racy and scalability. Existing knowledge graph embedding
models primarily focus on capturing relational patterns such as
symmetry, asymmetry, inversion, and composition, but tend to
overlook semantic information, which is the most important
feature for TCM formula repurposing. The HAKE model
addresses this limitation by proposing a method for modeling
semantic hierarchies, mapping entities into a polar coordinate
system where entities with different semantics are distributed
across distinct hierarchical levels. Its goal is to automatically
learn and represent the semantic hierarchies within knowledge
graphs. By distinguishing entities at different levels and
leveraging modulus information to reect the hierarchical
depth of entities, HAKE enhances link-prediction performance.
Moreover, HAKE effectively captures hierarchical relations
without requiring additional hierarchical information or
Fig. 1 Traditional Chinese medicine formulas and entity thesaurus term

Digital Discovery
clustering algorithms.20 Therefore, we chose HAKE as the KG
embedding model.
3 Materials and methods

We rst used the NER model and relation-extraction model to
extract entities and relations, which formed a TCM formula
knowledge graph; then, the built KG served as the foundation
for building a formula-repurposing model for TCM formulas.
The following includes data preparation, entity recognition,
relation extraction, and the construction of the formula-
repurposing model.
3.1 Data preprocessing

Regarding NER tasks, it is essential to construct a comprehen-
sive terminology lexicon, which is signicant for improving the
performance of NER models. Our TCM terminology is derived
from the following sources:
inology collection sources.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Entity-relation schema of the TCM formula knowledge graph.
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(1) The Wanfang traditional Chinese medicine knowledge
base already contains well-organized categories of terms such as
“diseases”, “formulas”, “Chinese herbs”, and “patent Chinese
medicines”, where these terms can be directly collected.30

(2) The internet hosts a plethora of relevant data, albeit oen
in a disorganized structure. We utilize web crawlers for data
collection and then cleaning data from the internet.

(3) Textbooks and various published books also contain
numerous terms within TCM. The terms in textbooks have been
screened and organized by experts in the relative elds, making
them more accurate than other data sources.31

(4) “Clinic terminology of traditional Chinese medical diag-
nosis and treatment diseases”, released by the National Health
Commission and the State Administration of traditional
Chinese medicine, consists of three sections. The rst section
covers disease terminology, the second section encompasses
syndrome terminology, and the third section pertains to ther-
apeutic method terminology. These highly reliable terms,
collected and published by relevant national authorities, are
readily available to use and possess.32

Finally, the collected terminologies have been categorized
into eight classes: “formula”, “herbs”, “traditional Chinese
medicine diseases”, “Western medicine diseases”,
“syndromes”, “symptoms”, “treatment methods”, and “effi-
cacy”. The entity terminology is illustrated in Fig. 1.

The sources of the Chinese herbal formula data in this study
include two main parts:

(1) Chinese medicine formula books: Chinese medicine
formula books are treasures that have been passed down
through generations, representing the accumulated wisdom of
traditional Chinese medicine. They contain veried and effec-
tive classical formulas. In this study, books such as “Compen-
dium of Chinese Classic Formulas”33 and “Dictionary of
Traditional Chinese Medical Formulae”31 were used. In
“Compendium of Chinese Classic Formulas”, each formula
consists of sections such as “Composition”, “Usage”, “Effects”,
“Indications”, “Explanation of the Formula”, “Annotations”,
and “Additional Formulas”. In “Dictionary of Traditional
Chinese Medical Formulae”, each formula is composed of
Fig. 2 The quantities of various types of term entities in our Chinese
medicine entity terminology lexicon.

© 2025 The Author(s). Published by the Royal Society of Chemistry
sections including “Origin”, “Alternative Names”, “Composi-
tion”, “Usage”, “Functions”, “Indications”, and “Selected
Excerpts from Discussions on the Formula”.

(2) Internet: with the continuous advancement of internet
technology, a vast amount of textual data is available on various
websites. Unlike books, these data do not require extensive
processing and oen come in relatively standardized formats.
Aer being collected and cleaned through web scraping, these
data can be directly utilized on computers for further analyses.

The summary of term entities in the obtained terminology
entity lexicon for each category is presented in Fig. 2. Then, our
formed entity-relation schema of the KG is shown in Fig. 3.

3.2 Named-entity recognition model

Our NER model (shown in Fig. 4), referred to as BGGNER, is
composed of three modules: BERT, GAU and GP, which are
utilized for information modeling of word vectors, long-range
dependency capture and entity recognition, respectively, to
achieve effective nested-entity recognition. At rst, the non-
structural texts are input into BERT to obtain word embed-
ding. GAU is subsequently employed to more effectively capture
the dependencies among different segments of the input word
embedding. Finally, GP is employed to identify nested entities.

During data preprocessing, the formula texts are rst
segmented based on a predened maximum text length. The
segmented texts are then tokenized using the BERT tokenizer to
generate corresponding character token lists. A mapping
process is performed to align the original character positions
with the tokenized outputs, which are then fed into the BERT
model to obtain contextualized embeddings. These embed-
dings are further processed by the GAU module to enhance
contextual information.

Positional information plays a crucial role in entity recog-
nition, as it enables the determination of entity start and end
positions. The word embeddings produced by BERT,
augmented with positional encodings, are input into the GAU
Digital Discovery
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Fig. 4 The framework of the nested-entity recognition model BGGNER.

Fig. 5 GlobalPointer labeling for nested-entity types.

Table 1 Categories of entity relations

Entities Relations Entities

Formula Function Efficacy
Formula Treatments Disease
Formula Prescription pattern Syndrome
Formula Treatments Symptom
Formula Consists of Chinese herbs
Disease Clinical feature Symptom
Disease Property of Syndrome
Syndrome Manifestation of Symptom
Therapeutic
methods

Use Formula

Therapeutic
methods

Targeting Symptom

Therapeutic
methods

Treatment principles Disease

Therapeutic
methods

Treatments Syndrome
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module to capture long-range dependencies. The output of the
GAU module is passed to the GP decoder, which produces eight
entity recognition matrices, with their dimensions determined
by the maximum text length. In these matrices, a value of 1 at
position (i, j) indicates that an entity of the corresponding type
begins at position i and ends at position j. By traversing the
matrix and selecting elements with scores above a predened
threshold, the start and end positions of entities, as well as their
types, can be accurately determined. Owing to its ability to mark
multiple entities within the same matrix, GP effectively handles
nested-entity recognition, demonstrating strong capability in
capturing both entity boundaries and entity types.

Nested entities are commonly found in TCM documents. For
instance, as shown in Fig. 5, prescriptions such as “ ”

(Awei Xiaoliu Decoction – a formula for hemangioma) and
“ ” (Xiaoliu Decoction – a formula for carcinoma)
constitute two distinct entities, despite the fact that “ ” is
nested within “ ”. In early deep-learning-based
approaches, NER was framed as a sequence labeling task,
where each character was individually tagged with its entity type
and position. However, such methods are inherently limited in
handling nested entities.

To address the challenge of nested-entity recognition and
enhance model efficiency, we propose a hybrid named-entity
recognition framework, as depicted in Fig. 4. The core idea of
the GP module is to reformulate the task as a multi-label clas-
sication problem. The label generation process is illustrated in
Fig. 5. The size of the label matrix is determined by the
Digital Discovery
predened maximum text length. For example, if the maximum
text length is set to 5, the corresponding label matrix is of size 5
× 5. Each row in the matrix denotes a potential start position of
an entity, while each column denotes a potential end position.
For example, the entity “ ” corresponds to coordi-
nates (0, 4), and “ ” to (2, 4).

GP's ability to recognize nested entities lies in its departure
from traditional sequence labeling methods (e.g., BIO tagging).
Instead, it adopts a span-based multi-label classication
strategy. By constructing independent score matrices for each
entity type, it allows the same span to be simultaneously
assigned multiple entity types. This design decouples boundary
detection from type classication, allowing the recognition
processes for different entity types to operate independently,
and thereby naturally supports nested structures. In contrast to
conventional sequence labeling, this approach directly models
inclusion and overlap relationships among entities, enabling
nested-entity recognition without the need for complex post-
processing. It effectively distinguishes both nested and non-
nested entities. Given the eight entity types, the model gener-
ates eight corresponding label matrices, each dedicated to
recognizing one specic entity type.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 CASREL-GP relation-extraction model.
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3.3 Relation-extraction model

We categorized the relations between entities into 12 classes
based on expert opinions, as shown in Table 1. Aer dening
the relation types, we manually labeled the herbal formula texts
using a combination of human annotation and regular
expression matching. By this means, we process 50 000 herbal
formula texts and obtain a total of 413 733 relation instances.
When modeling, the dataset is divided into training, validation,
and testing sets with an 8 : 1 : 1 ratio. The division was carried
out by randomly shuffling to ensure fair data distribution.

Due to the multiple types of relations presenting in the
constructed TCM formula dataset, we employ the relation-
extraction model, CASREL,29 which excels in both speed and
accuracy, and use BERT as the word embedding model. In
CASREL, the extraction of entity triplets involves two main
steps: rst, identifying all potential head entities within the text;
then, for each relation category, extracting all potential tail
entities that exhibit a relation with the identied head entities.

Though the CASREL relation-extraction model offers good
speed, it suffers from a drawback in terms of the separate
recognition of the start and end entities. This arises from the
two-linear-layer architecture, where each layer is dedicated to
recognizing the start and end positions of entities, respectively.
The procedure introduces inconsistency between training and
prediction phases. In detail, during training, the model iden-
ties the start and end positions of entities separately, but
during nal prediction, it recognizes the entire entity directly.
© 2025 The Author(s). Published by the Royal Society of Chemistry
This training-prediction discrepancy may degrade performance.
Additionally, the original CASREL model cannot handle nested
entities.

To address the aforementioned issues, we replaced the
stacked pointer taggingmodel with the GPmodule. Furthermore,
the CASRELmodel, aer identifying the head entity, incorporates
the head entity's embeddings into the BERT word embeddings
for recognizing tail entities and relations. However, only incor-
porating the start and end positions of the head entity is insuf-
cient, so we integrated all word embeddings of the head entity
into the recognition of relations and tail entities.

Moreover, we replaced the original model's loss function
with a multi-label cross-entropy loss function. This change can
not only enhance the convergence speed of the model but also
improve the nal performance. The resulting improved
relation-extraction model, CASREL-GP, is illustrated in Fig. 6.

The multi-label cross-entropy loss function is represented in
eqn (6).

loss ¼ log

 
1þ

X
ði;jÞ˛Pa

e�scoreaði;jÞ
!

þ log

 
1þ

X
ði;jÞ˛Qa

escoreaði;jÞ
!

(6)

Where Pa is the set of all head-tail pairs for entities with a type
a in the given sample, Qa is the set of all non-entities or entities
with types other than a in the sample, and scorea(i, j) represents
the score of the fragment t[i : j] being an entity of type a.
Digital Discovery
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Fig. 7 The entire framework of the proposed TCM formula-repurposing model.
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3.4 Traditional Chinese medicine formula-repurposing
model

Aer constructing the TCM prescription knowledge graph, we
proposed a formula-repurposing model based on the KG and
a link-prediction model HAKE,20 as shown in Fig. 7. First, the
HAKE model was trained by the constructed TCM formula KG,
and obtained the embedding representations of entities and
relations in KG. Then, the embedding representation of the
query formula was generated through the obtained entity
embedding representations. Finally, by calculating the simi-
larity between the query and all the same category of entities in
library, we may nd similar therapeutic formulas or possible
formulas for some target diseases.

HAKE is a link-prediction model that focuses on modeling
the semantic hierarchy by computing the phase andmodulus of
entities, like concentric circles in a polar coordinate system. The
modulus part is the radius of an entity embedding, and the
phase part is the rotational angle of the angular coordinates in
a polar coordinate system. This semantic hierarchy enhances
the information of the entity embeddings.

To differentiate the modulus and phase components of the
embeddings, we denote the modulus embeddings for entities
Digital Discovery
and relations as hm, rm, and tm and the phase embeddings as hp,
rp, and tp. The modulus separates entities of different hierar-
chical structures, which corresponds to entities with varying
radii in the polar coordinate system. Given that the hierarchical
structure can be viewed as a tree, the entities at different hier-
archical levels can be interpreted as various depths within that
tree. The representation of the modulus part is expressed as
follows in eqn (7), where hm; tm˛ℝk and tm˛ℝk

þ, and the corre-
sponding distance function is expressed as shown in eqn (8).

hm$rm = tm (7)

dr,m(hm,tm) = ‖hm$rm − tm‖2 (8)

The phase part models entities on the same hierarchical
structure, which corresponds to entities on the same concentric
circle. Since entities on the same concentric circle have different
phases, this allows for the differentiation of entities within the
same hierarchical structure. The modeling of the phase part is
expressed as shown in eqn (9).

(hp + rp)mod 2p = tp (9)
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 3 Experimental results of named-entity recognition models for
Chinese medicine formula texts and related datasets

Dataset Model Precision Recall F1

CMeEE BERT + GP 0.7936 0.6922 0.7375
BERT + BiLSTM + CRF 0.696 0.725 0.710
BGGNER (our model) 0.7650 0.7430 0.7458

People's Daily BERT + GP — — 0.9551
BERT + BiLSTM + CRF — — 0.9546
BGGNER (our model) 0.9560 0.9604 0.9580

TCM (our dataset) BERT + GP 0.9531 0.9506 0.9518
BERT + BiLSTM + CRF 0.9422 0.9368 0.9337
BGGNER (our model) 0.9558 0.9615 0.9586
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where hp,rp,tp˛[0,2p)k, and the corresponding distance func-
tion is expressed in eqn (10).

dr,p(hp,tp) = ‖sin((hp + rp − tp)/2)‖1 (10)

The sin function is used because the phase exhibits period-
icity on the circle.

Finally, the modulus and phase are combined and the
distance function is shown in eqn (11).

dr(h,t) = dr,m(hm,tm) + ldp(hp,tp) (11)

When dr(h,t) gets closer to 0, it indicates that the triplet,
composed of the head entity, tail entity, and relation, is valid.

In our modeling, aer obtaining the embedding represen-
tations of entities and relations, let S be the set of all symptoms
in the graph. For each symptom s ˛ S, its corresponding
embedding vector is denoted as es. Let F be the set of all
formulas, and for each formula f ˛ F, and its corresponding set
of treated symptoms is denoted as Cs ˛ S. For a given formula f,
the average embedding vector of its treated symptoms can be
represented in eqn (12).

fs ¼ 1

jCsj
X
es˛Cs

es (12)

where jCsj is the number of symptoms in the set Cs corre-
sponding to the formula f, and es is the embedding vector of
each symptom s.

Then, applying the above operation to all formulas in the
knowledge graph F, we obtain the embedding vector set 3F, for
all formulas, represented in eqn (13).

3F = {fsrf˛F} (13)

where fs is the average embedding vector of the treated symptoms
for each formula f in the set F. The similarity between fs and all
embeddings in 3F is calculated to obtain the outputs in eqn (14).

output ¼
�

fs$3F
kfskk3Fk

�
(14)
4 Results and discussion

The proposed NER and relation-extraction models are rstly
constructed using public databases and evaluated using
parameters, precision, recall and F1. To build our TCM KG, the
established models are used to obtain entities and relations
from TCM databases. The TCM formula-repurposing model is
Table 2 Detailed information of the related datasets

Dataset Training set Test set Avera

TCM 37 225 4653 227.8
People's Daily 24 271 7585 —
CMeEE 15 000 5000 54.15

© 2025 The Author(s). Published by the Royal Society of Chemistry
built upon TCMKG to conduct specic formula prediction. This
can not only help nd new indications for a formula but also
verify the usability of the TCM KG.

4.1 Experimental analysis

4.1.1 KG construction
4.1.1.1 NER model. To ensure the performance of the

proposed entity extraction model, we use two publicly available
named-entity recognition databases to construct our NER
model, including a general-domain dataset from the People's
Daily, and the latest clinical medical entity dataset CMeEE
(Chinese Medical Entity Extraction dataset) in the medical eld.
Subsequently, the well-trained NER model is adopted for our
collected Chinese medicine formula dataset for TCM entity
extraction. The detailed information of the datasets is shown in
Table 2. People's Daily consists solely of non-nested entities.
The CMeEE dataset contains both nested and non-nested
entities. Our collected TCM dataset consists of much higher
nested entities than CMeEE in terms of the number of nal data
points.34 Additionally, the number of entities in our own dataset
is also much higher than that of CMeEE.

We employed the classical combination NERmodels, BERT +
BiLSTM + CRF and BERT + GP, as baseline models for
comparison with our proposed model BERT + GAU + GP
(BGGNER). The experimental results are presented in Table 3.

For the CMeEE dataset, Table 3 shows that the models with
the GP decoder are the best, while the addition of the GAU
model, which effectively captures feature information, leads to
varying degrees of improvement in the nal results. However,
for CMeEE, we can see that the difference between the precision
and recall values is relatively large, which implies that BERT-GP
tends to overpredict positive samples. For the People's Daily
dataset, which consists solely of non-nested entities, the results
show that our proposed NER model with the GP decoder and
ge sentence length Average number of entities per sentence

1 25.12
—
9
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GAU enhanced position information is better than the one with
CRF. This indicates that the GP labeling scheme performs well
in recognizing nested entities and non-nested entities. For the
TCM dataset, our model outperforms baseline models accord-
ing to all evaluation metrics.

It is noticeable that the proposed BGGNER model demon-
strates improved performance compared with the baseline
models, particularly in handling nested entities. This can be
attributed to GP’s ability of recognizing nested entities in the
dataset; moreover, the added GAU module captures long-
distance dependency information between words in senten-
ces. The incorporation of the GAU module and the GP decoder
contributes to the model's ability to capture complex entity
relations and dependencies, making it an effective alternative
for nested-entity recognition tasks.

In terms of overall performance, it is evident that the
proposed NER model, BGGNER, outperforms both the BERT +
GP and BERT + BiLSTM + CRF models. Therefore, we use
BGGNER to extract entities from our collected TCM texts. It can
Table 4 Experimental comparison of TCM formula text relation-
extraction model (TCM formula relation-extraction dataset)

Dataset Model Precision Recall F1

DuIE2.0 CASREL 0.7253 0.7221 0.7176
CASREL-GP (our model) 0.7434 0.7313 0.7318

TCM CASREL 0.9299 0.9099 0.9156
CASREL-GP (our model) 0.9419 0.9160 0.9280

Table 5 Experimental comparison of relation-extraction models

Models Precision Recall F1

TPLinker 0.9242 0.9220 0.9224
SpERT 0.9355 0.9016 0.9174
CASREL-GP (our model) 0.9419 0.9160 0.9280

Fig. 8 Semantic hierarchy visualization of embeddings: (a) visualization o

Digital Discovery
be seen that the GP decoder exhibits a clear advantage over the
CRF decoder, showing an improvement of nearly 2% in F1
performance.

4.1.1.2 Relation extraction. To ensure the performance of
the relation-extraction model, we also conduct experiments on
the public relation-extraction dataset DuIE2.0, which was
released as part of the Baidu Information Extraction Competi-
tion.35 DuIE2.0 stands as the largest schema-based Chinese
relation-extraction dataset, boasting a wide-ranging source
collection that includes Baidu Baike, Baidu Tieba, and Baidu
Information Flow. Comprising over 430 000 triple data points
and 210 000 sentences, and encompassing 48 distinct relation
types, this dataset enjoys a broad and extensive data source. The
utilization of the DuIE2.0 dataset in our evaluation strategy
serves to verify the model performance and mitigate the possi-
bility of the enhancements being specic to a single dataset.

In the relation-extraction model, we compared our improved
model CASREL-GP with the original CASREL model, and the
results are shown in Table 4.

In Table 4, training and evaluating the improved relation-
extraction model on the DuIE2.0 dataset yielded a comprehen-
sive superiority over the original relation-extraction model. This
outcome serves as substantial evidence that our proposed
enhancements are leading to a notable improvement in the
performance of the model. It is also shown for our constructed
TCM dataset that the modications of the model have led to
a notable improvement in performance. This suggests that the
enhanced relation-extraction model CASREL-GP outperformed
CASREL in relation extraction.

Therefore, we further compared the improved model with
two state-of-the-art models in the current eld of relation
extraction. This comparison was conducted on our self-
constructed TCM dataset for extracting relationships from
Chinese herbal formula texts. The experimental results are
presented in Table 5, where it can be seen that the improved
relation-extraction model outperforms SOTA baseline models.
f all entities; (b) visualization of the hierarchical structure of four entities.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 6 Predicted similar formulas based on formula name

ID Formula name Predicted formula names Common treatment scope

1 Fufang Danshen Tablets
( )

� Fufang Danshen Drops Pills ( ) � Coronary heart disease
� Kuanxiong Pills ( ) � Angina pectoris
� Jingzhi Guanxin Tablets ( ) � Regulating Qi and relieving pain
� Guanxin Danshen Tablets ( ) � Promoting blood circulation and removing blood stasis
� Taoren Porridge ( )
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4.2 HAKE embedding

We leverage a link-prediction model, HAKE, to generate KG
embedding for our TCM KG. Fig. 8 shows the visualized entity
embeddings from the trained HAKE model. Fig. 8(a) displays all
the entity embeddings included in the TCM formula knowledge
graph. Since HAKE employs a hierarchical modeling approach,
treating entities as part of a concentric circle structure, the
resulting overall entity distribution exhibits a circular outline
(shown in Fig. 8(a)). For different types of entities, they
distribute across various radial levels due to the hierarchical
modeling. This can be clearly seen in Fig. 8(b), where different
types of entities are located on their respective concentric circles
with each entity forming a circle with the same color embedding
points. This embedding distribution also indirectly validates
the clarity and rationality of the hierarchical structure within
the trained TCM formula knowledge graph.
4.3 Formula-repurposing applications

The study for formula repurposing can be approached from two
perspectives: rst, identifying formulas with similar therapeutic
effects based on a given formula's name (“formula-to-formula”),
and second, nding corresponding formulas based on known
symptoms (“symptom-to-formula”).

In the “formula-to-formula” experiment, using the names of
existing formulas as input, the repurposing model predicts
Fig. 9 MDS dimensionality reduction representation and distance to
the 5 closest formulas from the input formula.

© 2025 The Author(s). Published by the Royal Society of Chemistry
formulas with similar therapeutic effects. We present the top 5
similar results from the experiment in Table 6.

In the case of Fufang Danshen Tablets, they are known for
regulating Qi, relieving pain, and promoting blood circulation,
primarily used to treat coronary heart disease and angina. The
predicted top 5 results include Fufang Danshen Drops Pills,
Kuangxiong Pills, Jingzhi Guanxin Tablets, Guanxin Danshen
Tablets, and Taoren Porridge, all of which share therapeutic
effects for coronary heart disease and angina. More experi-
mental cases are provided in Table S1 of the SI.

To visually present the relationship between the input
formula and the predicted results, we applied multidimen-
sional scaling (MDS) to reduce the dimensions of the embed-
dings of the input formula and its predicted top 5 counterparts.
In Fig. 9, the similarities on a 2D plane between formulas are
shown, where the shorter the distance, the higher the similarity
to the input formula. As shown in Fig. 9, we visualized several
cases: the red dot at the center represents the input formula,
while the other colored dots represent the predicted formulas. It
is evident that the closer the dots are to the central red dot, the
higher the similarity. More visualization results are shown in
Fig. S1 of the SI. It demonstrates that these results are consis-
tent with practical clinical scenarios.

Symptom-to-formula prediction involves predicting TCM
formulas that can possibly treat specic diseases, such as
epidemic outbreaks or rare diseases, based on their manifest
symptoms. By computing the embedding of the symptoms
associated with a disease, we can identify formulas that address
those particular symptoms. The detailed experimental results
are displayed in Table 7.

It can be seen that ID 1 represents a symptom set typical of
the common cold, such as headaches and fever. The model's
predicted formulas are closely aligned with treatments for these
symptoms, showcasing its ability to identify and recommend
formulas for common cold.

When additional symptoms related to pulmonary conditions,
such as fatigue, shortness of breath, and dry cough, are incor-
porated into the symptom set to form ID 2 in Table 7, the model
adaptively predicts formulas more appropriate to these new
symptoms. Examples include Baihua Dingchuan Pills, Zhiliao
Feixuhan Fang, and Junqi Baxian Decoction, all of which
primarily target cough and dyspnea. By examining the predicted
outcomes for various symptom combinations, the model
demonstrates exibility and adaptability. It adjusts its predic-
tions when specic symptoms are added or removed from the
set, reecting its ability to comprehend and process complex
Digital Discovery

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5dd00344j


Table 7 Predicted formulas based on disease symptoms

ID Disease Symptom name Predicted formula names

1 Common cold � Fever � Yuanshen Huadu Yin ( )

� Headache � Shuanghuanglian Granules ( )
� Dizzy head � Shuanghuanglian Oral Liquid ( )
� Sore pharynx � Jiajian Shengma Gegen Decoction ( )

� Ganzao Pills ( )
2 Common cold pneumonia � Fever � Baihua Dingchuan Pills ( )

� Headache � Zhiliao Feixuhan Fang ( )
� Dizzy head � Junqi Baxian Decoction ( )
� Sore pharynx � Shuanghuanglian Oral Liquid ( )
� Lassitude
� Dyspnea � Shuanghuanglian Granules ( )
� Dry cough

3 COVID-19 � Fever � Kanggan Granules ( )
� Sore pharynx � Jingfang Fandu San ( )
� Malaise � Jiawei Jinfeicao San ( )
� Sneezing
� Soreness � Shuanghuanglian Granules ( )
� Sniffles
� Headache � Shuanghuanglian Oral Liquid ( )
� External infection

4 COVID-19 � Fever � Kanggan Granules ( )
� Headache
� Dizzy head � Biyanling ( )
� Sore pharynx
� Malaise
� Sniffles � Baijie San ( )
� Lassitude
� Dyspnea
� Unproductive cough � Jiajian Wu'ao Decoction ( )
� Diarrhea
� Chest pain
� Nausea � Huanxi San ( )
� Anosmia
� Wind-cold induced cough
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medical data. Particularly for the symptom sets associated with
COVID-19 patients (ID 3 and ID 4), the model accurately predicts
Kanggan Granules as the top 1 choice, which have been effective
in treating COVID-19 and are included in the treatment guide-
lines for COVID-19 patients in China.36 From experiments, it is
evident that by inputting different combinations of symptoms,
the model demonstrates the ability to predict TCM formulas
related to specic symptoms. This suggests that the symptom-to-
formula approachmay provide insights and assistance in quickly
discovering treatments for outbreaks or rare diseases.

4.4 Embedding analyses

To demonstrate the superiority of HAKE-based embeddings in
the proposed drug repurposing model, we compared them with
embeddings generated by the classical link-prediction model,
TransE.37 As illustrated in Fig. 10, we visualized the embeddings
of the formula Yuanshen Huadu Yin and its principal ingre-
dient, Yuanshen, obtained using the two models, respectively.
Notably, in the semantic hierarchy, the formula Yuanshen
Huadu Yin contains the principal herb Yuanshen, connected
via the relation “consists of”, indicating that they occupy
Digital Discovery
different semantic levels. As shown in Fig. 10(a), the embed-
dings produced by TransE are intermingled and fail to reect
this hierarchical relationship. In contrast, Fig. 10(b) shows that
the embeddings generated by HAKE exhibit a hierarchical
structure, capturing the inclusion relationship between
Yuanshen Huadu Yin and Yuanshen. These results indicate that
HAKE provides more informative embeddings that encode
semantic hierarchies compared to TransE. Consequently, when
HAKE embeddings are used for drug repurposing, the hierar-
chical semantics can be incorporated into similarity measure-
ments, leading to more accurate predictions than those based
on TransE embeddings. In addition, this result underscores the
importance of the embedding algorithm choice, prompting us
to further rene this component in our repurposing model.

To further elucidate the key entities and relations inuencing
drug repurposing predictions, we visualized similarities between
the input symptoms and the treatment symptoms predicted by the
model (Fig. 11). Taking the common cold symptoms (ID 1,
Yuanshen Huadu Yin in Table 7) as an example, a heatmap was
generated comparing the input symptoms with those corre-
sponding to the predicted formula. The results indicate that the
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 10 The visualizations of (a) TransE and (b) HAKE embeddings generated for entities, a formula-Yuanshen Huadu Yin (blue dots), and its
principal herbal ingredient-Yuanshen (yellow dots).
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predicted formula effectively addresses symptoms such as fever,
headache, and sore throat, while certain symptoms, including
fever–thirst, fever–sore throat, headache–aversion to cold, and sore
throat–thirst, exhibit relatively high correlations. These patterns
reect the latent relationships among symptoms, where fever may
induce headache, sore throat, and thirst. Intuitively, the symptom
aversion to cold may be closely correlated to fever, but in fact it is
oen accompanied by headache with intolerance to cold, so it is
not necessarily linked to fever; thus, it shows a stronger correlation
with headache and a comparatively weaker association with fever.
Overall, this analysis for symptom and formula associations
demonstrates that the model effectively captures both direct and
approximately synonymous entity correspondences, highlighting
its ability to uncover latent entity associations. These ndings may
shed light on underlying treatment principles and provide
Fig. 11 Heatmap of the similarity between input symptoms and the
symptoms of the formula predicted by the model.

© 2025 The Author(s). Published by the Royal Society of Chemistry
a promising tool for practitioners to understand TCM systemati-
cally and comprehensively.

For broader applications, our repurposing model can predict
new indications for existing formulas and recommend suitable
formulas for specic diseases, among other applications. It
should be noted, however, that the model's performance is
highly dependent on the quality of the underlying KG, and
predictions may change as the KG grows in scale and
complexity. To improve both the accuracy and robustness of the
model, we are actively working to enrich and rene our TCM KG
and enhance its embedding algorithm.
5 Conclusions

We proposed a full-chain strategy for TCM formula repurpos-
ing, starting from KG construction to semantic repurposing.
Firstly, we build a TCM formula knowledge graph from scratch.
We constructed an entity terminology lexicon for TCM
formulas. To address the issue of entity nesting in TCM termi-
nology, we constructed the BGGNER model, which effectively
resolves the nesting problem and outperforms other baseline
models, achieving ne results in experiments. Given the pres-
ence of one-to-many, many-to-many, and many-to-one relations
in TCM formula texts, we adopted the improved CASREL
relation-extraction model, CASREL-GP, for TCM relation
extraction. This led to the successful construction of the TCM
formula knowledge graph, which was further used in formula-
repurposing experiments. The semantic repurposing experi-
mental results closely aligned with clinical practices, validating
the usability of the TCM formula knowledge graph and our
repurposing strategy. This indicates the proposed formula-
repurposing strategy can be utilized for deeply understanding
ancient prescriptions and assisting in efficient new indications
and prescription development, especially in the situation of an
epidemic outbreak. Additionally, the proposed strategy can also
Digital Discovery
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be easily extended to various recipe discoveries, such as health
care products, health foods and cuisine.
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