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Phase diagrams of complex fluids are essential tools for understanding
solubility and miscibility. Using a new objective function coupled with
a constrained Bayesian optimization algorithm, we demonstrate the
efficient location of phase boundaries in a sample two-phase ternary
modeled using polymer self-consistent field theory, regularly seeing
50% fewer observations than an exhaustive search. Our approach is
general, gradient-free, and can be applied to either simulation or
experimental campaigns.

Complex polymer blends and solutions are essential to modern
life, with examples ranging from paints to photoresists. These
blends exhibit complex phase behavior, including both macro-
and micro-phase separation. Understanding and controlling
this phase behavior is essential to formulate both stable and
functional polymer-based products. One challenge to this
understanding in an industrial context is the sheer complexity
of the compositions being considered, often on the order of ten
majority and minority components mixed together. Even when
considering just four majority components, a detailed phase
diagram at 10 weight percent (wt%) resolution requires evalu-
ation of 1001 different composition points. For six or eight
components, the number grows exponentially to 8008 or 43 758,
respectively.

To address this combinatorial explosion and make high-
dimensional phase diagrams tractable, we explored the use of
an active learning approach based on Bayesian optimization.'
In such an approach, bulk composition points are sampled

“The Dow Chemical Company, Northeast Technology Center, Collegeville, 400 Arcola
Road, PA 19426, USA

*The Dow Chemical Company, Texas Innovation Center, 220 Abner Jackson Parkway,
Lake Jackson, TX 77566, USA

“The Dow Chemical Company, Michigan Operations, 693 Washington Street, Midland,
MI 48640, USA

IBM Research UK, Hartree Centre, Keckwick Lane, Daresbury, Cheshire, Warrington,
WA4 4AD, UK

‘Xyme, Botley Road, Oxford, OX2 OHA, England, UK

/IBM Research Almaden, 650 Harry Road, San Jose, CA 95120, USA

© 2025 The Author(s). Published by the Royal Society of Chemistry

@ Clyde Fare,
Jillian Emerson,© Kathryn Grzesiak,© Arjita Kulshreshtha,? Paul Mwasame,?
Edward O. Pyzer-Knapp® and Jed Pitera

I ROYAL SOCIETY
P OF CHEMISTRY

View Article Online
View Journal

Efficient simulation of complex fluid phase
diagrams with Bayesian optimization

9 Kaoru Aou, (2® Dan Dermody,® Will Edsall,

*f

iteratively, and data from all prior observations inform the
selection of each new point. A Bayesian optimization approach
is particularly suited for this problem because it does not
require gradients, just the value of the observation at each point
in the domain. This allows the observation (simulation or
experiment) to be treated as a “black box”, and even enables
optimization using a mixed set of observation types.*® Recent
studies have established the utility of such machine-learning
methods to map phase diagrams. Kusne et al. used Bayesian
optimization to realize a reduction of 90% in the number of
experiments needed to map the phase diagram of solid-state
materials with X-ray diffraction.® Beaucage and Martin pub-
lished a study on the design of an autonomous lab for formu-
lation preparation using scattering, among other analytical
tools, with AI/ML methods guiding formulation screening.”
Adams et al. considered human interaction with machine
learning algorithms and showed a system that improves in
phase-mapping performance for an inorganic material.®

The key challenge considered in this work is the design of
the objective function.> Each observation can tell whether
a particular bulk composition is single- or multi-phase, but the
real property of interest is the location of phase boundaries. The
boundaries can be estimated by sampling points on either side
and interpolating between them, but this requires a way to drive
sampling toward regions near phase boundaries. A productive
sampling strategy allows observations to be focused within
regions that are maximally informative about the boundary and
away from bulk compositions in the interior of a particular
phase. We have developed a combination of objective function
and constrained Bayesian optimization®'® that, in the context of
a model simulation problem, reduces the number of observa-
tions required to find useful phase boundaries by at least 50%
and in one case over 90%.

Polymer self-consistent field theory (SCFT) is a well-
established method for modeling phase behavior in complex
fluids.**** SCFT calculations were performed with PolyFTS* to
compute density profiles of complex fluid mixtures, with results
granted by this and other correctly-employed SCFT software.
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The parameters used in the SCFT calculations were regressed to
reproduce the measured miscibility results of an industrially-
relevant ternary mixture of polymeric fluids; therefore, the
model in this work is considered ground-truth since it repre-
sents the experimental system at equilibrium and without error.
Observations of the complex mixtures are either bulk immis-
cible or bulk miscible. The polymers are successfully modeled
as incompressible unimodal linear homopolymers whose
configurations are treated with Gaussian statistics. The SCFT
calculation in PolyFTS simulated a one-dimensional domain of
length 40 radii of gyrations of the reference unit using
a canonical ensemble. Initial guesses for the volume density
profiles assumed immiscibility. A calculation with PolyFTS at
one composition point takes on the order of minutes to
converge. The detailed phase diagram generated with SCFT in
PolyFTS at 1 wt% resolution and the parameters used are shown
in Fig. 1.

A systematic method is needed to relate results from PolyFTS
or similar software to whether the state of the system is miscible
or immiscible and, if immiscible, to quantify a magnitude of
immiscibility from density profiles. A result in the miscible
region from PolyFTS or similar software would show uniform
density profiles throughout the system. A result from a compo-
sition in the immiscible region shows density profiles indicative
of two phases, where one region is rich in some polymers and
the other rich in the remaining polymers, as shown in Fig. 2.
This work proposes a designed objective function that uses the
differences in extrema in density profiles to give information
regarding the relative distance of the bulk composition point
from a region of miscibility. A partition ratio for a species
accepts such information for compositions where immiscibility
is seen and results in unity where miscibility is found.

The partition ratio P for each polymer M is defined as the
ratio of rich and lean concentrations

[M] phase rich in M (1)

(M]

PM‘ rich/lean —
phase lean in M

When the numerator is the concentration of the phase where M
is rich, Py richsiean > 1 for a composition in the immiscible
region and Py, rich/iean = 1 Wwhen miscible. Assuming the extreme
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Fig. 1 Ternary phase diagram and parameters for the model mixture
of polymers from SCFT at 1 wt% resolution. Compositions are
computed to be either bulk miscible (green) or bulk immiscible (red).
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Fig. 2 Density profile output from PolyFTS is indicative of two phases
with one being A-rich and the other being B-rich.

point in the density profile ¢,, is indicative of the amount of
polymer in the phase, the number of moles of material M in
phase i, n5; ;, can be approximated by

¢;4,,-PM
NMMWsegment,M

Mg (2)
where ¢,,; is the assumed composition M in phase i, py, is the
density of M, N, is the length of polymer M given as its number
of monomeric segments, and MWsegment, & is the molar weight
of a monomeric segment. The volume of each phase V; can be
approximated by the relative lengths of each phase /; given by
the distances between inflection points in the density profile
multiplied by a constant cross-sectional area a for the system.
Therefore, the concentration of polymer M in phase i can be
approximated by the ratio of eqn (2) and the equation for V;.
Combining the definitions gives the approximation of the
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Fig. 3 Algorithm used to initialize the constrained Bayesian optimi-
zation with a domain where points within the desired resolution of
previous observations are removed.
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Fig. 4 The search trajectory and the assumed phase diagrams for
a search using the designed objective function with one initial data
point per pair requesting 10 wt% resolution. Plots on the left show
observations suggested by the Bayesian optimization and the values of
the objective function for iterations 2, 10, 21 and 28. Plots on the right
are constructed after each observation by determining which points
are assumed to be immiscible (in red) or boundary points (in orange).

obj function
—— designed
binary

fraction coverage

Iteration

Fig. 5 Evolution of phase boundary coverage for both the designed
objective function and the binary classifier objective with one initial
data point per binary pair requesting 10 wt% resolution.

partition ratio in terms of computed results from PolyFTS or
similar software

*
Pt sicn!
M rich‘lean
PM,rich/]can ~ o (3)
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Table1 Savings in Bayesian optimization search for phase boundaries

Objective ~ No. of binary

function points/resolution  Iteration at completion®  Savings’
Designed  1/5% 66 65%
Designed  4/5% 74 61%
Designed ~ 9/5% 54 71%
Binary 1/5% 64 66%
Binary 4/5% 19 89%
Binary 9/5% 12 93%
Designed  1/10% 26 25%
Designed  4/10% 11 67%
Designed  9/10% 11 67%
Binary 1/10% 13 61%
Binary 4/10% 5 83%
Binary 9/10% 7 78%

“ Completion is when 99% of the actual immiscible region is within the
assumed immiscible region and the assumed boundary. ? As compared
to 36 interior points needed for 10% resolution and 190 interior points
needed for 5% resolution.

An objective function can be made by combining the parti-
tion ratios in eqn (3) with a weighting factor fy,

Objective = E fu

*
¢M,rich hean
e — (4)
M ¢M Jean ll"iCh

Each of the ratios in the summation is greater than 1 for bulk
compositions in the immiscible region and will be equal to 1 for
points in the miscible region of the phase diagram. An artificially
high value of the objective function is given for points in the
miscible region to create a valley of relative minima that exists at
the boundary in the immiscible region. Due to the nature of the
objective function, for all points in the immiscible region of
a phase diagram, there exists a monotonically decreasing smooth
curve that ends at a point on the phase boundary, resulting in no
local minima within the immiscible region of a phase diagram.

Use of the designed objective function and a binary classifier
objective function is explored with Bayesian optimization. The
design objective function uses weighting factors equal to the
overall composition of the components in the mixture. The binary
classifier scores the system with either 0 or 1 for immiscible and
miscible, respectively. For Bayesian optimization, both objective
functions were modeled using Gaussian process regression with
a Matern(5/2) kernel.*® The expected improvement acquisition
function'® applying a contextual improvement parameter” is used
with the designed objective function while maximum entropy® is
used with the binary classifier.

A key aspect of the optimization procedure is the use of
constraints when sampling, given already-made observations. A
space-filling design of experiments, whether carried out with real-
world experiments or with computation, has a resolution in the
observations made. There is acceptance of some loss of precision
with the choice of resolution. For instance, for a phase boundary
search in a binary system, if a measurement indicates miscibility
at 10 wt% and immiscibility at 20 wt%, then the boundary lies
somewhere between 10 and 20 wt%, and no further search is
warranted due to the accepted level of precision. The constraints
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on the search made by the sampling in this work replicates the
example. Given a desired resolution of the phase diagram, each
observation is used to exclude sampling in a neighborhood of
points within a distance corresponding to that resolution. In
addition, constraints are used to avoid sampling in regions where
the surrogate model predicts miscibility, effectively focusing
sampling on immiscible and boundary regions. The algorithm is
illustrated in Fig. 3. For this work, sampling was initialized with
one, four, or nine observations along each binary mixture as well
as one interior point at 4, B, C = 60, 20, 20 wt% where immisci-
bility is found.

Fig. 4 shows the search trajectory and the assumed phase
diagrams obtained using the designed objective function
starting with one data point per binary mixture and requesting
10 wt% resolution. The plots in the left column show the values
of the objective function where points of miscibility appear
yellow due to their artificially assigned high values of 100. The
plots on the right are constructed after each observation by
determining which points are assumed immiscible (in red) or
boundary points (in orange). Points assumed immiscible exist
in triangles formed with observed immiscible points. Points
assumed to contain the phase boundary lie outside the triangles
but within the desired resolution, here 10 wt%. A search is
considered complete when the phase boundary entirely exists
within the orange region.

Early in the search, in iteration 2 shown in Fig. 4, the addi-
tion of the third observation allows an area of immiscibility to
be set along with an assumed phase boundary. By iteration 10,
a fuller space of immiscibility is assumed; the upper portion of
the phase boundary has been found. Between iteration 10 and
iteration 21 a productive search is done within the interior of
the phase diagram, resulting in 98% of the immiscible region
being contained within the red and orange points. Iteration 28
is when 100% of the boundary is contained within the orange
points. Note that the constraints against sampling in the
miscibility regions (yellow points in the left figures) and at
points close to observed immiscible points are working to
provide spaced sampling mostly within the immiscible region.

In general, the binary classifier objective function out-
performed the designed objective function using partition
ratios, although all showed savings over exhaustive search.
Fig. 5 shows the progress in phase boundary coverage from both
objectives with the binary model reaching completion earlier
than the design objective. The savings to achieve 99% coverage
of the phase boundary with the binary model at a 10 wt%
resolution is 61-83%, improving to 66-93% for 5 wt% resolu-
tion. The results are shown in Table 1. At best, a ten-fold
decrease in the cost of exploring a complex fluid phase
diagram is found, substantially increases the utility and impact
of the use of Bayesian optimization for active learning in
industrial product formulation.

Conclusions

With this work, we have shown that Bayesian optimization,
appropriately deployed, can significantly reduce the cost of
determining phase diagrams for complex fluids. Further studies
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are needed to show if this benefit scales exponentially or linearly
with the number of components. Since our approach is general-
purpose, additional savings could likely be generated by
heuristics that make assumptions about the structure (e.g
convexity) of phase boundaries for specific systems. Another
area of research is the explicit combination of experimental and
computational observations in this same Bayesian framework.
Overall, this work shows how recent advances in machine
learning and computation can significantly benefit the practice
of modern polymer science.
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