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1 Introduction

Advancing Density Functional Tight-Binding Method for
Large Organic Molecules through Equivariant Neural
Networks'

Leonardo Medrano Sandonas,*® Mirela Puleva,’ Zekiye Erarslan, Ricardo Parra Payano,?
Martin Stéhr,?e/ Gianaurelio Cuniberti,® and Alexandre Tkatchenko*?®

Semi-empirical quantum-mechanical (QM) methods have become valuable tools for studying com-
plex (bio)molecular systems due to their balance between computational efficiency and accuracy.
A key aspect of these methods is their parameterization, which not only governs the reliability of
the results but also provides an opportunity to enhance their overall performance. In our previous
work [J. Phys. Chem. Lett. 11, 16 (2021)], we advanced the third-order semi-empirical density
functional tight-binding (DFTB3) method for computing multiple properties of small molecules by
developing the machine learning (ML) potential NN, to bridge the gap between DFTB3 electronic
components and those of the hybrid DFT-PBEO functional. To overcome the limitations of NNy,
we introduce the EquiDTB framework, which leverages physics-inspired equivariant neural networks
(NN) to parameterize scalable and transferable many-body Arg potentials, replacing the standard
pairwise DFTB repulsive potential. This advancement extends the applicability of our ML-corrected
DFTB approach to larger molecules and non-covalent systems (including only C, N, O, and H atoms),
going beyond the chemical space represented in the training QM datasets. The enhanced perfor-
mance of EquiDTB over the standard TB methods is demonstrated by the accurate computation
of the atomic forces of S66x8 molecular dimers, as well as their interaction energies. Moreover,
EquiDTB can be effectively employed to explore the potential energy surfaces of large and flexible
drug-like molecules—for example, to determine the minimum energy path between isomers, ana-
lyze structural transitions during dynamical simulations, compute vibrational modes, and investigate
energetic rankings. The performance for single molecules slightly decreases when the DFTB elec-
tronic energy is reduced to first-order but remains superior to standard TB methods. Our work thus
demonstrates that an optimal integration of an equivariant NN with QM datasets can advance DFTB
method while maintaining high efficiency, paving the way for reliable (bio)molecular simulations.

gate the properties of (bio)molecular systems (e.g., drugs, pro-

The high computational costs associated with using first-
principles electronic structure methods to accurately investi-
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teins, nucleic acids, molecular crystals) have driven the de-
velopment of machine learning (ML)-based methods in com-
putational (bio)chemistry!™. Indeed, great efforts have been
put into improving molecular representations and neural net-
work (NN) architectures to construct robust ML potentials with
quantum-mechanical (QM) accuracy, enabling reliable simula-
tions of large and complex systems that were previously inaccessi-
ble>°. Among them, a major breakthrough was the development
of SE(3)-equivariant NNs’~13, which provide a better mapping
between molecular structures and their corresponding atomic
forces (and total energies), enhancing the efficiency, accuracy,
scalability, and transferability (EAST) requirements ! of ML poten-
tials. Although equivariant ML potentials trained on absolute en-
ergies and forces have already facilitated the high-fidelity analysis
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of energetic and structural properties in systems like poly-alanine
peptide and crambin in aqueous solution 1416, their transferabil-
ity remains limited when applied to (bio)molecules containing
chemical moieties unseen during training. Instead of incorpo-
rating additional QM data to mitigate this issue, a more physics-
based solution has recently gained considerable attention: the de-
velopment of ML-augmented semi-empirical (SE) methods17-18.
By integrating ML techniques with SE methods, researchers have
aimed to improve the predictive capabilities of these models while
maintaining computational efficiency '8-32,

Building upon this idea, the performance of a widely used
SE method such as the density functional tight-binding (DFTB)
method3? has been recently improved using diverse ML tech-
niques 18:23-29,34-37 DETB is a flexible cost-effective QM method
derived from density functional theory (DFT) that can be ap-
plied to investigate multiple local and global properties of organic
molecules and materials33:38:3%, However, the inherent approx-
imations of DFTB introduce certain limitations that may affect
its ability to accurately model complex (bio)molecular systems
and their interactions. For instance, the minimal basis of local-
ized atomic orbitals (LCAO) can lead to inaccuracies in describing
electron delocalization and charge transfer processes#®. More-
over, the truncation of the Taylor expansion of the density func-
tional to the second or third order around a reference density
can lead to errors in describing systems with significant charge
transfer or highly reactive conditions *1-#2. While the parameteri-
zation of Slater-Koster integrals and pairwise repulsive potentials
(pwrep) enables efficient calculations, it also introduces empiri-
cal biases that can affect transferability across different systems.
Indeed, parameters optimized for small molecules may however
not perform well for large (bio)molecular systems without further
adjustments to adequately capture missing electronic effects 4143,
Accordingly, ML techniques have been employed to accurately
parameterize electronic DFTB Hamiltonian 233437 to develop
more transferable and reliable repulsive potentials!82%27 and
to implement delta-learning frameworks to achieve a higher QM
16V6124’26’28’29.

In particular, Gaussian process regression repulsive potentials
(GPrep-DFTB) have been constructed to improve the accuracy in
computing the properties of diverse small molecules?’, Ruthe-
nium oxide*4, and Lithium-Intercalated graphite>. Deep ten-
sor neural networks were also used in our previous work to
train many-body repulsive potentials resulting in the DFTB-NNyep,
model that yielded accurate predictions of atomization and iso-
merization energies, equilibrium geometries, vibrational frequen-
cies, and dihedral rotational profiles for a large variety of or-
ganic molecules up to nine heavy atoms!8. On the other hand,
DFTB has also been combined with graph-convolutional NN in
a delta-learning framework to improve the description of long-
range interactions, which are crucial for condensed-phase sys-
tems but challenging for traditional ML models to capture accu-
rately?®. In the same vein, a hierarchically interacting particle
neural network potential has also been developed to correct the
DFTB method and accurately calculate the energetic properties
of thorium-oxygen nanoclusters2°—a nontrivial system for DFTB
due to complex electronic effects. Despite advancements, chal-
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lenges remain in parameterizing a general-purpose ML potential
to enhance the DFTB method for accurately investigating more
flexible and non-covalent molecular systems.

To address this challenge, and building upon our previous
work!®, we introduce here the EquiDTB framework (short for
“Equivariant networks for Delta Tight-Binding”) to investigate
how equivariant NNs influence the parameterization of many-
body Arp potentials, which are intended to replace pwyep in the
third-order DFTB method (DFTB3). To this end, we consider QM
property data of both (equilibrium and non-equilibrium) small
single molecules and molecular dimers contained in QM7-X*0
and DES15K#’ datasets, respectively, for training the Arg po-
tentials (including only C, N, O, and H). To determine the most
reliable Atg potential, we have also explored modern SE(3)-
equivariant NNs such as SpookyNet8, Allegro!!, and MACE?,
each employing distinct strategies to model interactions within
local chemical environments. The Arg potentials are trained to
reproduce the accuracy of the hybrid DFT-PBEO functional. How-
ever, given the importance of long-range interactions in our target
systems, we augment all calculations with a many-body disper-
sion (MBD) 4849 treatment. The inclusion of molecular dimers
enables us to assess how non-covalent systems influence the pa-
rameterization of Arg potentials, which so far has been devel-
oped only considering covalently-bonded systems1827, This is
an important step toward identifying the key conditions for con-
structing Arg potentials that can accurately capture both short-
and long-range physical interactions, which the electronic DFTB
Hamiltonian does not fully describe.

The comprehensive investigation of equivariant Atg potentials
conducted in this work has uncovered several critical factors
that must be considered to enhance the performance of DFTB3
method. The analyses span a range of tasks, including the explo-
ration of the potential energy surface of flexible molecules beyond
those in QM7-X and DES15K datasets (e.g., tyrosine, zaprinast,
ligand 2Q5k>9); the prediction of energetic ranking for drug-like
compounds from the Aquamarine dataset®!; the calculation of vi-
brational modes of a-amino acids; and the evaluation of atomic
forces and interaction energies for molecular dimers from S66x8
dataset®2. This series of rigorous experiments was primarily de-
signed to assess the scalability and transferability of the EquiDTB
models—limitations previously identified in our earlier model,
NNpep 18 Our results demonstrate that equivariant NNs can con-
siderably reduce errors in parameterizing the Arg potential. How-
ever, we also find that achieving the most accurate Arg potential
does not necessarily lead to optimal performance across all of the
diverse evaluated tasks. Notably, the best-performing EquiDTB
model employs the MACE architecture and is trained on molec-
ular conformations from QM7-X dataset. This model not only
outperforms standard TB methods (DFTB3 and GFN2-xTB) but
also surpasses an ML potential trained with MACE on absolute
energies and atomic forces of both small single molecules and
molecular dimers. Our work thus suggests that a hybrid QM/ML
approach—combining an equivariant NN with an SE method, as
implemented in the EquiDTB framework—enables more reliable
(bio)molecular simulations than baseline SE methods or pure ML
potentials.
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2 Computational methods

2.1 EquiDTB: A hybrid ML/DFTB framework

To improve the accuracy and transferability of the density func-
tional tight binding (DFTB) method, the standard pairwise repul-
sive potential (pwyep) will be replaced by a ML-based many-body
potential (named as Arg potentials throughout the text) that will
predict the target energies AErg and atomic forces AFyg such
that:

AETR = E]()alzzr — Eg;?g and AFTB = FDFT — F](ZTII:)TB s (1)

with El()al?T and Fppr as the DFT atomization energy and the

(el,at)

DFT atomic forces of a given molecular system. Epppy and

F]()e]L)TB are the DFTB electronic atomization energy and atomic
forces, respectively. The electronic components are obtained with
the third-order self-consistent charge DFTB (i.e., DFTB3)>3->°
method using 3ob parameters>®°7. The parameterization of Arg
potentials with ML methods represents a complex multidimen-
sional fitting problem to reproduce DFT reference results, which
renders it the most challenging step in the development of our
methodology. Accordingly, building upon our previous work '8,
SE(3)-equivariant neural networks (ENN) are used here to im-
prove the performance of Arg potentials to meet the EAST re-
quirements. These networks ensure that quantities like ener-
gies and forces transform correctly under 3D rotations, transla-
tions, and permutations, thereby preserving physical consistency.
Among all modern ENNs, the EquiDTB framework currently in-
volves SpookyNet8 (SP), Allegro (AG) 11 and MACE (MC)?, but
it can be extended to consider others. The three models are
built on an equivariant message passing NN (MPNN); however,
they differ in their approaches to represent the chemical environ-
ment and to model interactions. For instance, SpookyNet incor-
porates electronic degrees of freedom and nonlocal interactions
through an attention mechanism within a transformer architec-
ture. Allegro, in contrast, focuses on strictly local interactions
by utilizing geometric-tensor features within a cutoff radius, ef-
fectively capturing local atomic interactions while preserving a
global perspective of the system. MACE? adopts a different ap-
proach by leveraging the mathematical structure of Atomic Clus-
ter Expansion (ACE) method, using multiplicative interactions
between geometric and atomic features. This diversity in their
design is crucial to determine the most reliable EQuiDTB model
for accurately predicting AETg and AFtg. After constructing the
Arg potentials, the predicted AEtg and AFtg values are added
to the DFTB electronic components computed with the DFTB+
code 33, yielding the final ML-corrected energies and forces (see
Fig. 1(a)). Both contributions were integrated into a single cal-
culator instance via a locally modified QM/ML calculator within
the Atomic Simulation Environment (ASE) package 58 which was
employed to perform all the computational tasks in this work.

2.2 Parameterization of equivariant Arg potentials

One question we seek to address in this work is how the inclusion
of non-covalent systems influences the development of the Arg
potential. In doing so, we have considered equilibrium and non-
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equilibrium conformations of both small single molecules and
molecular dimers (only including C, N, O, and H atoms), which
were extracted from QM7-X#® and DES15K*#’ datasets, respec-
tively. QM7-X dataset contains property data of approximately
4 M small drug-like molecules of up to seven heavy atoms com-
puted through PBEO hybrid functional>%-%® in conjunction with
the tightly converged numeric atom-centered basis sets®!. Since
the property data of the 7,565 small molecular dimers from the
DES15K dataset was calculated using a different QM method, we
carried out single-point calculations at the PBEO level to homog-
enize the reference data. Initially, we developed Arg potentials
using only QM7-X molecules, for which we add the label ‘1’ after
the name of the ENN, e.g., SP1 for the SpookyNet model. For Atg
potentials trained on both datasets, we will add the label 2’; e.g.,
for the SpookyNet model, it would be SP2.

The comparison in performance of different equivariant NN ar-
chitectures for the parameterization of Arg potentials is not a
trivial task. To conduct a fair examination, we have used the
training set size of 500 k conformations as it was used in our
previous work where we developed the many-body repulsive po-
tential, NN, using SchNet architecture 18 and QM7-X molecules.
The validation set comprised 50 k molecular structures, while the
remaining structures were used as the test set. Training samples
were randomly selected. Moreover, the default hyperparameters
(or alternatives suggested by developers) for each ENN were con-
sidered. We only set the number of features to 128 and the cut-off
radius to 5 A. More details about the hyperparameters employed
in the training procedure can be found in Section 1 of the Supple-
mentary Information (SI).

To thoroughly evaluate the equivariant Atg potentials, we de-
signed a series of rigorous experiments to assess their scalability
and transferability in investigating the properties of larger, more
flexible systems, as well as non-covalent complexes (vide infra).
These experiments require the inclusion of a many-body treat-
ment of vdW/dispersion interactions (MBD) due to its relevance
in describing long-range effects that are not properly captured by
the PBEO hybrid functional*8:4%:62, To this end, the energy and
forces resulting from the MBD formalism have been added to the
ML-corrected DFTB energies and forces using 1ibMBD package,
which is already implemented in the DFTB+ code33. The re-
sults obtained using the Arg potentials will be compared to those
produced by two well-established semi-empirical methods: the
DFTB3+MBD method with pairwise repulsive potentials and the
GFN2-xTB, which already includes the D453 correction in its de-
sign. Additionally, to further highlight the importance of develop-
ing Arg potentials, we compare their performance with that of a
reference ML potential (referred to as rMLP potential throughout
the text), which was trained using MACE architecture on absolute
PBEO+MBD energies and forces for approximately 500 k confor-
mations extracted from the QM7-X and DES15K datasets.

3 Benchmarking datasets

3.1 S66x8 molecular dimers

S66x8 dataset®2 contains QM energetic and structural data of 66
small organic molecular dimers at eight different dimer separa-
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Fig. 1 (a) Schematic representation of the EquiDTB framework (which stands for “Equivariant networks for Delta Tight-Binding”) used in this
work. Many-body Arg potentials (AETg,AFtg) are developed using SE(3)-equivariant neural networks (ENN) to replace the standard pairwise DFTB3
repulsive potentials (pwrp). Quantum-mechanical datasets of small single molecules (QM7-X) and molecular dimers (DES15K) were used to train
these potentials. The reference level of theory for these datasets is PBEO hybrid functional. EquiDTB uses atomic numbers (Z) and atomic positions
(xyz) as input for molecular simulations. (b) Boxplot of the error in predicting the correction for energies (AETp) and atomic forces (AFygp) in QM7-X
molecules, computed using Arg potentials trained with the SpookyNet (SP), Allegro (AG), and MACE (MC) architectures. Results are shown for
models trained on QM7-X (label '1") and both datasets (label '2"). (c) Variation of AErp as a function of the relative bond length factor A in methane,
ammonia, and water molecules. The curves were computed using the PBEQ hybrid functional and selected Arg potentials. Additionally, the results
obtained with the DFTB3 pwye, method are shown. In graphs (b,c), we also present the results obtained with our previously developed model NNy,
trained using SchNet architecture and QM7-X molecules.

tion distances g x dey (with d, as the equilibrium dimer distance 3.2 Non-equilibrium flexible molecules
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and g = values of 0.90, 0.95, 1.00, 1.05, 1.10, 1.25, 1.50, and
2.00), generating a total of 528 conformations. Since our tar-
get level of theory is PBEO, E;,, and atomic force F values for the
molecular dimers have been recalculated using PBEO hybrid func-
tional supplemented with a many-body dispersion (MBD) treat-
ment, which serves as our reference data. E;, is here calculated
using the supramolecular approach,

Eint = Edim - (Emonol + EmonoZ) 5 (2)

where Egim and Enonol (Emono2) are the total energies of the dimer
configuration and the monomer 1 (monomer 2), respectively. To
better understand the results for molecular dimers, error values
were computed for the entire dataset and the four dimer groups,
categorized based on their dominant non-covalent interaction,
i.e., H-bond (184 confs.), # — 7 (80 confs.), London (104 confs.),
and Mixed (160 confs.).

4| Journal Name, [year], [vol],1-14

We have considered the rotational energy profile of paraceta-
mol (CgHgNO,) and tyrosine (CgH;1NO3) to evaluate the per-
formance of Arg potentials in predicting properties of molecules
beyond the scope of the training set (see Fig. 4(a)). These sys-
tems are good candidates for analyzing transferability in chemi-
cal space and scalability with system size, as they exhibit greater
flexibility and complexity compared to QM7-X molecules. Parac-
etamol and tyrosine contain 11 and 13 heavy atoms, respectively,
and their molecular motifs are absent in the training set. To build
the reference data for rotational profiles, Nudged Elastic Band
(NEB) calculations at the PBEO+MBD level were carried out to
determine the minimum energy path for the rotation of the dihe-
dral connecting the aromatic ring and the linear-type structure on
the molecules, i.e., C-C-N-C and C-C-C-C dihedrals for paraceta-
mol and tyrosine, respectively. These calculations were performed
using FHI-aims calculator implemented in the ASE package. The
relative energy of the rotated structures with respect to the initial
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structure is given by AEg, = Eq, — Eg,, with Eg, as the energy of
the structure at the i/ NEB interpolation step corresponding to a
dihedral angle 6.

The capabilities of the Atg potentials are also examined by ex-
ploring the potential energy surface (PES) of larger molecules
with biological relevance. In doing so, we performed molecu-
lar dynamics (MD) simulations at constant temperature for three
molecules of increasing size and flexibility, namely alanine dipep-
tide (22 atoms), zaprinast (33 atoms), and ligand 2Q5k (94
atoms) (see Fig. 4(b)). The MD simulations were conducted at
300 K for 100 ps using the Langevin thermostat, as implemented
in the ASE package. The simulation timestep was set to 0.5 fs,
with a friction coefficient of 2 x 1073, All simulations using the
DFTB method were supplemented with an MBD treatment. The
MD simulations with GFN2-xTB were also performed at 300 K
but using a Berendsen thermostat with a timestep of 0.5 fs, which
is available in the current version of xXTB code. Before starting
the MD run, all geometries were initially optimized with the cor-
responding approach. The optimized geometries obtained with
EquiDTB model are shown in Fig. 4(b). To better understand the
efficiency of each approach, we analyzed the atomic forces Fy
and structures of 200 randomly selected conformations extracted
from the last 40 ps of each MD trajectory. Accordingly, single-
point calculations at the PBEO+MBD level were carried out us-
ing FHI-aims code for each conformation to obtain the reference
atomic force data.

We further assessed the performance of our ML-corrected DFTB
method in predicting vibrational modes of biomolecular building
blocks, specifically o-amino acids. A total of 18 neutral amino
acids composed of C, N, O, and H atoms were considered (see
Table S5 in the SI for the complete list). All molecular geome-
tries were first optimized using the respective method, followed
by vibrational mode calculations using the Vibrations module
from the ASE package. Notice that, since we are combining the
DFTB calculator with the corresponding ML calculator, the Hes-
sians are obtained numerically. For GFN2-xTB, we employed the
corresponding routine provided in the current version of the xTB
code. As reference data, vibrational frequencies and geometries
were obtained at the PBEO+MBD level using the FHI-aims calcu-
lator within ASE.

3.3 Energetic ranking of drug-like molecules

It is well known that certain drug-like molecules can alter their
biological properties by undergoing conformational changes. To
address this task, we have considered a subset of large drug-
like molecules from the Aquamarine (AQM) dataset®!, contain-
ing only C, N, O, and H atom types. Energies and atomic forces of
each molecule in AQM dataset were computed at the PBEO+MBD
level. This subset includes 63 distinct molecules and their re-
spective conformers, resulting in a total of 2,486 equilibrium
structures, with the number of atoms N ranging from 50 to 90.
Additionally, to verify the efficiency of predicting energies and
atomic forces of non-equilibrium conformations of large and di-
verse molecules, we explored the PES of each equilibrium con-
formation by performing MD simulations at different tempera-
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Table 1 Performance of Arg potentials in predicting the corrections in
energies AETg and in atomic forces AFrg for molecules from QM7-X and
DES15K datasets. We report the mean absolute errors for our previously
developed model NN, 18 trained using SchNet (SN), as well as for the
new EquiDTB models trained using equivariant neural networks (NNs)
such as SpookyNet (SP), Allegro (AG), and MACE (MC). The number
following the name of each NN architecture indicates whether the model
was trained on QM7-X only (label '1") or on both datasets (label '2').
Errors for energies and atomic forces are given in kcal/mol/atom and
kcal/mol-A, respectively.

A M7X DES15K
Model pg]sential AETE AFtg  AETp AFr1g
NNrep SN1 0.031 0.0 0874 576
SP1 0.025 1.24 0863 6.78
AG1 0.013 0.24 0.863 5.31
) MC1 0.023 0.38 0.852 5.12
EquiDTB  —p7 0.022 1.17 001/ 6.12
AG2 0.020 0.34 0.094 0.71
MGC2 0.028 0.44 0.198 2.18

tures using DFTB3+MBD level (see schematic in Fig. 5(a)).
This level of theory was also used to generate the structures in
AQM dataset. Then, the temperature of the Nose-Hoover ther-
mostat was increased from 100 K to 1500 K in increments of
100 K every 250 fs using the DFTB+ calculator in the ASE pack-
age. The timestep was set to 0.25 fs. From each simulation, we
considered 30 non-equilibrium conformations selected at differ-
ent temperatures. Subsequently, single-point calculations at the
PBEO+MBD level were performed for each of these conforma-
tions, and the QM property data for the successfully converged
cases were stored. This step generated the AQM-X dataset, which
includes a total of 71,783 equilibrium and non-equilibrium con-
formations across 63 distinct large drug-like molecules.

4 Results and Discussion

4.1 Examination of the Arg potentials

We first assess the performance of the Arg potentials in predicting
the corrections in energy AETg and atomic force AFrg of the equi-
librium and non-equilibrium conformations of both QM7-X single
molecules and DES15K molecular dimers. Fig. 1(b) depicts the
boxplots of the errors for AETg and AFg computed using the Ag
potentials trained with SpookyNet (SP), MACE (MC), and Allegro
(AG) and considering only QM7-X (label ‘1’) and both datasets
(label 2”). For comparison, the results obtained with our previ-
ously developed NNy, model are also presented. One can see that
the inclusion of equivariant networks for predicting properties of
QM?7-X molecules-independent of the training datasets—results in
a median of the error distribution of AETg that is closer to zero,
along with a reduced data spread. This finding is verified by cal-
culating the mean absolute errors (MAE), see Table 1. For the pre-
diction of AFrg, the Allegro and MACE models displayed the best
performance on QM7-X molecules, with AG1 and AG2 yielding the
lowest MAE values. Interestingly, the models trained with these
equivariant NNs on both reference datasets exhibit higher MAE
values than those trained solely on QM7-X. Moreover, although
training on both datasets reduces the errors in predicting AEtg

Journal Name, [year], [vol.], 114 |5


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d6cp00038j

Open Access Article. Published on 19 January 2026. Downloaded on 1/22/2026 2:58:00 AM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Physical Chemistry Chemical Physics

View Article Online
DOI: 10.1039/D6CP00038J

@ DFTB3 GFN2-xTB —O— EquiDTB3 —4- rMLP

@ ,F ®)

=) ok 5.5+

£

Ei

= 0F 5.0

E

oy L —

5 2 I compressed °§ 45 00000 P @ neereeneene e °

[0 eclongated g | | | | | |
-4t 1 1 1 = . .
DFTB3 GFN2-XTB  NNrep SP2 AG2 MC1 rMLP § + 1
o i

© m—T London [:u 0.7

o A

Z 40 S0 /

g e ,/ 0.6

— ’ ’

[+ 7/ 7/

z ! 20 ’

520 o 0.5

I ¥

=

= f oo .

20 40 0 2IO 40
DFT Fg; [keal/molA]

0.4 | | | | | |

Fig. 2 Benchmarking Arp potentials for calculating interaction energies (Eiy) and atomic forces (Fy) in small molecular dimers from the S66x8 dataset.
(a) Distributions of the error in computing Ejy values for compressed (¢ < 1.0) and elongated (g > 1.0) molecular dimers. We show the distributions
for widely used TB methods (DFTB3 and GFN2-xTB), NNy, model, selected equivariant Arg potentials (SP2, AG2, MC1), and the reference ML
potential (rMLP). (b) Variation of ng, (see Eq. 3) as a function of the relative distance between monomers (g). (c) Correlation plots between DFT
and ML Fy values for each dimer group. Graphs (b) and (c) primarily show the results for the best-performing EquiDTB3 model (i.e., MC1 model)
and the rMLP potential. For comparison, we also include the corresponding values obtained with DFTB3 and GFN2-xTB. Reference values for Ejy
and F, were calculated using PBEO4+MBD. All calculations include a many-body dispersion treatment, except for xTB, which considers D4 correction.

and AFtp for small molecular dimers (see Table 1), the models
still present only moderate performance, as evidenced by large
MAE values and considerable data spread. It is worth noting that
the Allegro models are the most accurate on both datasets, a re-
sult that can be attributed to the strict locality feature in their de-
sign. These results highlight the challenge that equivariant NNs
pose for simultaneously learning AEtg and AFrtg of covalently-
and non-covalently bonded systems. Accordingly, we have se-
lected SP2, AG2, and MC1 models as representative equivariant
Arp potentials for further investigation based on an exhaustive
analysis described in Sections 1 and 2 of the SI.

To evaluate the efficiency of these Arg potentials in capturing
physical effects beyond the standard pairwise repulsive potential
of the DFTB method (pw.p), we investigated the variation of
AErg as a function of the bond length for key small molecules,
such as CH,, NH;, and H,O (see Fig. 1(c)). In doing so, we
have compressed and elongated the covalent bond in these sys-
tems by multiplying the equilibrium bond length by the factor 1.
When contrasting the target energies, AETg, required to reach the
DFT-PBEO level of theory (black circles) with the DFTB3 repulsive
energies (blue dotted line), it becomes evident that the standard
PWep fails to adequately capture the electronic effects present in
these simple molecular systems. On the contrary, the Arg poten-
tials, which account for many-body interactions by design, yield
results closer to the target energies, regardless of the NN archi-
tecture used for training the potential. AG2 model demonstrated
the best overall performance in estimating the bond length de-
pendence of AEtg for the three molecules, with a mean absolute

6| Journal Name, [year], [vol],1-14

relative error (MARE) of 8.3 %, followed by NNy, model with
10.9 %. This analysis provides additional compelling evidence
that many-body potentials are better suited to characterize elec-
tronic quantum effects that are not fully captured by the DFTB
electronic Hamiltonian, with the equivariant network serving as
a key component to further enhance their performance. This, in
turn, may have crucial implications for their transferability and
scalability (vide infra).

4.2 Properties of non-covalent systems

Next, we examine the generalizability of the Arg potentials by
calculating the interaction energy Ej, of equilibrium and non-
equilibrium small molecular dimers from the S66x8 dataset®2,
which includes C, H, N, and O atoms. Fig. 2(a) shows the error in
the prediction of Ej, for the different ML approaches investigated
in this work. For comparison, the results obtained with widely
used tight-binding (TB) methods (DFTB3 and GFN2-xTB) are also
presented. We have split the analysis into compressed (¢ < 1) and
elongated (¢ > 1) dimers to analyze their performance in cap-
turing a diverse range of non-covalent interactions. Overall, the
equivariant Atg potentials perform better than the NN, model
for both compressed and elongated dimers. In particular, MC1
model produces narrower error distributions than those obtained
by standard TB methods, SP2 and AG2 models, and the reference
ML potential (rMLP). Fig. 3 compares MAE values in the predic-
tion of E;,,; and atomic forces, Fy, for the S66x8 molecular dimers.
The symbol size encodes the MAE in the prediction of F, for the
QM?7-X dataset. The resulting Pareto front highlights the trade-
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Table 2 Performance of Arg potentials in predicting the interaction energies Ej, and atomic forces Fy for equilibrium and non-equilibrium small
molecular dimers from S66x8 dataset. We show the mean absolute errors (MAE) mean absolute relative error (MARE) for the previously developed
NNrep 18 model and the best-performing EquiDTB3 model. For comparison, the error values for EquiDTB1 model, widely used TB methods (DFTB3
and GFN2-xTB), and the reference ML potential (rMLP) are also presented. All calculations include a many-body dispersion treatment, except for
xTB, which considers D4 correction. The error values for energies and forces are given in kcal/mol and kcal/mo|~A, respectively.

Eint Fy
Model MAE MARE Hbond 7n-7 London Mixed Total
DFTB3 1.04 380  5.06 6.32  3.08 3.03  4.52
GFN2-xTB 0.86 36.0 5.46 6.22  2.37 6.25 5.20
NNrep 3.13 1184 2.00 1.88 1.14 1.21 1.57
EquiDTB3 0.97 33.9 0.70 0.59 0.26 0.46 0.52
EquiDTB1 147 434 095 143 0.52 0.55  0.82
rMLP 1.19 48.0 0.65 0.75 0.30 0.55 0.57
- combining the electronic DFTB Hamiltonian with an equivariant
3.0 NN Arg potential offers better generalizability than a ML potential
trained on absolute total energies and atomic forces of both sin-
gle molecules and molecular dimers.
E 2.5 To understand the applicability of the developed Arg potentials
= in (bio)molecular simulations, we have analyzed the accuracy in
g L. computing atomic forces Fy; of molecular dimers at different rel-
8 2.0 2 AGI ative distances between monomers, ¢, by defining the parameter
K n as
m bl
<§C EquiDTBI _1 626" 1 %JFX FPFT| 3)
1.5 [5) ] qui nFa( - 66 Pt Nl = ] ] ’
® [ \Lp with N; as the number of atoms in a given dimer i. F”*" and FX
1.0 0 are the atomic forces computed using the DFT reference method
MC1 (EquiDTB3) (©) .
and the X=DFTB3, GFN2-xTB, EquiDTB3, and rMLP models. In-
0.5 1.0 1.5 2.0 2.5

MAE F; [kcal/molA]

Fig. 3 Evaluation of the performance of the Arp potentials within the
EquiDTB framework across the QM7-X and S66x8 datasets. Here, we
present the mean absolute errors (MAEs) for predicting interaction en-
ergies (Eiy) and atomic forces (Fy) of S66x8 molecular dimers. The
symbol size reflects the MAE values for the prediction of atomic forces
of QM7-X molecules. Models trained using only the QM7-X dataset
are represented by squares, while models trained on both the QM7-X
and DES15K datasets are represented by circles. For comparison, results
from the EquiDTB1 model and the reference ML potential (rMLP) are
also shown. The model with the best trade-off among these three metrics
is MC1 (green square), which will be referred to as the EquiDTB3 model
throughout the remainder of this work.

offs among the three error metrics and shows that the MC1 model
achieves the most balanced overall performance. Accordingly,
the MC1 model is selected for further validation and will here-
after be referred to as the EquiDTB3 model (where ‘3’ denotes
the use of DFTB3 electronic parameters). When analyzing the
mean error values across the entire dataset, listed in Table 2, one
can observe a slightly superior performance of GFN2-xTB (MAE
= 0.86 kcal/mol) compared to EquiDTB3 model (MAE = 0.97
kcal/mol). A consequence of the more accurate description of
the global structural and energetic features of London and mixed
dimers when using GFN2-xTB, see Fig. S1 of the SI. These results
also show that EquiDTB3 model performs better than rMLP po-
tential in predicting non-covalent properties, demonstrating that

terestingly, the atomic forces obtained using DFTB3 and GFN2-
xTB deviate significantly from the reference values obtained at
the PBEO+MBD level, regardless of the ¢ value (see Fig. 2(b)).
On the contrary, EQuiDTB3 and rMLP show close agreement with
the reference data, with MAE values for force prediction across
the entire dataset of 0.52 and 0.57 kcal/mol-A, respectively. The
error in the forces for these models also decreases as a function
of ¢, highlighting their higher accuracy in investigating the prop-
erties of single molecules compared to non-covalent systems. By
performing the analysis per dimer group (see Fig. 2(c) and Ta-
ble 2), we found that EquiDTB3 outperforms all other models for
all dimer groups with the exception of the H-bond dimers, where
rMLP exhibits slightly better performance with an MAE of 0.65
keal/mol-A. Although the AG2 model exhibited the lowest errors
in predicting F, values for both training datasets (i.e., QM7-X
and DES15K), the selected EquiDTB3 model outperforms it when
computing Fy values for equilibrium and non-equilibrium S66x8
dimers (see Fig. S2 and Table S4 of the SI). Among the different
cases in which EquiDTB3 has improved on the DFTB accuracy,
molecular dimers involving ethyne CoH, (which contains C atoms
with Fy > 35 keal/mol-A in & — 7, London, and mixed dimers) are
the most representative. This is because standard TB methods
cannot properly describe their triple-bond electronic configura-
tion (see ethyne-based systems in Fig. S3 of the SI). This analysis
confirms the robustness of the EquiDTB3 models in computing
local features that influence the overall structure of non-covalent
systems unseen by the model.
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Fig. 4 Assessing predictions of non-equilibrium properties of flexible molecules. (a) Minimum energy path for the rotation of the dihedral connecting
the aromatic ring and the linear-type structure in paracetamol and tyrosine. The rotational profiles were computed performing Nudged Elastic Band
(NEB) calculations. (b) Analysis of atomic forces Fy during an MD trajectory of 100 ps at 300 K for alanine dipeptide, zaprinast, and ligand 2Q5k. We
present correlation plots between DFT and ML values of Fy for 200 randomly selected conformations sampled during the last 40 ps of the trajectory.
(c) Polar plot of the average mean absolute error of the vibrational frequencies ((MAEy)), the average maximum deviation in frequency values ({®pax)),
and the average root-mean-squared deviation of the optimized structures ((AR)). These averages were calculated over 18 @-amino acids. We also
show the correlation plot between @,,,, and MAE,, values for these amino acids. For EquiDTB3 model, we highlight the two cases with the largest
corresponding values, i.e., Asparagine (Asn) and Glutamine (GIn). In all graphs, we present the results obtained by the widely used TB methods
(DFTB3 and GFN2-xTB), EquiDTB1 model, EquiDTB3 model, and rMLP potential. Reference values for energies, forces, and vibrational frequencies
were calculated using PBEO+MBD. All calculations include a many-body dispersion treatment, except for xTB, which considers D4 correction.

4.3 Physical complexity of At potentials

In the previous sections, we discussed EquiDTB models trained
using DFTB3 electronic components (i.e., EquiDTB3). This cor-
responds to a Taylor expansion of the density functional around
the reference density p, truncated after the third-order term %4,

Accordingly, the DFTB total energy can be expressed as:

1
Eprres =Y, Y, ¥ nicuicviHyy, — 3 Y AquAgyYap
iabME€aveb ab

1
+3 Y AGAGT ap + Enpyy - )
ab

Where Ag, = gx — ¢° is the net charge fluctuation on atom x = a
or b (often Mulliken charges), with ¢ being the charge of the
valence electrons in the neutral atom and ¢, the charge of that
atom within the molecule. ¥ represents a function accounting
for electron—electron interactions, while I" describes the varia-
tion of the Hubbard parameters with respect to charge fluctua-

tions ©4. Efep denotes the repulsive energy associated with the

g | Journal Name, [year], [voll],1-14

DFTB3 electronic components. The DFTB3 approach is a more
accurate method developed to overcome the limitations of lower-
order DFTB formulations, particularly when applied to anionic
and cationic systems. In this context, the EquiDTB framework can
also be employed to improve lower-order DFTB electronic compo-
nents, such as the first-order DFTB (known as DFTB1). DFTB1 is
a non-self-consistent (non-SCC) approximation that neglects the
second- and higher-order terms in the density fluctuations. Con-
sequently, the generalized eigenvalue problem needs to be diag-
onalized only once, and the DFTB total energy can be expressed
as:

Eprri =3, Y, Y. nicuiCVngv +Erlep ) (5)

iab L€aveb

The first term represents the energy contribution from the tight-
binding Hamiltonian and depends only on the reference density.
E'rep denotes the repulsive energy associated with the DFTB1
electronic components, which by definition differs from E3rep.

A new DFTB dataset was generated by calculating electronic
energies and forces of the QM7-X molecules using the DFTB1

Page 8 of 15
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method. The corresponding AEtg; and AFyg; values were then
obtained according to Eq. 1, and, as expected, AErg; differ
from the energy correction derived from DFTB3 components (see
Fig. S4 of the SI). However, the similarity between the distribu-
tions of AFyg; and AFrg3 already indicates that the Arg poten-
tial corresponding to DFTB1 data will exhibit a different train-
ing complexity. The reference atomic energies were also com-
puted with DFTB1 to ensure internal consistency. Using these
data, we then trained the EquiDTB1 model (where ‘1’ denotes
the use of DFTB1 electronic parameters) with MACE, considering
only QM7-X molecules as discussed in Sections 4.1 and 4.2. The
MAE:s for Etg; and AFrg; on small single molecules are 0.026
kcal/mol-atom and 0.44 kcal/mol-A, respectively. These errors
are only slightly higher than those obtained with the EquiDTB3
model (see Table 1), confirming the good accuracy of EquiDTB1.
In contrast, significantly larger errors are observed for molecular
dimers in the DES15K dataset (29.98 kcal/mol-atom for energies
and 10.21 kcal/mol-A for forces), and similar trends appear for
the S66x8 benchmark (see Table 2). Note that, despite the in-
creased errors, EquiDTB1 still outperforms standard TB methods
and our previously developed NNy, model in force predictions.
These results indicate that while EquiDTB1 performs comparably
to EquiDTB3 for single molecules, its accuracy deteriorates when
investigating equilibrium and non-equilibrium non-covalent sys-
tems where electronic effects can be more complex and challeng-
ing to capture. In brief, this demonstrates that including second-
and third-order DFTB electronic terms helps capture essential
physical and chemical effects, thereby simplifying the learning of
(AET,AFTR) and improving overall model accuracy. Additional
validation benchmarks presented in the following sections further
strengthen this outcome.

4.4 Exploring potential energy surfaces of flexible molecules

We now evaluate the efficiency of the EquiDTB approach in pre-
dicting the rotational energy profiles AEg of two molecules be-
yond the scope of the training set: paracetamol (CgH9NO,) and
tyrosine (CoH;1NO3). The atomic configurations of selected cases
are embedded in the graphs in Fig. 4(a). In the case of paraceta-
mol, the rotational energy profile is qualitatively well described
by all approaches, i.e., the largest AEg is located around 6 = 90°.
However, some discrepancies exist in defining this barrier height,
with AEgy = 7.08 kcal/mol from the DFTB3 method and AEgy. =
3.77 kecal/mol from the EquiDTB3 model being the farthest and
the closest to the PBEO+MBD reference value (3.4 kcal/mol), re-
spectively. This is also reflected in the evaluation of the Pear-
son correlation coefficient (p) and the MAE for AEg, see Table 3.
Overall, p values are close to 1.0, indicating an almost perfect lin-
ear correlation between predicted and reference AEg values. The
key difference lies in the MAE values, where the EquiDTB3 model
outperforms the other approaches with an error of 0.38 kcal/mol,
followed by EquiDTB1 model with an error of 0.42 kcal/mol. Sim-
ilarly, p values are close to 1.0 for predicting the rotational en-
ergy profile of a more flexible molecule like tyrosine (compared
to paracetamol, see additional carboxyl group in its linear molec-
ular building block), with the best performance achieved by the
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EquiDTB3 model and the rMLP potential, yielding MAE values of
0.23 kcal/mol and 0.24 kcal/mol, respectively. Notice that for
both molecules, GFN2-xTB exhibits higher accuracy than DFTB3,
which uses pairwise repulsive potentials. It is worth mentioning
that NN, model has a moderate prediction for AEg values of
paracetamol with an MAE of 0.83 kcal/mol, however, it predicts
poorly the rotational energy profile for tyrosine with p = 0.64 and
a MAE of 1.26 kcal/mol (see Fig. S5 of the SI).

The capabilities of the EQuiDTB models are then examined by
exploring the PES of larger molecules with biological relevance,
namely alanine dipeptide (22 atoms), zaprinast (33 atoms), and
ligand 2Q5k (94 atoms). The analysis of the time evolution of
the total energy of the studied molecules shows that the MD tra-
jectories at 300 K are stable for all approaches, with no abrupt
energy change due to bond breaking or formation (see Fig. S6
of SI). Based on the correlation plots between true and predicted
Fy for the 200 selected conformations (see Fig. 4(b)), it can be
concluded that EquiDTB3 model provides a more accurate de-
scription of the PES for these molecules. EquiDTB1 model also
performs well, showing a level of accuracy comparable to that of
EquiDTB3. As expected, the rMLP potential demonstrates mod-
erate performance, which is still superior to that of standard
TB-based methods. Similar to the analysis performed for AEy,
these observations are quantified by computing p and MAE for
Fy predictions (values listed in Table 3). Specifically, we obtained
an average p of ~0.99 over the three molecules for EquiDTB1
and EquiDTB3 models, followed by ~0.97 for rMLP potential
and GFN2-xTB. However, analysis of the MAE values reveals a
clear performance difference between the EQuiDTB models and
rMLP, with EquiDTB3 exhibiting the lowest MAE values for ala-
nine dipeptide and zaprinast, while EquiDTB1 performs slightly
better for ligand 2Q5k. These findings highlight the superior scal-
ability and transferability of the ML-corrected DFTB method com-
pared to an ML potential trained on absolute energies and forces
of molecules from the QM7-X and DES15K datasets. Among the
studied molecules, zaprinast is the most challenging system for
the DFTB method, primarily due to the presence of the aromatic
heterocycle triazole. DFTB is known to have certain shortcom-
ings in describing aromaticity and delocalized 7-systems, espe-
cially in molecules containing N=N interactions. Accordingly, we
have demonstrated that replacing the pairwise repulsive potential
with an equivariant many-body Arg potential can considerably
improve the description of these electronic configurations, as re-
flected in the reduction of MAE values from 4.71 kcal/A-mol with
DFTB3 to 1.06 kcal/A-mol with the EquiDTB3 model. Addition-
ally, the triazole ring in zaprinast was found to break apart after
80 ps of MD simulation at 600 K using DFTB3 (see Fig. S7 of the
SI), whereas Arg potentials help preserve the structure for longer
simulation time—another compelling example of the robustness
of our methodology.

We now evaluate the structural evolution of these molecules
during the MD trajectory. To this end, the radius of gyration R, of
a molecular structure was compared to its root-mean-squared de-
viation AR every 10 fs (see Fig. S8 of the SI). AR values were com-
puted using the initial optimized structure as a reference for each
approach. For alanine dipeptide, we found that EQuiDTB3 and

Journal Name, [year], [vol.l, 1-14 |9
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Table 3 Performance of EquiDTB models in computing the relative energies (AEy) along the minimum energy path between isomers, the atomic forces
(Fat) of conformations extracted from MD trajectories, and the vibrational modes (@) of of unseen flexible molecules. We show the Pearson correlation
factor (p) and mean absolute error (MAE) for AEg and Fy obtained by the widely used TB methods (DFTB3 and GFN2-xTB), the EquiDTB1 and
EquiDTB3 models, and the rMLP potential. For the vibrational analysis, we report the average values of MAE for @ predictions, the maximum
deviation ®yqy, and the root-mean-square deviation (AR) between optimized geometries, all quantities computed per a-amino acid. Reference values
for relative energies, atomic forces, and vibrational frequencies were calculated using PBEO+MBD. All calculations include a many-body dispersion
treatment, except for xTB, which considers D4 correction. The error values for energies and forces are given in kcal/mol and kcaI/AmoI, respectively.

Frequency errors are expressed in cm~!, while AR is given in A.

system metric DFTB3 GFN2-xTB EquiDTB3 EquiDTB1 rMLP
. Paracetamol p 0.98 0.99 0.97 0.98 0.97
Rotational MAE 1.05 0.67 0.38 0.42 0.84
profile (AEg) . . P 099  0.99 0.97 0.99 0.98
T MAE 064  0.41 0.23 0.28 0.24
Alanine p 0.81 0.98 1.00 1.00 1.00
dipeptide MAE 4.00 1.98 0.31 0.35 0.43
MD trajectory P 0.76  0.94 0.98 0.97 0.93
(Fa) MAE 4.71 3.15 1.06 1.53 2.16
. p 0.87 0.98 1.00 1.00 0.99
Ligand 2Q5k /g 3.24  2.00 0.43 0.41 0.63
o (MAEy) 522  51.9 4.7 5.6 7.1
\rﬁ];zaetslo(za)l a-amino acids  (@ye) 3021  348.2 27.5 37.6 52.5
(AR) 0.19 0.17 0.08 0.08 0.08
(a) AQM molecules (®) (c)
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Fig. 5 (a) Schematic representation of the energetic ranking for molecular conformations of equilibrium drug-like molecules and the non-equilibrium
conformations generated using molecular dynamics simulations. For each equilibrium conformation, the temperature was increased from 0 to 1500 K
and, subsequently, 30 non-equilibrium conformations were selected for the ranking analysis. (b) Boxplot of the mean absolute errors (MAE) of the
energetic ranking Rk for subsets considering only equilibrium (lower panel) and both equilibrium and non-equilibrium conformations (upper panel) of
large drug-like molecules. (c) Mean relative error in atomic forces AF, for equilibrium and non-equilibrium conformations per unique molecule as a
function of the number of constituent atoms. For graphs (b,c), we show the results obtained using widely used TB models (DFTB3 and GFN2-xTB),
the EquiDTB1 and EquiDTB3 models, and the rMLP potential.
PBEO+MBD. All calculations include a many-body dispersion treatment, except for xTB, which considers D4 correction.

Reference values for energetic ranking and atomic forces were calculated using
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rMLP potential drive the molecule to visit two well-defined struc-
tural states: one where the atomic structure is more extended
and another where it is compressed. On the other hand, for more
complex molecules, the difference between the conformational
states gets more pronounced. In particular, for the branched lig-
and 2Q5k, the MD simulations for both models start from very
similar conformations, with an initial AR = 1.0 A between the op-
timized structures. Nevertheless, their structural evolution dif-
fers, reaching a AR ~ 3.4 A between the corresponding structures
at 100 ps. Moreover, the conformations for the EquiDTB3 model
exhibit smaller fluctuations in both R, and AR.

10 Journal Name, [year], [vol.], 1-14

Besides the improved performance in relative energies and
atomic forces, we demonstrate that the EquiDTB models can ac-
curately predict the vibrational modes of relevant biomolecular
building blocks. In Fig. 4(c), a polar plot shows the average
values of the MAE and the maximum deviation for the vibra-
tional frequency () prediction of 18 a-amino acids. The av-
erage AR values associated with the optimized structures are also
displayed. Our results show that both EQuiDTB models and rMLP
potential outperform the TB methods, and yield highly similar op-
timized structures of the amino acids, with (AR) = 0.08 A. How-
ever, EQuiDTB3 achieves the lowest errors in computing o values
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(see Table 3), with (MAE,) = 4.7 cm™! and (@yax) = 27.5 cm ™!,
followed by EquiDTB1 with (MAEg) = 5.6 cm™! and (@) =
37.6 cm~!. Moreover, by evaluating individual cases, we found
that 16 out of 18 a-amino acids exhibit MAE, < 6.0 cm™! and
Opax < 35.0 cem™!; only Glutamine (Gln) and Asparagine (Asn)
fall outside this range (see Fig. 4(c)). These results highlight
the relevance of computing non-equilibrium properties of unseen
molecules to better assess the capabilities of an ML model, rather
than relying solely on standard error metrics such as MAE of en-
ergies and forces.

4.5 Energetic ranking of drug-like molecular conformers

Another important application of our ML-corrected DFTB method,
besides molecular simulations, is the calculation of energetic
rankings R for conformations of large drug-like molecules. Fig.
5(b) shows the boxplots of the MAE values for each distinct
drug-like molecule for the change in energetic ranking place
ARg: in the upper panel considering both equilibrium and non-
equilibrium conformations and in the lower panel only the equi-
librium ones. The analysis of ARk for equilibrium conforma-
tions revealed that the EquiDTB3 model resolves energy values
of the discrete spectrum of molecules more accurately, produc-
ing a smaller spread of data points and an average MAE of 2.7,
followed by EquiDTB1 and rMLP potential with an average MAE
of 3.3 and 4.0, respectively (see Table S6 of the SI). Moreover,
the average of the maximum deviation in the energetic ranking,
(ARK )max, for the EQuiDTB3 model is 10.4, which is considerably
smaller than the corresponding values for DFTB3 and GFN2-xTB.
By incorporating non-equilibrium conformations into the evalua-
tion of ARk, we obtain a more continuous spectrum that clearly
demonstrates the improved accuracy of EquiDTB models. These
models achieve average MAE of 0.12 for EquiDTB3 and 0.18 for
EquiDTB1—substantially lower than the 0.53 observed for stan-
dard DFTB3. To complement the analysis of equilibrium and non-
equilibrium conformations in a chemically diverse set of drug-
like molecules, we also evaluated the prediction of their atomic
forces, Fy»—a key quantity for investigating their thermal stability.
As expected from the preceding discussion, the EquiDTB3 model
achieves the lowest MARE values for each distinct molecule in the
calculation of Fy, as illustrated in Fig. 5(c). Indeed, a comparison
of the average MARE reveals a reduction by an order of magni-
tude, from 21.5% with DFTB3 to 5.1% and 2.8% with EquiDTB1
and EquiDTB3 models. Notice that the accuracy of EquiDTB3 per-
sists across all compositions and molecular sizes, demonstrating
its established transferability and scalability.

5 Conclusions

In this work, we present EquiDTB, a framework that parameter-
izes many-body Arg potentials using physics-inspired equivariant
NNs, aiming to improve the performance of the semi-empirical
(SE) DFTB3 method by replacing the standard pairwise repul-
sive potential. To this end, we conducted a systematic study that
integrates modern equivariant NNs with QM datasets of small
molecules (QM7-X) and molecular dimers (DES15K) to identify
the most reliable and generalizable Arg potential for achieving

Physical Chemistry Chemical Physics

View Article Online
DOI: 10.1039/D6CP00038J

7
L DFTB3 %

6 ¢ EquiDTB3 e
¥ MLP g

Simulation time [s]
w B
r—‘\\—« \\
&
.—»—.‘

x---x—---x-A»-><—»—x——-x-——x—-v*——-x—-»*»—x—A—x——»-x-»—-x---)e--*u----»-

20 40 60 80
Molecular size

Fig. 6 Comparison of the computational scaling of the standard DFTB3
method, our EquiDFTB3 method, and the reference ML potential
(rMLP). As expected, simulations using the rMLP potential are faster
than those with DFTB3 or EquiDTB3. However, EquiDTB3 exhibits bet-
ter scalability and accuracy than rMLP across all benchmark datasets,
see Tables 2 and 3. To construct the scaling curves, we considered
approximately 123,000 equilibrium and non-equilibrium molecular struc-
tures extracted from QM7-X and AQM-X datasets, containing 3 to 80
atoms (C, N, O, H). DFTB calculations were performed using a single
SCC-DFTB iteration with a convergence criterion of 1 x 1073, and all
calculations included the MBD method to correct van der Waals inter-
actions. Error bars represent the standard deviation of simulation times
within a window of +2.5 atoms for each data point in the graph. Dashed
lines indicate linear fits of the computational scaling curves.

hybrid DFT-PBEO level accuracy (supplemented with a many-body
dispersion treatment a posteriori). Our results demonstrated that
equivariant Atg potentials better capture QM interactions that are
not adequately described by the DFTB3 electronic Hamiltonian,
outperforming our previous model NNy, based on deep tensor
NNs. While all models performed well on the training datasets,
some Arg potentials exhibited limited scalability and transferabil-
ity when applied to unseen or more flexible molecules. Through
a series of analyses on neural network architectures and both
datasets, the EqQuiDTB model offering the best trade-off between
accuracy and transferability was identified as the one based on
the MACE architecture and trained on small molecules with up
to seven heavy atoms (referred to as EquiDTB3; see Fig. 3). Al-
though it is marginally outperformed by some other models in
certain metrics, EquiDTB3 consistently enabled accurate investi-
gation of multiple properties in larger molecules and molecular
dimers.

Furthermore, to assess how the physical terms in the DFTB to-
tal energy influence the performance of Arg potentials, an ad-
ditional EquiDTB model was developed based on DFTB1 elec-
tronic components (referred to as EquiDTB1). The capabilities of
both EquiDTB models have been successfully validated through
different and rigorous computational tasks involving molecules
beyond those in QM7-X and DES15K datasets. Indeed, our ML-
corrected DFTB approach can now effectively explore the po-
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tential energy surface of more flexible molecules (e.g., tyrosine,
zaprinast, ligand 2Q5k); predict the energetic ranking for large
drug-like molecules (e.g., AQM molecules); calculate the vibra-
tional modes of a-amino acids; and determine atomic forces
and interaction energies for small molecular dimers (e.g., S66x8
dataset). Notably, the EquiDTB3 model outperforms the widely
used TB methods (DFTB3 and GFN2-xTB) and the reference ML
potential (rMLP) across all evaluated tasks. EquiDTB1 exhibits
performance similar to that of EquiDTB3 for single-molecule sys-
tems; however, it fails to adequately correct electronic interac-
tions in non-covalent systems. This highlights the crucial role
of the second- and third-order DFTB terms in constructing more
robust Arg potentials. Our findings thus indicate that with an op-
timal combination of an equivariant NN and QM datasets, the
EquiDTB approach can advance the DFTB method to achieve
PBEO+MBD level accuracy with high computational efficiency on
diverse structural, energetic, dynamic, and vibrational properties
of molecular systems.

Although EquiDTB3 calculations require, on average, only 1.1
times the time of DFTB3 calculations (based on the slopes of lin-
ear fits in Fig. 6), we expect the integration of more efficient
large-scale ENN models-such as SO3krates 1213, which also in-
cludes the JAX library®°—can help mitigate this overhead and fa-
cilitate the development of the next generation of NN-enhanced
TB methods. Moreover, building on the performance analysis of
the EquiDTB1 and EquiDTB3 models, a similar strategy could be
extended to other SE methods in which the total energy and
atomic forces are decomposed into multiple components (e.g.,
Neglect of Differential-Diatomic Overlap (NDDO) 66,67 Modified
Neglect of Diatomic Overlap (MNDO) 8:69), While this study fo-
cuses exclusively on gas-phase molecular systems, the EquiDTB
framework can be adapted to investigate condensed-phase sys-
tems® and organic materials7%7!. This can be achieved either
by fine-tuning the best-performing EquiDTB3 model or by param-
eterizing a new model that incorporates relevant QM datasets,
although further validation may be required. Hence, our work
provides valuable insights and establishes a concrete framework
for integrating and advancing SE and ML methods toward the
development of generalizable and reliable data-driven electronic
structure approaches for (bio)molecular simulations.
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