Open Access Article. Published on 13 January 2026. Downloaded on 1/21/2026 5:28:31 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

PCCP

ROYAL SOCIETY

»
PP OF CHEMISTRY

View Article Online

View Journal

’ '.) Check for updates ‘

Cite this: DOI: 10.1039/d5cp04453g

Received 18th November 2025,
Accepted 30th December 2025

DOI: 10.1039/d5cp04453g

rsc.li/pccp

Introduction

Insights into phonons and spin—lattice relaxation
in copper(i) and vanadyl(iv) porphyrin
metal—organic frameworks from density
functional theory

a

*2 Nina Strasser, (2 ® Ryota Sakamoto and

xacd

Yukina Suzuki,
Masahiro Yamashita

Employing metal-organic frameworks (MOFs) has been shown to be an effective strategy for extending
spin—lattice relaxation times (T;) by modifying the vibrational properties of molecular spin qubits.
Although a previous study employed terahertz spectroscopy to probe vibrational properties, the specific
types of vibrational modes that affect T; have remained unclear. In this study, we use periodic density
functional theory calculations to investigate the vibrational properties of the MOF [{M(TCPP)}Zn,(H,0),]
(M = Cu, VO, and TCPP = tetrakis(4-carboxyphenyl)porphyrin) and the corresponding molecular crystals
MTPP (TPP = tetraphenylporphyrin). Although the longer T; of the vanadyl MOF compared to the VOTPP
crystal has been attributed to the absence of low-frequency modes, our combined experimental Raman
spectra and phonon simulations show that the mere presence of low-frequency modes does not neces-
sarily lead to faster relaxation times. To rationalize the differences in T; between the MOFs and the
corresponding molecular crystals, we calculated the spin—phonon coupling (SPC) for each I'-point pho-
non mode. Furthermore, we analysed correlations with the magnitude of the SPCs, the symmetry of the
modes, and the in-plane and out-of-plane distortion of the porphyrin framework. Our results reveal that
no single descriptor (frequency, symmetry, or distortion magnitude) can reliably predict the SPC
strength, highlighting the multifactorial nature of the SPCs in these systems. This complexity underscores
the importance of explicit computational treatments for identifying the key phonon modes that drive
spin—lattice relaxation, while spectroscopic techniques such as low-frequency vibrational spectroscopy
can provide complementary validation and qualitative insights.

determines the maximum time window for performing quan-
tum operations.* Decoherence is typically driven by interac-

Electronic spins in molecular materials are gaining attention as
qubits for quantum computing and quantum sensing due to
their chemical tunability and the potential for spatial control
through molecular design."™ Despite these advantages, such
systems still suffer from relatively short coherence times (75),*
and only a few have exhibited noticeable coherence at room
temperature.””’ T, represents the duration over which spins
can maintain their coherent quantum superposition states and
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tions with nearby spins at low temperatures (below ~15 K),
while at higher temperatures, spin-lattice relaxation becomes
the major limiting factor.® This process, characterized by the
spin-lattice relaxation time (T;), governs how efficiently an
excited spin state exchanges energy with its surrounding lattice
environment. This spin-lattice relaxation time sets a funda-
mental upper limit on coherence, as 2T; = 7. Consequently,
understanding and controlling T; relaxation pathways is essen-
tial for improving the coherence times of molecular spin
qubits, particularly at higher temperatures.

Spin-lattice relaxation occurs mainly via two mechanisms:
phonon-mediated processes and processes arising from spin-
spin interactions (cross relaxation). In a magnetically well-
diluted system and at higher temperatures,® the phonon-
mediated process becomes the primary relaxation mechanism.
This is because the interactions between paramagnetic centres
become negligible, and the cross relaxation is temperature-
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independent." In the phonon-mediated mechanism, different
processes dominate in different temperature ranges. At low
temperatures (below 20 K),'* the one-phonon-mediated direct
process is typically dominant. In this process, the energy of the
spin is directly exchanged with the phonon energy, which
requires a precise energy match of the spin and the phonon.
In typical electron paramagnetic resonance (EPR) experiments
performed at X or Q-band, the energy difference of the total
spin quantum number S = 1/2 (with magnetic sublevels
mg = +1/2) is less than a few cm ™', therefore largely limiting
the available phonons for energy exchange. As the temperature
increases, the two-phonon Raman process becomes dominant.
The Raman process does not require a direct match of the
phonon energy and the spin energy; only the difference
between two phonon modes and the spin energy must match.
This significantly loosens the requirement for spin-lattice
relaxation and allows phonons with frequencies larger than a
few ecm™" to participate in the process. Combined with the
increased population of higher-energy phonons with increasing
temperature, the two-phonon processes become the dominant
relaxation mechanism typically above 20 K.'> Another crucial
relaxation mechanism is the local process. This process is also
classified as a two-phonon process, similar to the Raman
process,™* but involves optical phonons or vibrations with
localized character and is typically identified as the major
relaxation mechanism at higher temperatures.'*"*

Given that these phonon-mediated processes, particularly
the Raman and local mode processes, make dominant con-
tributions to the spin-lattice relaxation, tuning the vibrational
spectrum of molecular qubits can be an effective strategy for
suppressing spin-lattice relaxation at elevated temperatures.
Indeed, reducing low-frequency vibrations has been shown to
be an effective strategy to mitigate spin-lattice relaxation.
A common approach to suppress such low-frequency vibrations
is to create a rigid ligand environment, thereby shifting the
vibrational modes around the spin centre to higher energy.">*>
In addition to rigidifying the ligand environment, the vibra-
tional spectrum can also be tuned by embedding molecular
units into an extended framework. This approach, which is the
focus of this study, allows control over lattice vibrations
through the surrounding host structure. In this context, a
previous study” demonstrated that incorporating molecular
units into the lattice of a metal-organic framework (MOF) can
prolong the spin-lattice relaxation times, particularly at ele-
vated temperatures. Terahertz (THz) spectroscopy suggested
that the MOF lattice shifts optical phonons in the corres-
ponding molecular crystal to higher energies, thereby reducing
the efficiency of the spin-lattice relaxation. While the study by
Yamabayashi et al.” established the beneficial effect of frame-
work incorporation on spin-lattice relaxation, the underlying
vibrational contributions remained unexplored. Computational
studies'®'” on spin-phonon coupling in vanadyl and copper
molecular spin qubits in the gas phase suggest that only a few
symmetry-allowed key vibrations have a significant impact on
the spin-lattice relaxation time. Therefore, understanding how
the MOF framework modifies these key vibrations in molecular
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solids is crucial for the rational design of MOFs with improved
spin-lattice relaxation times.

In order to better understand the difference between
the vibrational properties of qubits in MOFs and molecular
crystals, we investigated prototypical MOFs with copper(u) and
vanadyl(v) porphyrins ([{Cu(TCPP)}Zn,(H,0),] (TCPP = tetrakis-
(4-carboxyphenyl)porphyrin) (1) and [{VO(TCPP)}Zn,(H,0),]
(2)). These MOFs have previously been shown to have longer
T, than their corresponding molecular crystals of CuTPP (TPP =
tetraphenylporphyrin) (3) and VOTPP (4)”"*?° (Fig. S1) and
serve therefore as an ideal model system for a comparative
analysis (Fig. 1). The spin-lattice relaxation process is strongly
influenced by both the electronic structure and the phonons.
However, several studies”*®'® have shown that the g factors are
very similar between the MOF-based porphyrins and their
molecular crystal analogues (Tables S1 and S2). The g factor
describes how an electron’s magnetic moment couples to an
external magnetic field and is closely related to the electronic
structure. The deviation of the g factor from the free-electron
value (g. ~ 2.0023) occurs due to spin-orbit coupling and the
ligand environment. The magnitude of deviation of g factors
from the free electron value is known to be a useful proxy for
the size of the spin-orbit coupling."* Thus, similar g factors
suggest that phonons are the primary source of their distinct
spin-lattice relaxation behaviours rather than the difference in
their electronic structures.

To probe this, the I'-point phonons of systems (1)-(4) were
calculated and compared using periodic density functional
theory (DFT), as simplified single molecule or cluster models

CuTPP (3)

Fig. 1 The crystal structures of the copper(i) and vanadyl(iv) porphyrin
systems studied in this work visualized using Mercury.?? View along the a
axis of ({Cu(TCPP)}Zn,(H,0),l) (P2/m) (1) and {VO(TCPP)}Zn,(H,0),] (2).
View along the c axis of CuTPP (TPP = tetraphenyl porphyrin) (/42d) (3) and
VOTPP (/4) (4). The unit cells are outlined with thin lines. Colour code: Cu
- orange, V - silver, Zn — purple, N - light purple, O - red, C - grey, H -
omitted for clarity.

VOTPP (4)
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fail to reproduce low-frequency (terahertz) vibrations because
they are highly sensitive to intermolecular and lattice inter-
actions.”" Since the vibrational modes that dominate spin-
lattice relaxation at relevant temperatures (room temperature
or below) are low-frequency modes below 400 cm™,'® where
intermolecular interactions play a significant role, a precise
description of these phonon modes is crucial. In addition
to phonon calculations, spin-phonon coupling analysis was
conducted in order to evaluate how these vibrational modes
interact with the spin degrees of freedom and to understand
the origin of their different spin-relaxation behaviours.

Methods

Raman spectroscopy

Unpolarized Raman spectra of the polycrystalline samples were
measured using a home-built single-monochromator micro-
Raman spectrometer with a 488 nm solid laser, as described
elsewhere.?® The materials were prepared using established
methods.””'®'%?>* The details are provided in the SI. The spec-
trometer is equipped with two volume holographic notch filters
(SureBlock) from Ondax Inc. (currently Coherent Corp.)* that
allow measurements down to ~10 em™".

Raman spectra were collected at wavelengths of 488 nm and
532 nm with an NRS-5100 spectrometer to confirm that
wavelength-dependent resonance effects did not influence the
relative band intensities, enabling a direct comparison with
simulated non-resonant spectra. At 532 nm, the measurable
range was limited to >100 cm ™" due to the cutoff of the notch
filter required to suppress Rayleigh scattering.

Computational methods

Periodic DFT calculation (cell optimization and I'-point
phonon simulations). Full geometry optimizations including
the lattice constants as well as atomic positions, and subse-
quent phonon calculations at the I'-point were performed using
either CRYSTAL23>® or VASP (version: 6.4.1)>”*! in conjunction
with Phonopy (version: 2.38.1).>>* The key parameters (basis
sets, plane-wave energy cutoffs, k-point grid) that determine the
quality of simulations were chosen based on convergence tests.
For the periodic hybrid functional calculations, the divergence
of the exact exchange term at the I' point was treated using
the standard finite-size correction schemes implemented in the
respective codes. In VASP, the Coulomb singularity of the
exchange interaction at the I' point is handled by the Gygi-
Baldereschi correction. In CRYSTAL23, the exchange diver-
gence is treated analytically within the exact-exchange formal-
ism using the auxiliary-function approach implemented for
periodic boundary conditions. Details of these convergence
tests and additional computational settings are described in
the SI (Tables S3, S4 and Fig. S6, S7). Initial structures were
taken from experimental single-crystal X-ray data reported in
the Cambridge Crystallographic Data Centre (CCDC), when
available. Hydrogen atoms were added where missing, while
maintaining the reported space group. For system (1), hydrogen
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atoms were added to the oxygen atoms of the H,O molecules
coordinating to the Zn nodes, initially preserving the original
space group of P2/m from the reported single-crystal X-ray
structure (CCDC: 1555581).'® This resulted in an imaginary
frequency mode localized on the H,O molecule. To eliminate
this mode, the symmetry was reduced to P2 by removing the
mirror plane around the H,O molecule.

For (2), no single-crystal X-ray structure has been reported,
as the structure determination was hampered by their twinning
or polycrystalline nature.'® However, the previous work estab-
lished that this system is assumed to be isostructural with (1)."°
Therefore, its structural model was constructed by substituting
Cu with an oxovanadium (VO) unit in (1). Because the VO unit
breaks the twofold axis present in (1), the symmetry is reduced
to P1, effectively lowering the lattice system from monoclinic to
triclinic. To avoid artificial distortions of the lattice during
structural optimization of (2), the lattice constants were kept
fixed in this case, and only the atomic positions were relaxed.

For (4), the orientation of the VO group is disordered in the
experimental single-crystal structure with the I4/m space group
(CCDC: 1125976 or 22901937). Explicitly accounting for this
disorder would require large supercells and is therefore not
practical. To approximate the two limiting configurations, the
unit cell was optimized in the P4/n (mirror plane lost, inversion
preserved via a glide plane) and I4 (both inversion and mirror
symmetry lost) space groups, as shown in as shown in Fig. S8.
Geometry optimization and phonon calculation using the P4/n
cell resulted in two imaginary frequency modes (~—25 cm™ ).
Therefore, the structure with the /4 unit cell was employed for
further discussion, and the symmetry analysis was only con-
ducted based on this space group.

For the simulations with CRYSTAL23, the frequency calcula-
tions (phonon calculations at the I'-point) were carried out
based on the fully optimized structures (including lattice
relaxations). Then, the computed frequencies were checked to
ensure there are no imaginary modes to confirm that the
optimized structure is stable. Subsequently, the intensities of
the infrared (IR) and Raman modes were calculated in order to
compare the spectra with our experimental measurements.
Raman intensities were computed at the temperature of
measurement (298 K) and the wavelength of the incident laser
(488 nm and 532 nm). For simulations with VASP, phonon
calculations were carried out using the finite displacement
method implemented in Phonopy, employing the primitive
unit cells.**** The amplitude of the atomic displacement was
set to 0.01 A. The convergence of the computed phonon modes
was confirmed by the agreement of the eigenvectors (vide infra).

Spin-phonon coupling analysis. The spin-phonon coupling
(SPC) coefficients were numerically calculated with ORCA
(version: 6.0.0),>>*® using the simulated phonon modes from
the periodic DFT calculations. The eigenvectors obtained from
the periodic DFT calculations were projected onto the opti-
mized structures to generate distorted geometries along indivi-
dual phonon modes. For modes simulated with CRYSTAL23,
the displacements along the normal coordinates were per-
formed using the implemented SCANMODE module, with
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step sizes of (Q = £0.005, £0.01, £0.015). In the convention
used in CRYSTAL23, Q is a dimensionless parameter, and a
displacement of Q = 1 corresponds to the amplitude that yields
a potential energy of 1/2hw in the harmonic potential.®” For
phonon modes obtained from VASP, the distorted geometries
were generated using the Phonopy eigenvectors, with the same
step sizes and Q convention as applied in CRYSTAL23. Then,
the SPC coefficients calculations were performed following the
methods reported in ref. 13, 16, 17 and 38-41. For these
calculations, the molecular porphyrin units (CuTPP and
VOTPP) were cut out from the optimized and distorted
crystal structure in (3) and (4). For (1) and (2), the MTCPP*~
(M = Cu/vO) fragment was cut out from the optimized and
distorted periodic structure, similar to a previous study.*® For
the g factor calculations, the hybrid functional PBE0** was used
as this type of functionals are commonly reported to yield
reliable g factors.*>** The relativistic corrections were included
through the ZORA method.*” The basis set ZORA-def2-VTZP*®
was used for the metal centre (Cu and V) as well as the
coordinating N atoms, while the smaller basis set of ZORA-
def2-SVP*® was employed for the remaining atoms. Moreover,
the SARC/J auxiliary basis set'” were utilized, similar to previous
studies.">"® Full computational details on the remaining settings
are provided in the SI.

Normal-coordinate structural decomposition analysis. For
the evaluation of out-of-plane displacements of the porphyrin
ligands, normal-coordinate structural decomposition analysis
(NSD)***° was carried out using the PorphyStruct program.>
To analyse the out-of-plane displacements of the porphyrin ligand
for each vibrational mode, displaced geometries were generated at
Q = 1, which corresponds to the maximum displacement of the
ground-state vibration in the harmonic potential, based on the
modes computed in the phonon calculations.

Results and discussion
Raman spectra comparison

Periodic DFT calculations were carried out to simulate the
Raman spectra. The 488 nm experimental measurements
required two notch filters to suppress the Rayleigh scattering,
which reduced the overall signal intensity and lowered the
signal-to-noise ratio compared with some of the 532 nm spectra
(Fig. 2 and Fig. S10-S12). Although some variations exist in the
intensity depending on the wavelength, the overall spectral
features are consistent between the two measurements.
The calculated spectra show qualitatively good agreement
with the experimentally obtained Raman spectra (Fig. 2 and
Fig. $10-S12).

MOF are well known for their ability to adsorb solvent or gas
molecules within their pores. In passing we note that in the
simulations presented in this study, we used MOF models
without any gas or solvent molecules in the pores. We present
several justifications for this choice. First, the MOFs synthe-
sized were solvent exchanged in acetone and then dried under
vacuum. For EPR experiments to measure the relaxation time,
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Fig. 2 Experimental Raman spectra (light blue) (488 nm) and blue
(532 nm) of Cu MOF (1) and simulated spectra at 488 nm using the
following DFT methods: PBEsol-D3 with plane wave basis sets (energy
cutoff = 850 eV) (violet), PBEsol03c/sol-def2-mSVP (magenta), and PBE-
D3/VTZP (pink). The linewidths of the computed vibrational frequencies

were modelled using Lorentzian broadening using a full width half max-

imum value of 5 cm™.

these solid samples were sealed under high vacuum in a glass
tube. This should effectively remove weakly bound molecules
from the pores. Raman spectra were measured under ambient
condition. In general, the phonons or vibrational modes in the
THz region is very sensitive to any structural changes. Some
MOFs have been reported to show noticeable difference in their
vibrational spectra depending on the existence of absorbent
molecules in the pore.”>>® The agreement between the experi-
mental spectra and the simulated spectra in this study without
considering any absorbents suggest that the model in the
simulation is sufficiently accurate.

Impact of the basis set and density functional on phonons

Simulations of Raman spectra were initially carried out using
CRYSTAL23,*® which employs atom-centred Gaussian basis
sets. The extensive use of symmetry operations and the efficient
handling of atom-centred Gaussian basis sets in this program
make its calculations efficient.>® However, the large variety of
available basis sets makes it rather difficult to systematically
improve the quality of the calculations and achieve conver-
gence. For this reason, we also tested VASP, which uses plane-
wave basis sets, as the quality of the basis set can be controlled
by a single parameter - the kinetic energy cut-off (ENCUT).
For the simulations using CRYSTAL23, various basis sets
were tested ranging from double-(-quality basis sets (sol-def2-
mSVP,” 6-31G****™) to triple- basis sets (POB-TZVP,*® VTZpP®").
Among these, the composite method PBEsol0-3c/sol-def2-mSVP*>
reproduced the spectral feature and lattice constants very well
(Fig. 2, Fig. S10-S12 and Tables S5-S7). In passing, we note
that PBEsol0-3¢™ is a solid-state composite method based
on the PBEsol0 hybrid functional,®” combined with a compact
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sol-def2-mSVP>® basis set and corrections for dispersion inter-
actions on the D3 level®® using the Becke-Johnson damping
function®® and basis-set superposition error. The method is
known for its efficiency while maintaining good accuracy.>”

However, subsequent eigenvector analysis (Fig. S13, SI)
revealed that the basis sets of double-{-quality are not sufficient
in reaching convergence, especially at low-frequency modes. In
this analysis, the similarity of the eigenvectors (displacement
vector of each atom) of the phonon modes computed with
different functionals or basis sets were compared. The similar-
ity was evaluated by taking the dot product of normalized
displacement vectors for each atom.””> When two phonon
modes from different calculations are equivalent, their normal-
ized dot product approaches 1; conversely, values close to 0
indicate little or no similarity. Fig. S13b and d shows that the
dot products with a well converged VASP calculation (PBE-D3)
of the eigenvectors are less than 0.5 for various modes at low
frequency, indicating that the phonon modes computed with
double-(-quality basis sets (sol-def2-mSVP and 6-31G**) are not
consistent. The convergence of VASP calculations were
assumed from an excellent agreement of calculations with
two different functionals (PBE-D3 and PBEsol-D3), as shown
in Fig. S13a. Simulations with double-(-quality basis sets
resulted in discrepancies in vibrational modes that show sig-
nificant spin-phonon coupling coefficients in the subsequent
spin-phonon coupling analysis (vide infra, Fig. S14 and S15). In
order to gain consistent results across different methods, the
VTZP basis set, which has previously been used for a Cu-based
MOF and showed reasonable convergence,®® was required.

Upon increasing the basis set to this level, the agreement of
the eigenvector overlaps across different calculations signifi-
cantly improved. As shown in Fig. S13e and f, the PBE-D3/VTZP
level calculations performed using CRYSTAL23 and VASP
(PBE®” or PBEsol®* with ENCUT = 850 eV) gave nearly the same
results for the phonon calculations and subsequent spin-phonon
coupling calculations (vide infra, Fig. S17 and S18), validating the
convergence of our phonon calculations. POB-TZVP® is also a
triple-(-quality basis set, it is known to give inconsistent results
and tends to overestimate intermolecular forces, leading to con-
tracted lattice parameters and blue-shifted vibrational modes.®®
In line with this observation, the POB-TZVP basis set performed
poorly here as well, producing the largest deviation in the lattice
constants (Tables S6 and S7) and phonon eigenvector overlaps
with those obtained from other methods (Fig. S13).

Spin phonon coupling calculations

Phonon calculations provide insight into the distribution of
phonon modes in MOFs and molecular crystals. However, the
phonon modes and their frequencies alone do not directly
reveal which vibrations dominate their spin-lattice relaxation.
To identify the key contributors to spin-lattice relaxation, we
quantified the coupling of each phonon mode to the spin using
I'-point phonons obtained from periodic DFT calculations,
following established protocols."*'®7**! Although all phonon
modes across the Brillouin zone contribute to the spin-lattice
relaxation, considering only I'-point phonon modes has been
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shown to provide sufficient accuracy without significantly affecting
simulation results."

Within the spin-Hamiltonian framework, several approaches
exist for computing SPC coefficients, depending on whether
the g-tensor (g; Zeeman interaction) or the hyperfine tensor
(4; hyperfine interaction) is considered to be the leading spin-
lattice relaxation mechanism, and whether first or second
derivatives with respect to normal coordinates (Q) are taken.

Previously reported methods include the first derivative %,
04
(ref. 13, 16, 20, 38-41 and 69-72), @ (ref. 41 and 73), the second

&g g
ref. 17), second mixed derivative ———
(ref. 17 50:00,

derivative 207
(ref. 73 and 74). The choice of g or A to

(ref. 11

2

00;00;
be differentiated depends on the assumed dominant mecha-
nism of spin-lattice relaxation, which remains under
debate.'"'® Despite this ongoing debate, a previous study has
shown that g and A derivatives yield consistent trends in spin-
phonon coupling behaviour, giving essentially the same vibra-
tional modes as the dominant contributors.”

In this study, we employed the more widely adopted g-tensor
approach to gain insights into the modes that have a substan-
tial contribution to spin-lattice relaxation. Our primary objec-
tive is to rationalize the different relaxation behaviours of
molecular crystals and MOFs bearing the same molecular units,
rather than reproducing absolute 7, values. The g-tensor frame-
work provides a particularly transparent connection between
vibrations and magnetic relaxation, as g-tensor anisotropy arises
directly related to spin-orbit coupling.'® We note that a complete
and quantitative description of spin-lattice relaxation generally
requires consideration of both g- and A-tensor modulation. How-
ever, because the g or A-tensor approach is reported to give the
same trend,”? the choice between the g or A-tensor approach is
unlikely to impact our qualitative final conclusions.

and 73-75) and

Results of SPC analysis

For the calculation of the g-factors, two hybrid functionals
(PBE0** and B3LYP’®”’), two basis sets (def2-TZVP and def2-
SVP*®) as well as two relativistic correction methods (ZORA™
and Douglas-Kroll-Hess method (DKH)"®”°) were tested to con-
firm that they give consistent results. The trend of g-factor changes
as a function of the normal coordinate Q and was shown to be
largely independent of the choice of functional, basis set, and the
relativistic correction method (Fig. S16-S18). These calculations
confirmed that these computational settings have only a minor
influence on the results. For the preceding calculations, the
functional PBEO and the basis set def2-TZVP for the metal and
coordinating nitrogen, and def2-SVP for the remaining atoms were
used with the ZORA method, following a previous study."®

First-order SPC

First-order spin-phonon coupling (SPC) governs one-phonon
relaxation mechanisms, namely the Orbach and direct pro-
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cesses.®?8°

The Orbach process is a one-phonon relaxation
process similar to the direct process, but through excited
electronic states. For S = 1/2 copper(u) and vanadyl(v) qubits,
the first excited electronic state typically lies far above the
thermally accessible range. Therefore, this process is considered
negligible. The direct process is a one-phonon process, in which
the energy of the spin is directly exchanged with the phonon.
Since a precise energy match of the spin energy and the phonon
energy is required, acoustic phonons are the main contributors
to this process. The direct process is dominant only at extremely
low temperatures (below 20 K).'' Therefore, this process is
outside the scope of this study, which focuses on optical
phonons and spin-lattice relaxation at higher temperatures.
However, first-order spin-phonon coupling coefficients are
often employed to analyse multi-phonon relaxation (Raman
and local relaxation processes),'>'®>%%? under the assumption
that first-order coupling strengths serve as a reliable proxy for
the second-order spin-phonon coupling.'®®

Fig. 3 presents the first-order SPC coefficients of the systems
(1) and (3) determined by fitting g-values as a function of
atomic displacement for each phonon mode. First-order spin—-
phonon coupling coefficients for the systems (2) and (4) are
calculated similarly and shown in Fig. S27. Consistent with
previous findings,"®**”® only a small fraction of vibrational
modes exhibits significant spin-phonon coupling, while the
majority contribute negligibly. For (1), vibrational modes
around 200 cm™' and 380 cm™ " show the largest first-order
SPC coefficients (Fig. 3) due to both correct symmetry and large
displacement of the ligand (Table S13, see Discussion). In the
case of (3), the dominant contributions arise from modes
around 400 cm ' similar to (1), with additional smaller
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contributions from around 120 cm™ -, 200 cm™ -, and 330 cm™
modes (Fig. 3). For the vanadyl systems, both (2) and (4) have
major first-order spin phonon coupling coefficients around
20-30 cm™', 100 cm™', 200 cm™}, 300 cm™! and 400 cm ™’
(Fig. S27). System (2) also exhibits additional contributions near
250 em " and 350 cm~'. While small variations exist in the
precise frequencies and number of contributing modes, the over-
all trend looks similar, with major contributions clustered around
comparable frequency ranges (highlighted in green in Fig. 3).

The magnitudes of the SPC coefficients are also comparable
between the MOF and molecular crystal counterparts. For (1),
the largest coefficients are approximately 4 x 10~° (g, and g)
and 5 x 10~ (g,) (Fig. 3). For (3), the maximum values are about
1.5 x 107° (g, and g,) and 1.5 x 10> (g;). A similar trend is
observed for the vanadyl systems of (2) and (4): the dominant
SPC coefficients are on the order of 10~° for g, and g,, and
10~ ° for g, (Fig. S27). These similarities stand in contrast to the
experimentally observed differences in spin-lattice relaxation
between the MOF and molecular crystal systems. Typically,
experimental T; values associated with parallel components
(g,) are larger, indicating a weaker spin-phonon coupling
compared to that measured in the perpendicular (g, and g)
direction.®! This behaviour, however, contradicts the calculated
trend, where g, (~10~°) show larger SPC coefficients than g,
and g, (~10"), for example in (2) and (4).

SPC coefficients set the intrinsic coupling strength, but
phonon populations also control each mode’s contribution to
the spin-lattice relaxation at finite temperatures. To incorpo-
rate phonon population effects, SPC coefficients were scaled
using the Bose-Einstein distribution (Fig. S29-S32). As shown
in Fig. 4a, the theoretical temperature dependence of a value
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Fig. 3 First-order SPC coefficients for (a) Cu MOF (1) and (b) CuTPP (3). Vibrational modes were computed using VASP with the PBE-D3 functional.
Phonons that show sizable SPC coefficients at similar frequencies in (1) and (3) are marked in green, and others are marked in blue.
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proportional to T; derived from the summed contributions of
all vibrational modes is nearly identical for (1) and (3), in
apparent contrast to the experimental results (Fig. S1). For a
quantitative comparison with the experiment, an empirical
arbitrary factor is used to scale to the experimental value in the
previous study.'® Since this method is a simplified method"® from
the more complicated but rigorous method,* we avoid a quanti-
tative argument of 7; here but restrict our argument for only the
qualitative trend. Nevertheless, the discrepancy between the com-
putational and experimental results is clearly seen even at this
qualitative level.

Second-order SPC

This discrepancy between the theoretical result based on the
first-order spin-phonon coupling and experimental observa-
tion may reflect limitations of the approach. As noted, the first-
order coupling formally accounts only for the first-order pro-
cesses such as the direct process and Orbach process, despite
the common use of this model in previous studies due to its
computational simplicity.'*¢2038-11:6972 1 consider a more
complete picture, we also considered second derivatives of the
gtensor in addition to the first-order coupling coefficients.
However, evaluating cross-coupling terms (mixed partial deri-
vatives) presents significant computational challenges, requir-
ing an enormous number of calculations (e.g:, at least 10> for
VOTPP) as the number of calculations scales quadratically with
the number of vibrational degrees of freedom.”® Accordingly,
only the non-cross terms were evaluated in this study. The non-
cross terms describe a relaxation process, in which the
absorbed and emitted phonons belong to the same vibrational
mode or phonon branch. Although such processes would be
forbidden by strict energy conservation for single-frequency
optical phonons, in real crystals, optical phonons have line-
widths due to finite dispersion across the Brillouin zone, and
finite lifetimes. Both effects enable this relaxation channel
mediated by optical phonons.'**?

Fig. 5 presents the computed second-order (non-cross terms
only) spin-phonon coupling coefficients. In contrast to the
previous assumption that the first-order SPC shows a similar

This journal is © the Owner Societies 2026

trend with the second-order SPC,'®®® our results reveal mark-
edly different distributions of coupling strengths between the
first- and second-order coefficients across all systems investi-
gated (Fig. 3, 5 and Fig. S27, S28). Moreover, contrary to the
first-order SPC, where the differences between the MOF and
molecular crystal systems are relatively minor, the second-order
SPC reveals clear distinctions. For the Cu(u) species, (1) exhibits
markedly smaller coefficients, on the order of 10~°, compared
to (3), which shows coefficients on the order of 10~ for the g,
and g, directions (Fig. 5). Similarly, for the vanadyl case
(Fig. S27 and S$28), the MOF (2) displays SPC coefficients on
the order of 10~ %, whereas (4) reaches values around 10~° for g,
and g,. Reflecting these differences in SPC magnitudes, the
temperature-scaled SPC coefficients (Fig. S29-S32) also differs
significantly between the systems, showing better agreement
with experiments: (3) and (4) exhibit faster spin-lattice relaxa-
tion than (1) and (2). Fig. 4b shows the sum of the contributions
to T; from all vibrational modes scaled by the Bose-Einstein
phonon occupation distribution. In this case, a better agree-
ment was obtained with the experimental data that shows a less
steep decrease in T; for (1) compared to (3) than in the case of
the first-order calculation. The improved agreement obtained
with the second-order approach suggests that identifying the
vibrational modes relevant to T; at high temperatures - beyond
those involved in the direct process — requires second-order
spin-phonon coupling coefficients rather than only first-
order terms.

Although this second-order treatment improves the agree-
ment with experiment, some discrepancies remain. These
differences likely arise from methodological approximations,
such as neglecting phonon dispersion over the entire Brillouin
zone and omitting cross terms in the second-order coupling
coefficients. While more rigorous treatments including these
effects have been reported,'™”*”° they require computationally
intensive methods that are beyond the scope of the present
study. Nevertheless, the current approach captures the domi-
nant experimental trends and provides valuable qualitative
insight into the differences between the MOF and molecular
crystal systems. Having established the overall trends in
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Fig. 5 Second-order SPC coefficients for (a) Cu MOF (1) and (b) CuTPP (3). Vibrational modes were computed with VASP using the PBE-D3 functional.

spin-phonon coupling and relaxation behaviour, we will now
discuss the origin of the longer spin-lattice relaxation times
observed in the MOF systems.

Discussion — origin of longer
spin—lattice relaxation times in MOFs
based on phonon mode analysis

Having established a DFT framework for obtaining reliable
phonon modes and SPC coefficients within the constraints of
our approach (i.e., considering only the non-cross terms in the
second-order SPC), we now turn to a comparative analysis of the
MOF and their related molecular crystal systems. In the follow-
ing discussion, we examine how variations in phonon modes
and the magnitudes of their associated SPC coefficients con-
tribute to the distinct spin-lattice relaxation behaviours
observed experimentally.

Dominant phonon modes and their role in spin-lattice
relaxation

The experimental Raman spectrum of (1) (Fig. S33 and Fig. 2)
shows the first Raman-active peak (above the measurable cutoff
of ~10 cm ™) at a lower frequency than that of the molecular
crystal (3). Consistently, DFT calculations predict the lowest-
frequency optical phonon mode at ~18 cm ™ for (1), compared
to ~30-40 cm ™" for (3), with the exact values depending on the
density functional and basis set employed (Fig. S34). Despite
the longer spin-lattice relaxation times observed for the
MOF (1), its vibrational spectrum does not shift to higher
energies relative to (3). This indicates that the presence of
lower-frequency phonon modes does not necessarily translate
into faster spin-lattice relaxation. This finding contrasts with

Phys. Chem. Chem. Phys.

previous THz spectroscopy results on another vanadyl porphyrin
MOF, where the absence of vibrational bands in the THz region
was attributed to longer T; values at high temperatures.” This
discrepancy suggests that the correlation between low-frequency
vibrational modes and spin-lattice relaxation is not universal but
depends strongly on the coupling strength and character of the
individual phonon modes, rather than their frequencies alone.

Animated visualization of the phonon modes in (1) shows
that the lowest-frequency optical phonon mode at 18 cm™*
corresponds to a delocalized vibration involving collective
motion of the entire MOF framework (Fig. 6). In this mode,
the porphyrin units undergo rigid displacements while preser-
ving their local ligand environments, resulting in only small
spin—phonon coupling (Table S13; SPC coefficients: first-order
~10"", second-order ~10~°). Although this phonon mode has
a relatively small SPC coefficient (Fig. 5), its low energy leads
to significant thermal population even at low temperatures,
making it the dominant contributor to the spin-lattice relaxa-
tion of (1) via second-order processes (Fig. S29). However, its
contribution to the T; process remains much smaller than that
of the most dominant phonon modes in (3) occurring at
208 cm ! and 209 cm " due to the magnitude of their SPC
couplings (on the order of 107 for (1) and 107> for (3) in g,
and g,) (Table S15 and Fig. $29, $31). This difference in the size
of spin—-phonon coupling in (1) and (3) explains why the overall
T, process in (1) is slower than in (3), even though the lowest-
frequency mode dominates in (1). This demonstrates that
vibrational frequency shifts alone do not dictate relaxation
behaviour, but the coupling strength of specific phonon modes
is equally critical.

In the case of vanadyl species, the lowest experimental
Raman bands in (2) and (4) are observed at similar frequencies
(Fig. S33). For (2), the computed lowest-frequency optical
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Fig. 6 The lowest-frequency optical phonon mode at the I' point in Cu
MOF (1), occurring at 18 cm™?, as obtained from periodic DFT calculations.
The light blue arrows indicate the atomic displacement vectors corres-
ponding to the phonon eigenvector. Visualized using V_Sim.

phonon mode occurs at ~20 cm™', comparable to that of
analogous (1) (Fig. S35). While the frequency of the lowest-
optical phonon mode in (4) shows dependence on the DFT
method, appearing at 19 cm ™" with PBE-D3/VIZP and 4 cm "
with PBE-D3 (VASP), this lowest frequency mode consistently
shows the largest contribution to the second-order process in
(4), regardless of the computational method used. By contrast,
although (2) also exhibits major contributions from very low-
frequency modes in a similar range (Fig. S30; modes in the
range between 16 cm ™" to 37 cm™ '), the magnitude of the spin-
phonon coupling remains smaller than (4), resulting in weaker
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spin-lattice relaxation contributions. Therefore, as in the Cu(u)
case, the key factor distinguishing the MOFs and molecular
crystal systems is not the phonon frequencies themselves, but
rather the difference in the magnitude of the spin-phonon
coupling.

Correlation between I'-point phonon-mode symmetry and
spin-phonon coupling strength

To gain deeper insight into the differences in spin-phonon
coupling between the MOF and molecular crystal systems, we
investigated the correlation between the symmetry (irreducible
representation) of the phonon modes and the magnitude of the
spin-phonon coupling. The symmetry of a phonon mode
determines how atomic displacements transform under the
point group operations of the crystal and, consequently, which
terms of the spin-Hamiltonian they can modulate. Previous
studies have shown, based on group-theory analysis, that the
totally symmetric vibrational modes are the major contributors
to the first-order SPC."*°*7° The correlation of the symmetry of
the phonon modes and the size of first-order SPC coefficients is
shown in Fig. 7 for (1) and Fig. S36-S38 for others. The size of
the SPC coefficients is plotted against the irreducible represen-
tation of the underlying phonon mode. For (2), the space group
has been reduced to P1, in which all phonon modes belong to
the same irreducible representation (4). Therefore, a symmetry-
based comparison of coupling strength is not applicable for
this system. Consistent with the previous symmetry-based
analyses,'®®>”® both (1) and (4) show the dominant contribu-
tions from totally symmetric A modes. For (3), totally symmetric
A; modes tend to show major contributions along with A,
modes. This highlights that symmetry considerations are
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Fig. 7 Distributions of first-order and second-order spin—phonon coupling coefficients (g,) (a) for Cu MOF (1) and (b) for CUTPP (3), categorized by the
irreducible representation of the vibrational modes. Vibrational modes were computed using VASP with the PBE-D3 functional.
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crucial for suppressing first-order spin-lattice relaxation pro-
cesses, as the previous studies show."®2%%%7°

By contrast, for the second-order spin-phonon coupling
coefficients, the correlations between specific distortion types
and coupling magnitudes is less clear than as the first-order
SPC (Fig. 7 and Fig. S36-S38). Nevertheless, phonon modes that
do not satisfy the symmetry requirements for first-order cou-
pling (non-totally symmetric modes) tend to exhibit larger
second-order SPC values. This trend is reasonable, as the
first-order coupling requires the g-factor to vary linearly as a
function of Q while the second-order coupling requires it to
vary quadratically.®>®® While this may seem obvious, it high-
lights the need for caution for the common use of the first-
order SPC coefficients to identify the vibrational modes that
promote the spin-lattice relaxation based on the assumption
that modes with large first-order SPC coefficients also have
large second-order SPC coefficients. While there is a tendency
for modes with small first-order SPC coefficients to exhibit
larger second-order coefficients, this trend is less clear-cut than
the prediction for first-order SPC from symmetry. For example,
both A and B modes show similar sizes of second-order SPC in
(1), as shown in Fig. 7a. As a result, predicting which vibrational
modes play a significant role cannot be done as intuitively as
for the first-order spin-phonon coupling, highlighting the
importance of computational approaches in thoroughly under-
standing spin-lattice relaxation in addition to vibrational
spectroscopy or group theory.

Structural distortions and their influence on spin-phonon
coupling

The above calculations qualitatively reproduce the smaller T}
values observed in (1) and (2). However, neither frequency
shifts nor symmetry considerations alone fully explain why
such MOFs exhibit smaller second-order SPC coefficients and
consequently slower spin-lattice relaxation. Since spin—-phonon
coupling arises from phonon-induced perturbations to the
ligand environment and the electronic structure, as reflected
in changes to the g-tensor, the difference may stem from the
magnitude of ligand displacements around the metal centre. In
these type of MOFs, the porphyrin ligands are embedded in an
extended framework through coordination to metal nodes. This
may lead to the delocalization of phonon modes across the
entire framework. Then, such delocalization likely reduces local
distortions at the metal centre, thereby weakening the spin-
phonon interaction.

To examine this hypothesis, we quantified the in-plane and
out-of-plane distortions in (1)-(4). For in-plane distortions, we
evaluated the average M-N (M = Cu, V) bond-length change
(defined as the average distance variation between the metal
ion and the four coordinating nitrogen atoms) for each phonon
mode. For out-of-plane distortions, we performed normal-
coordinate structural decomposition (NSD) analysis of the
porphyrin units. This analysis decomposes structural distor-
tions into five fundamental modes: saddling (A,,), ruffling
(Byy), doming (B,y), waving (Eg), and propelling (A;,) in an ideal
Dy, symmetric porphyrins (Fig. $39).°>° The total out-of-plane
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distortion, Doop, can also be computed from this analysis. It
should be noted that while these symmetry labels originate from
the point group Dy, the actual phonon modes of the MOFs and
molecular crystals are symmetry-lowered combinations of these
distortions. Thus, the symmetry label in the NSD analysis do not
directly correspond to the irreducible representations of the
phonon modes. Each distorted structure at Q = 1 was analysed
with respect to each phonon mode to identify correlations
between specific distortion types, magnitude of the out-of-
distortions and spin—phonon coupling strengths.

Fig. 8 shows the average distance between the Cu and the
nitrogen and the absolute change in out-of-plane deformation
Doop with respect to the equilibrium geometry (|ADgop|)
obtained from the NSD analysis for (1) and (3). The results
for (2) and (4) are shown in Fig. S40. When comparing the
MOFs and molecular crystals, specifically (1) vs. (3) and (2) vs.
(4), no drastic difference is observed in the distribution of M-N
distances (Table S12). For Dyqp, (3) shows a smaller value than
(1), while (4) shows a larger value than (2), showing no clear
trend between the MOFs and molecular crystals (Table S12).

Additionally, the correlation plots between the magnitudes
of in-plane and out-of-plane distortions and their corres-
ponding spin-phonon coupling coefficients (Fig. S41 and S42)
are scattered, showing only a rather poor correlation for both
the first-order and second-order SPC. This is in contrast with
the generally accepted concept that, in order to achieve a longer
Ty, designing a rigid ligand that suppresses the ligand vibra-
tions around the metal centre is the key. This absence of
predictable patterns suggests that the spin-phonon coupling
arises from more complex mechanisms that cannot be pre-
dicted by only the magnitude of distortions of the ligand
around the metal centre. As noted in the previous section,
symmetry is also likely to play a role in determining which
mode can have large first-order and second-order SPC.

Consistent with this hypothesis, for the first-order spin-
phonon coupling coefficients, a slightly better correlation was
observed between specific distortion types and coupling
strength (Fig. S43-5S46). The distortion mode that shows a
positive correlation is system-dependent. For (3), modes with
larger saddling and ruffling distortions tend to show larger SPC
coefficients (Fig. S45). By contrast, in (1), both ruffling and
waving modes appear relevant (Fig. S43). In (4), phonon modes
involving pronounced doming distortions tend to exhibit larger
coupling coefficients (Fig. S46), while no clear correlation
between specific distortion types and spin-phonon coupling
was observed in (2) (Fig. S44). Although the symmetry of a given
distortion cannot be directly assigned to a single irreducible
representation of a phonon mode since phonon modes are
mixtures of multiple distortion components, this system-
dependent behaviour is in line with the idea that the symmetry
imposes constraints on the spin-phonon coupling, as dis-
cussed in the previous section. For the second-order SPC
(Fig. S47-S50), the correlation between the specific distortion
mode and the size of the SPC coefficient is barely seen. This is
similar to the symmetry analysis in the previous section, where
the correlation between the symmetry and the size of SPC was
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not as obvious as the first-order SPC. This further suggests the
more complicated nature of the second-order SPC and the
difficulty in intuitively predicting the types of vibrational
modes that have larger second-order SPC.

The distributions of the average distance change of the
metal and the nitrogen (M-N; M = Cu or V) and AD,,, as a
function of phonon frequency are also shown in Fig. 9 for (1)
and (3) and Fig. S51 for (2) and (4), and the overall patterns are
quite similar across systems. In particular, the frequency-
dependent profiles of M-N distance fluctuations are nearly
identical between MOFs and molecular crystals. For instance,
in the vanadyl systems (2) and (4), the phonon modes that
perturb the M-N distance appear at nearly the same frequen-
cies around 200, 280, 330, and 400 cm ™. In the Cu(u) systems,
although (1) and (3) show slightly less similarity than the
vanadyl analogues, the main Cu-N perturbing modes are still
clustered around the same frequencies: approximately at 200,
280, 330, and 400 cm ™.

Despite the similarity of vibrational modes, the spin-
phonon coupling (SPC) coefficients can differ significantly.
For example, in compound (3), the dominant contributing
modes are found at 208 and 209 cm ' (PBE-D3, VASP;
Fig. S31 and Table S15, B;, B, mode respectively). A similar
vibrational mode is present in (1) at a wavenumber of 197 cm ™"
based on the NSD analysis. While this mode in (1) makes a
significant contribution to the first-order SPC (Fig. S29, first-
order SPC coefficients ~10~°), its second-order contribution
is much smaller (second-order SPC coefficients: ~107'%)
(Table S13). This difference can be partially attributed to the
distinct symmetry or space group of the two systems. In the
MOF (1), consistent with the group-theory based analysis, the
197 cm ™! mode is atotally symmetric A mode and induces a
largely linear change in the g-factor as a function of Q, which
effectively reduces the second-order coupling. Thus, the differ-
ence in spin-lattice relaxation behaviour between (1) and (3)
can be partially explained by symmetry effects.

In the vanadyl systems, the second-order spin-phonon
relaxation process in (4) is dominated by the lowest-frequency
mode, located around 4 cm™" (VASP, PBE-D3; Fig. S32). This
mode exhibits largely phenyl rotations but is also accompanied
by large out-of-plane distortions, as shown in Fig. S52. By
contrast, while the lowest-frequency mode in (2) at 16 cm ™"
also contributes significantly to the second-order process,
primarily due to the temperature-dependent pre-factor, its
actual SPC coefficient is much smaller (~10%) (Fig. S28 and
Table S14). This difference is likely due to the significantly
reduced ligand distortions around the vanadyl centre in (2), as
illustrated in Fig. S51 and Table S14, S16. Therefore, in the case
of vanadyl, the slower spin-lattice relaxation observed in the
MOF (2) can be attributed to the suppression of low-frequency
modes that strongly perturb the ligand environment. In (4), the
molecular crystal supports a very low-frequency mode that is
mainly characterized as phenyl rotation but also perturbs the
ligand environment, enhancing relaxation. The MOF lattice
modifies this mode and effectively suppresses the major relaxa-
tion pathway in (4). Although new low-frequency modes emerge
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in the MOF (2) due to the new framework structure, it perturbs
the ligand environment much less, resulting in weaker spin-
phonon coupling and longer T;.

Overall, while vibrational modes with large out-of-plane or
in-plane distortions can exhibit strong first- or second-order
spin-phonon coupling, as exemplified by the first optical
phonon mode in (4), not all such modes behave this way.
Instead, symmetry appears to play a critical role, and the
magnitude of SPC coefficients is likely governed by a complex
interplay of symmetry, distortion amplitude, and other factors.
This indicates the difficulty in intuitively identifying the vibra-
tional mode from commonly employed simple vibrational
spectroscopy to suppress in order to achieve longer T; and
highlights the importance of computational approaches for
accurately identifying the vibrational modes that strongly con-
tribute to spin-lattice relaxation and for guiding the rational
design of systems with longer relaxation times.

Conclusion

In this study, we employed density functional theory (DFT) and
spin-phonon coupling (SPC) calculations to investigate the
origin of slower spin-lattice relaxation times (73) in MOF-
based copper(n) and vanadyl(iv) porphyrin systems compared
to their molecular crystal analogues. Using I'-point phonon
modes from well-converged periodic calculations, the first-
order and second-order (restricted to only non-cross terms)
SPC coefficients were computed for each phonon mode. Based
on these results, we analysed the differences between the MOF
and molecular crystal systems in terms of vibrational frequency
shifts, symmetry considerations, and the magnitude of ligand
displacements around the metal centre.

Our analysis revealed several important insights. First of all,
first-order SPC calculations, which have been used to analyse
the local mode impact on Ty,'*1¢2%39418971 did not reproduce
the experimentally observed differences in Ty, emphasizing the
need to consider second-order SPC coefficients. In particular,
modes that are symmetry-forbidden for first-order coupling
often exhibit significant second-order contributions. Secondly,
our results show that the frequency alone does not explain
T, differences. While symmetry seems to play a somewhat
important role in determining the size of SPC both for the
first-order and second-order, the correlation with the magni-
tude of the SPC coefficients and symmetry is not straightfor-
ward, especially for the second-order SPC. Predicting which
vibrational modes dominate spin-lattice relaxation based
solely on symmetry remains challenging. We also analysed
the correlation between porphyrin ligand distortions and SPC
coefficients. While modes involving large out-of-plane or in-
plane distortions can yield strong SPC, not all do. The presence
of such distortions alone does not guarantee strong coupling,
and the contribution of each mode appears to depend on a
complex interplay between symmetry, distortion amplitude,
and additional factors that were not included in the present
analysis.
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Overall, our results demonstrate that no single descriptor,
neither frequency, symmetry, nor distortion magnitude, can
reliably predict the spin-phonon coupling strength. Particu-
larly for second-order processes, these contributions seem to
arise from complex mechanisms that cannot be captured
through intuitive analysis alone. Therefore, while experimental
characterization such as low-frequency vibrational spectro-
scopy is useful, computational approaches are also essential
for identifying key vibrational modes responsible for spin-
lattice relaxation and for guiding the rational design of ligands
and frameworks that support longer T; times in molecular spin
qubits.
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