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Vibrational relaxation rate coefficients in CS-He col-
lisions up to the dissociation limit: mixed quantum-
classical calculations and neural network predictions

Marco Pezzella,a Fernando Pirani,b Massimiliano Bartolomei,c Qizhen Hong,d François
Lique,e Loriano Storchi*a and Cecilia Coletti*a

Rate coefficients for the process CS(v) + He → CS(v−∆v) + He with ∆v = 1,2,3 and for v up
to 45 were calculated in the 80 K - 5000 K temperature using a mixed quantum-classical (MQC)
method. The dataset was then completed using a Neural Network (NN) model, trained on the MQC
rate coefficients. The reliability of the MQC method was first verified by comparing the new MQC
results with initially state-selected ro-vibrational rate coefficients up to v = 2 computed with the
vibrational close-coupling infinite-order sudden (VCC-IOS) method [Lique & Spielfiedel Astronomy
& Astrophysics, 2007, 462, 1179] employing the same potential energy surface (PES). To enable
calculations for higher vibrationally excited states, a new analytical PES was developed that is suitable
even under large bond distortions.

1

1 Introduction2

The study of inelastic molecular collisions is essential for mod-3

elling non-equilibrium physical environments, from plasmas and4

(exo)planetary atmosphere composition and dynamics to the5

characterisation of the interstellar medium (ISM).1–8 Non-local6

thermal equilibrium (non-LTE) conditions require models that7

rely on extensive sets of state-to-state collisional data, which are8

usually impossible to obtain from experiments alone.9
9

Therefore, the theoretical approach is the necessary way to pro-10

ceed: collisional information is obtained from molecular dynam-11

ics simulations using accurate potential energy surfaces (PESs),12

which describe the interactions between colliding particles. When13

available, these theoretical results can be compared with experi-14

mental data to assess the reliability of the adopted computational15

methods. A variety of techniques can be used to describe nu-16

clear motion and compute state-to-state collisional cross sections17

and rate coefficients. Full quantum methods represent the gold18

standard as they incorporate all possible quantum effects. How-19

ever, these methods are computationally expensive and their cost20

a Dipartimento di Farmacia, Universitá G. d’Annunzio Chieti-Pescara, Via dei Vestini,
66100 Chieti, Italy. E-mail: cecilia.coletti@unich.it; loriano.storchi@unich.it
b Dipartimento di Chimica, Biologia e Biotecnologie, Università di Perugia, via Elce di
Sotto 8, 06123 Perugia, Italy.
c Instituto de Física Fundamental - CSIC, C/ Serrano 123, Madrid, Spain.
d State Key Laboratory of High Temperature Gas Dynamics, Institute of Mechanics,
Chinese Academy of Sciences, 100190 Beijing, China.
e Univ Rennes, CNRS, IPR (Institut de Physique de Rennes) – UMR 6251, 35000 Rennes,
France.

increases dramatically with the number of molecular quantum21

states considered in the calculation, restricting their application22

to systems where few quantum states are accessible or when the23

excitation of small and medium sized rigid molecules is induced24

by light colliders such as He or H2, unless approximations are25

introduced. Methods based on classical mechanics, mostly Quasi-26

Classical trajectory approaches (QCT), are often the alternative.27

They can be readily scaled for large systems and are easily par-28

allelisable. Nevertheless, these methods inherently neglect quan-29

tum effects and schemes for the assignment of the final quantum30

states need to be applied, whose accuracy, particularly for vibra-31

tional states, is still debated.10,11
32

The mixed quantum-classical (MQC) approach12,13 represents33

an effective compromise between fully quantum and classical34

methodologies. In this framework, the degrees of freedom ex-35

hibiting the most significant quantum behaviour are treated quan-36

tum mechanically, while the remaining ones are treated classi-37

cally. This enables the inclusion of the quantum effects of inter-38

est with a consistent reduction in computational cost. In recent39

years, the original MQC formalism has been further developed40

and refined, in applications where rotations (e.g.14 and refer-41

ences therein) or vibrations (e.g.15 and references therein) con-42

stitute the quantum subset.43

In the modelling of ISM or exoplanet atmospheres, there is a44

growing need to extend the the database of available rotationally45

resolved rate coefficients data for collision-induced transitions be-46

tween ro-vibrational levels across a large number of species. In-47

deed, results from full quantum simulations have been obtained48
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for a variety of systems,16–21 but are often limited to cold temper-49

ature conditions, mainly addressing the quenching of rotational50

states in the ground vibrational state. However, recent years have51

seen the detection of a growing number of vibrationally excited52

molecules, making the availability of comprehensive vibrational53

quenching and excitation rate coefficients an urgent requirement.54

Indeed, in the past decade, we have undergone a revolution55

in our ability to observationally study the molecular Universe.56

The high resolution of new telescopes such as Atacama Large57

Millimeter/submillimeter Array (ALMA) and James Webb Space58

Telescope (JWST) enables very detailed observations of small as-59

trophysical bodies such as planetary atmospheres, cometary co-60

mae, and exoplanets as well as interstellar environments such as61

molecular clouds and protoplanetary disks. In particular, infrared62

observations of vibrational molecular signatures, boosted by the63

MIRI and NIRSPEC instruments on JWST, are flourishing.64

Using MQC methods, where the vibrational motions are treated65

quantum mechanically while rotations and translations are de-66

scribed classically, can be highly effective in such cases. Indeed,67

this approach has been used to successfully reproduce and extend68

experimental results on the vibrational quenching of Earth’s at-69

mospheric species (N2, CO, and O2) through collisions with atoms70

and diatomic molecules.22–26
71

Among diatomic molecules frequently detected in astrophysical72

environments, carbon monosulfide (CS) is of particular interest,73

as it has been detected in interstellar molecular clouds, circum-74

stellar envelopes and protoplanetary disks.27–33 More recently,75

CS has also been identified in exoplanetary atmospheres as an76

intermediate species in the photochemical formation of SO2.34
77

Molecular collisions involving CS have been studied by Lique78

and coworkers (CS-He collisions),35,36, and by different groups79

(CS-H2 collisions).37–40 The results from Lique and coworkers80

for CS-He collisions are especially relevant, as they provide de-81

tailed insights into ro-vibrational excitation processes: first they82

developed an intermolecular PES to study rotational quenching83

of CS,35 and then extended their work to include the first two84

excited vibrational states (this work will be referred as 07LiSp85

hereafter).36 Rate coefficients for inelastic collisions were calcu-86

lated using the vibrational close-coupling infinite-order sudden87

approximation (VCC-IOS) quantum method41,42 and made avail-88

able through the BASECOL database.43
89

In this work we focus on CS-He inelastic collisions. We take90

on the PES developed in Ref.36, briefly described in Section 3,91

and apply the MQC method, described in Section 2, to calcu-92

late the rate coefficients for the same vibrational transitions for93

which VCC-IOS results are available. This enables us to directly94

compare the performance of the MQC and VCC-IOS scattering95

approaches (Section 5.1). We then develop a new intermolecular96

analytical PES, based on the Improved Lennard-Jones model44
97

(Section 3.2), which can describe larger deformations of the CS98

molecule. This new PES can therefore be used to obtain vibration-99

to-translation/rotation (V-T/R) rate coefficients for highly vibra-100

tionally excited states of CS, approaching its dissociation limit.101

Using the ILJ PES we construct a comprehensive dataset of V–T/R102

rate coefficients covering all CS vibrational levels up to 45, explic-103

itly calculated by the MQC method and completed using a Neural104

Rz
y

x

r

R

Θ 
z

y

x

Fig. 1 Jacobi coordinates used in this work to describe the CS-He dimer
interaction potential. Θ = 0◦ corresponds to a collinear configuration
with the He atom approaching the C atom moiety and Θ = 180◦ sees the
He atom approaching the S atom.

Network (NN) model (Section 4).105

It is worth noting that, while the MQC method can yield state-106

to-state rate coefficients for specific ro-vibrational transitions (see107

Section 5.1), the primary objective of this study is to calculate a108

comprehensive dataset of rotationally averaged rate coefficients109

for the collisional quenching of vibrationally excited CS by He110

(see Section 5.2). This dataset includes all rate coefficients for111

the following processes:112

113

CS(v) + He → CS(v−∆v) + He, with ∆v = 1, 2, 3114

115

for v = 1, . . . , 45 in the temperature interval 80-5000 K.116

2 MQC collisional cross sections and rate coeffi-117

cients118

Our MQC implementation for vibrational energy transfer in119

atom-diatom collisions simultaneously solves the time-dependent120

Schrödinger equation for the vibrational degree of freedom and121

ro-vibrational coupling, and the classical equations of motion for122

the other degrees of freedom (rotation and translation). The total123

Hamiltonian (H) of the system in Jacobi coordinates (see Fig. 1)124

can be written as:125

H =
p2

r
2m

+ v(r)+
j(t)2

2mr2 +
1

2µ

(
P2

R +
l2

R2

)
+V (R,r,Θ) (1)126

where r is the diatom bond length, pr is the molecular linear mo-127

mentum, m is the molecular mass, v(r) is the vibrational oscillator128

function, j(t) is the time dependent molecular rotational angular129

momentum, µ is the reduced mass of the total atom-diatom sys-130

tem, R is the distance between the atom and the center of mass131

of the diatom, PR is the system linear momentum, l is the orbital132

angular momentum, and V (R,r,Θ) is the interaction potential.133

The quantum Hamiltonian is composed by the first three terms134

of Eq. 1. The rotational contribution j(t)2

2mr2 is present in the quan-135

tum and in the classical Hamiltonian, and, together with the ef-136

fective potential Veff introduced in the following, defines their in-137

teraction. j(t)2

2mr2 and the remaining terms compose the classical138

Hamiltonian. The Ehrenfest averaged potential, Veff(R,Θ), is used139

instead of V (r,R,Θ) in the classic Hamiltonian and also couples140

the two Hamiltonians:45
141

2 | 1–12Journal Name, [year], [vol.],
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Veff(R,Θ) = ⟨Ψ|V (R,r,Θ)|Ψ⟩ (2)142

where Ψ is the vibrational time-dependent wavefunction ex-143

pressed in terms of the rotationally distorted vibrational basis φv:144

Ψ(r, t) = ∑
v

av(t)φv(r, t)e
−iEvt

h̄ (3)145

with av representing the expansion coefficients for a generic vi-146

brational level v, Ev its energy, and h̄ the reduced Planck constant.147

φv(r, t) is expressed as:148

φv(r, t) = φ
0
v (r)+ ∑

v′ ̸=v
φ

0
v′(r)

Hv′v

Ev −Ev′
(4)149

where φ 0
v (r) denotes eigenfunctions of the radial one-dimensional150

Schrödinger equation based on the rotationless intramolecular151

potential, and Hv′v is the first order centrifugal stretching term:152

Hv′v =− j(t)2m−1r−3
eq < φ

0
v′
∣∣r− req

∣∣φ
0
v > (5)153

with req being the diatom equilibrium distance.154

The coefficients av are obtained by plugging Eq. 3 and Eq. 4155

into the time-dependent Schrödinger equation, and propagating156

in time the following set of coupled equations together with the157

classical equations:158

ih̄
dav(t)

dt
= Evav +∑

v′
av′(t)

[
⟨φv|V (r,R,Θ)|φv′⟩−2ih̄

dln j(t)
dt

Hv′v

Ev′ −Ev

]
(6)

159

The determination of both Hv′v and ⟨φv′ |V (R,r,Θ)|φv⟩ (for which160

V (R,r,Θ) is expanded in a Taylor series around req) requires the161

calculation of the matrix coupling elements between vibrational162

states Mv′v:163

Mv′v = ∑
k
⟨φ 0

v′ |
∆rk

req
|φ 0

v ⟩ (7)164

where ∆r = r− req. Here we considered terms up to k = 3.165

The probability for the vibrational transition vi → v f can be ob-166

tained as Pvi→vf = |avf(∞)|2 and depends on the initial conditions167

(i.e. the initial random values of angle and action) of the partic-168

ular trajectory considered.169

The total energy conservation and micro-reversibility principle170

imposing that Pvi→vf(E) = Pvf→vi(E) are guaranteed by the utilisa-171

tion of a symmetrisation procedure13 which assigns a total energy172

E to a specific transition, so that:173

E = Evi +Ecl +
1
2

∆E +
∆E2

16Ecl
(8)174

with ∆E = Evf −Evi and Ecl is the classical energy, i.e. the en-175

ergy pertaining to the classical degrees of freedom, which in the176

present case is defined by the sum of the initial translational and177

rotational energies.178

If we consider a specific initial ro-vibrational state (vi, ji) we179

can obtain the probability of the collisional transition to a final180

vibrational state vf, by averaging over a number of trajectories N181

allowing a statistical sampling over the initial conditions:182

Pvi, ji→vf(E) = N−1
N

∑
i
|avf |2. (9)183

The corresponding cross sections σvi, ji→vf can then be obtained:184

σvi, ji→vf(E) =
π h̄2

2µ
(
E −Evi −E ji

) Jmax

∑
0
(2J+1)

1
2 ji +1

J+ ji

∑
l=|J− ji|

Pvi, ji→vf(E)

(10)
185

where J is the total angular momentum, Jmax is its maximum186

value, E −Evi −E ji is the kinetic energy Ek. Note that the above187

cross sections correspond to initially state selected rotational188

states only, i.e. no resolution for the final rotational quantum189

number has been considered. However, cross sections resolved190

for the final rotational states can also be obtained by applying one191

of the binning schemes commonly used for this purpose in QCT192

calculations. The rate coefficients can be calculated by averaging193

over the Boltzmann distribution of kinetic energy as:194

kvi, ji→vf(T ) =
(

8kBT
πµ

) 1
2
∫

∞

0
σvi, ji→vf(E)(βEk)e

−βEk d(βEk) (11)195

with β = (kBT )−1 where kB is the Boltzmann constant and T the196

temperature.197

In many applications, we are interested in rate coefficients for198

vibrational transitions averaged over the initial rotational quan-199

tum numbers ji. This approach is especially suitable for heavy200

molecules such as CS, for which rotational spacings are small and201

many rotational states contribute to the relaxation process over202

the temperature range considered here. Under these conditions,203

statistical effects are expected to reduce the sensitivity of vibra-204

tional relaxation rates to the specific initial rotational state. It205

is therefore important to evaluate the validity of this approxima-206

tion under the conditions relevant to astrochemical observations.207

While laboratory experiments have accessed rotational states as208

high as j=11346,47, astrochemical detections remain limited to209

much lower excitation. In high-excitation regions such as Orion210

KL, the highest detected transition of CS is j = 26− 2548, and211

in colder dense cores rotational levels with j < 10 are typically212

observed. In these environments, the gas density often exceeds213

the critical density for rotational transitions, ensuring that the214

rotational population follows a Boltzmann distribution. Never-215

theless, in extreme non-LTE or very low-density environments216

(e.g., cometary comae) state-specific rotational effects may be-217

come more important. However, as recently discussed by Bowes-218

man et al.49, approaches assuming rotational LTE and vibrational219

(or vibronic) non-LTE are expected to capture the dominant non-220

LTE effects observable with the James Webb Space Telescope,221

particularly in view of the computational infeasibility of treat-222

ing the full set of rovibrational transitions explicitly. Further-223

more, radiative-transfer models generally require the inclusion224

of higher-lying rotational levels that may be weakly populated,225
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even if not directly observed, as neglecting them can affect the226

excitation balance and lead to biased physical conditions.227

To determine rotationally averaged rate coefficients, it is228

convenient to calculate rotationally averaged "cross sections"229

σvi→vf(Ecl,Tref):230

σvi→vf(Ecl,Tref) =
π h̄4

4µ (kBTref)
2 I

∫ Jmax

0
dJ(2J+1)

∫ jmax

0
d j

∫ J+ j

l=|J− j|
dl Pvi→vf(J, j, l,Ecl)

(12)
231

I is the moment of inertia of the diatom. In this formulation a232

reference arbitrary temperature Tref = 300 K is used, which cancels233

out when rate coefficients are computed:12
234

kvi→vf(T ) =
(

8kBT
πµ

) 1
2
∫

∞

0
d(βε) exp(−βε)

(
Tref

T

)2
σvi→vf(Ecl,Tref)

(13)
235

with ε = E −Evi . The above expression is valid for de-excitation236

collisions.237

In the following, we calculated the rate coefficients using eq.238

(11) to compare the coefficients obtained by the MQC method239

with those obtained by the VCC-IOS approach36, and then using240

eq. (13) to produce the dataset of V-T/R rate coefficients for vi-241

brational quenching in a wide temperature range. In both cases,242

adequate coverage of the energy spectrum is important for good243

sampling, which can be achieved by using denser sampling of low244

energies to describe low temperatures and including a represen-245

tative number of points at higher energies.246

We solved the combined classical and quantum coupled equa-247

tions using a variable-order, variable-step Adams predictor-248

corrector integrator, imposing an accuracy of 1×10−8.249

3 Potential Energy Surfaces250

3.1 CS intramolecular potential and vibrational wavefunc-251

tions252

The evaluation of the matrix coupling elements in eq. 7, the vi-253

brational wavefunction (eq. 3) and the vibrational energy lev-254

els requires the use of the rotationless vibrational wavefunctions255

φ
j=0

v (r, t) for the isolated CS molecule.256

Initially, to enable comparison with the results of ref.36, we257

used the same matrix elements and vibrational energy levels.258

These were obtained using the vibrational wavefunctions eval-259

uated by the Fourier Grid Hamiltonian (FGH) method,50 which is260

based on a CS potential energy function derived from a Rydberg-261

Klein-Rees (RKR) curve51 and using the experimental spectro-262

scopic constants from Bogey et al.52. The work reports matrix263

elements for the ground state and the first two excited vibrational264

states.265

To determine collisional vibrational transition rate coefficients266

for highly excited states, we employed CS vibrational wavefunc-267

tions obtained from the recent spectroscopic model, developed by268

Paulose et al (hereafter referred to as JnK).53 This model starts269

from Coxon & Hajigeorgiou potential energy curve,54 with re-270

fined parameters that yield improved agreement with experimen-271

tal data. Experimental vibrational energy levels were used when272

available through the measured active rotation–vibration energy273

levels procedure.55 The model consists of 50 vibrational states274

up to the dissociation limit, with rotational states ranging up to275

j = 257 for v = 0. The energy levels for the first three vibrational276

states obtained by the two models agree within 0.1 cm−1.277

The matrix elements Mv′ivi
were generated using the vibrational278

wavefunction from Level16 program,56 on a grid spanning 0.75<279

r(Å)< 8.0 with a step size of 0.05 Å. The resulting values differ280

from those reported by Lique and Spielfiedel 36 by less than 4%,281

which is well within the expected 10% accuracy of the method.282

3.2 CS-He intermolecular potential: a new analytical PES283

The quality of scattering cross sections and rate coefficients criti-284

cally depends on the quality of the PES describing the interaction285

potential both at short and long range. In particular, long-range286

interactions play a fundamental role at low temperatures, where287

orientation effects —which originate at large intermolecular sep-288

arations— can significantly influence the dynamics and outcomes289

of the collisions.290

We again start by using the intermolecular PES developed by291

Lique and Spielfiedel 36 , obtained through an analytical fit to292

ab initio points calculated at the coupled cluster level with sin-293

gle and double excitations and perturbative triples [CCSD(T)],294

using Dunning’s augmented correlation-consistent quadruple-295

zeta basis set57 (aug-cc-pVQZ) further augmented with diffuse296

[3s3p2d2f1g] bond functions. Basis set superposition error297

(BSSE) corrections were included following the procedure of298

Werner et al.58. The dependence on the carbon–sulfur bond299

length r was explicitly incorporated by evaluating the potential300

at three geometries, 2.4, 2.9, and 3.4 bohr. This makes the poten-301

tial energy surface reliable for vibrational levels up to v = 2.302

Throughout this work, the CS-He potential is described using303

a Jacobi coordinate system, where r represents the carbon–sulfur304

bond length, R is the distance between the He atom and the CS305

centre of mass, and Θ is the angle between these two vectors306

(Figure 1).307

To address higher vibrationally excited states, we have also de-308

veloped a new potential energy surface designed to be reliable for309

larger distortions of the CS bond.310

As in previous works15,26,59, where we determined large311

datasets of rate coefficients for vibrational energy transfer, we312

adopt an analytical model that provides a reliable representation313

of the interaction, both at equilibrium and for large distortions314

of the CS bond. This model is expressed as a combination of315

effective contributions, whose basic parameters have clear physi-316

cal interpretations in terms of the fundamental properties of the317

interacting species —such as the static dipole polarizability, the318

number of outer-shell electrons determining its magnitude, and319

the permanent electric dipole moment. The numerical values of320

these parameters were adjusted against accurate ab initio inter-321

action energies for the CS-He ground singlet state computed for322

a wide range of intermolecular distances using the CCSD(T) ap-323

proach in the complete basis set (CBS) limit.324

In such computations, counterpoise-corrected60 interaction en-325
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ergies obtained using the aug-cc-pVQZ and aug-cc-pV5Z57 basis326

sets have been properly combined61,62 to obtain reliable extrap-327

olated CBS values. To also probe the dependence of the inter-328

molecular potential on the stretching of the CS bond length be-329

yond its equilibrium value rCS
eq =2.9 bohr, two further values (3.19330

and 3.335 bohr) were considered. Furthermore, ab initio estima-331

tions of the CS permanent dipole moment and static dipole polar-332

izability, which are quantities needed for the analytical represen-333

tation of the global PES (see below), have been obtained as pre-334

viously done63–66 for different monomers at the multireference335

ACPF (Averaged Coupled Pair functional) level in combination336

with the aug-cc-pV5Z basis set and as a function of the internu-337

clear distance. In particular, the natural molecular orbitals in the338

ACPF calculations were those from the complete active space self-339

consistent field reference wave functions. The active space (CAS)340

considered here is defined by distributing 18 electrons in the or-341

bitals indicated as (2, 3, 4)σg (2, 3, 4)σu (1, 2)πu (1, 2)πg. The342

1σg 1σu core molecular orbitals were constrained to be doubly343

occupied and excluded from the used CAS while also being fully344

optimised. Additional estimations of the CS dipole polarizability345

have been carried out at the CCSD(T)/aug-cc-pV5Z level of the-346

ory. All electronic structure calculations were carried out by using347

the Molpro 2012.1 package.67
348

The complete formulation of the analytical PES is provided in349

Appendix A, and the corresponding computational subroutine is350

available in the ESI†.351

Figures 2 and 3 present several comparisons between the new352

analytical PES and the ab initio PES derived in36 for CS at its353

equilibrium bond length. The contour plot shown in Fig. 2 in-354

dicates that the two PESs exhibit a very similar overall topology,355

with only minor differences in the shape of the potential mini-356

mum for certain orientations. The potential cuts shown in Fig.357

3 demonstrate excellent agreement between the current ab initio358

estimations (calculated at the CCSD(T)/CBS level) and the two359

PESs for the three dimer configurations considered (top three360

panels). Both PESs accurately reproduce the predicted position361

and depth of the potential well, with minor discrepancies, below362

0.5 meV, occurring for Vanal. The two bottom panels of the same363

figure illustrate the corresponding angular dependence of the in-364

teraction energy at fixed intermolecular distance R values (R = 4365

Å and R = 5 Å ). In all cases, the quantitative differences in the366

attractive region are very small (ca. 0.1 meV) and limited to a367

few specific orientations. This also constitutes a validation of the368

new analytical PES for small distortions of CS bond length. In-369

deed, such good agreement between the analytical PES and the370

ab initio points is remarkable. While this level of agreement is371

expected for the V07LiSp PES, which was constructed by fitting372

a large number of ab initio points at the CS equilibrium bond373

length, the analytical PES relies solely on a limited number of374

physically motivated parameters. The last condition is basic to375

formulate a PES reliable in the full range of accessible molecular376

orientations and in an extended range of molecular deformations.377

Direct comparison with the ab initio data computed at the378

CCSD(T)/CBS level is feasible only for small deviations from the379

equilibrium bond length (see Figure S1 in the ESI†, correspond-380

ing to a 15% CS bond elongation). A more extensive comparison381

0 30 60 90 120 150 1803

4

5

6

7

8

9

10

V07LiSp

-2.50 -1.50

-1.50

-1.00

-1.00

-0.10

-0.10

-0.01

-0.01

-0.00

-0.00

-0.00

0 30 60 90 120 150 180

Vanal

-2.50
-1.50

-1.50

-1.00

-1.00

-0.10

-0.10

-0.01

-0.01

-0.00

-0.00

-0.00

2.5

2.0

1.5

1.0

0.5

0.0

E 
[m

eV
]

CS He [°]

R 
[Å

]

Fig. 2 Contour plots of the new analytical potential energy surface, Vanal
(right panel), and of the V07LiSp PES 36 (left panel), both evaluated at
the equilibrium bond length r = rCS

eq . The minimum of Vanal is located at
Θ = 78◦ and R = 3.90 Å, with a well depth of −2.61 meV, while for V07LiSp
the minimum occurs at Θ = 75◦, R = 3.84 Å, and −2.70 meV.

would require accounting for the increasing multireference char-382

acter of the electronic wavefunction at larger distortions, which383

lies beyond the scope of the present work. The figure shows384

that the position of the potential minimum is satisfactorily repro-385

duced, with a maximum discrepancy in the well depth of approx-386

imately 0.5 meV.387

Overall, the accuracy of the analytical PES, based on compari-388

son with ab-initio points, is expected to be within 10% for small389

deformations of the CS bond and within 30% for the largest de-390

formations.391

4 The Neural Network model392

In recent years, machine learning (ML) techniques have been in-393

creasingly employed to predict cross sections and rate coefficients394

from a limited set of computed values. The requirement for ex-395

tensive state-to-state datasets, often spanning wide temperature396

ranges, makes data-driven prediction from a restricted number of397

computationally expensive calculations an appealing approach.398

Consequently, rate coefficients derived from QCT and MQC simu-399

lations for both reactive and inelastic scattering have been mod-400

elled using Neural Networks (NN) and Gaussian Process Regres-401

sion (GPR) methods.25,68–71 Both techniques have demonstrated402

comparable predictive performance, provided they are applied403

within the interpolation domain of the training data. However,404

differences in training efficiency can arise depending on the size405

of the dataset and the dimensionality of the feature space.69
406

In this work, we construct the dataset directly starting from407

rate coefficients rather than on cross sections, since the rotation-408

ally averaged cross sections (eq. 12), which depend on the refer-409

ence temperature, do not represent intrinsic collision properties.410

In contrast, rate coefficients can be straightforwardly related to411

physically relevant observables, such as collisional excitation and412

relaxation rates. Besides, we verified that building the dataset413

starting from cross sections or from rate coefficients leads to neg-414

ligible differences in the final results.415

Here, an NN model was selected over a GPR one, as a com-416

parative evaluation demonstrated its superior performance on417

our specific datasets. To ensure a fair comparison, both mod-418

els first underwent hyperparameter optimization via an extensive419

grid search. For the GPR model, we optimized parameters includ-420
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Fig. 3 Potential energy cuts at the equilibrium bond length r = rCS
eq comparing the results from the V07LiSp PES 36, the present analytical potential

Vanal, and the CCSD(T)/CBS ab initio points.

ing the value of ν (nu) when using the Matérn kernel). For the421

NN model, we optimised the architecture by varying the number422

of dense layers and the number of neurons per layer. The perfor-423

mance of the optimised models was then evaluated using a Leave-424

One-Out Cross-Validation (LOOCV) strategy. This was applied to425

the three datasets of rotationally averaged rate coefficients for426

the CS(v) + He → CS(v−∆v) + He transitions, corresponding427

to ∆v = 1,2, and 3. In this procedure, the model is trained on all428

data points in a set except one, which is kept out for testing. This429

process is repeated for every data point, enabling us to judge the430

overall effectiveness of each model. The ANN model consistently431

produced better predictive accuracy in these tests, resulting in its432

selection as the optimal model for this study.433

Following this initial step, the optimal neural network archi-434

tecture was identified through a two-stage grid search process435

designed to balance the accuracy of the predictions with the436

physical plausibility of the resulting output surface. In the first437

stage, a conventional grid search was performed on a wide range438

of model hyperparameters, using a standard LOOCV strategy to439

evaluate performance and select a smaller subset of promising440

candidates. The second stage involved a more refined evaluation441

focused on the smoothness of the final interpolated surface. To442

achieve this, the training data points - consisting here of all the443

computed rate coefficients values for each ∆v - were combined444

with the model predictions to create a complete surface represen-445

tation. The smoothness of this surface was then assessed quanti-446

tatively by calculating the mean absolute Laplacian. This metric447

was derived by first interpolating the scattered data points onto448

a regular grid and then applying a Laplacian kernel via 2D con-449

volution to approximate the surface curvature at each point. Ul-450

timately, models that produced a lower mean absolute Laplacian451

value were favoured, as this indicates a smoother and less erratic452

surface. This ensures that the final selection is accurate and gen-453

erates physically realistic outputs. All codes can be retrieved at454

Ref. 72.455

This two-stage optimisation process led to the selection of our456

final model configuration. The optimal architecture identified457

was a three-layer network with 256 neurons per layer ([256, 256,458

256]). The model was trained using the Adam optimiser with the459

Mean Squared Error (MSE) loss function. Training was run for460

1000 epochs for all datasets, and the model weights from the461

epoch that achieved the minimum training MSE were selected for462

the final model. The optimisation process also indicated different463

optimal batch sizes: a batch size of 50 was used for the ∆v = 1464

dataset and a batch size of 256 was employed for both the ∆v = 2465

and ∆v = 3 datasets.466

5 Results and discussion467

5.1 Comparison between MQC and VCC-IOS rate coefficients468

469

The availability of the results for the CS-He ro-vibrational de-470

excitation cross sections and rate coefficients in Ref.36 gives us471

the opportunity to compare these quantities using two completely472

different methods: the time-independent quantum VCC-IOS of473

Ref.36, and the time-dependent MQC approach of the present474

work.475

The results by Lique and Spielfiedel 36 cover ro-vibrational476

transitions for v=0, 1, and 2, ranging from j = 0 to j = 37. The477

reported accuracy is within a factor of 2–3 for the ro-vibrational478

excitation and within a factor of 1.5 for pure rotational excitation479

within one vibrational manifold.480

Those rate coefficients were compared with the corresponding481

MQC values calculated using eq. 11 obtained by running 5000482

trajectories for each of the 34 initial classical energy values Ecl,483

in the interval 50 cm−1 - 10,000 cm−1, selected on an unevenly484

distributed energy grid, with a higher density of points at lower485
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energies. These settings should ensure an accuracy of the MQC486

method within 20%. An initial separation of R= 20 Å was adopted487

which reflects the coordinate space extension used in Lique and488

Spielfiedel 36 . As mentioned in section 2, the present implemen-489

tation of the MQC method does not explicitly select the final ro-490

tational state jf of the CS molecule. However, since the VCC-491

IOS data include rotational states only up to j = 37, a histogram492

binning procedure was applied to enable a meaningful compari-493

son. Specifically, the cross sections (Eq. 10) were computed by in-494

cluding only those trajectories leading to a final rotational energy495

equal to or lower than that corresponding to jf = 37. Accordingly,496

the rate coefficients can be compared for the following process:497

CS(vi, ji) + He → CS(vf,
37
∑
0

jf) + He, for vi = 1, 2 and vf < vi.498

Calculations were performed for initial rotational states ji =499

0,1,2,5,10, and 30 with vi = 1, and for ji = 0,5,10, and 30 with vi =500

2, coupling only the first three vibrational levels. The results for501

these selected transitions are presented in Fig. 4, while a detailed502

quantitative comparison of the corresponding rate coefficients is503

provided in Table S1 of the ESI†. Figure S2 in the ESI† further504

illustrates the comparison in terms of the ratio between the MQC505

and VCC-IOS rate coefficients.506

For processes with ∆v = 1 (upper panels in Fig. 4), the agree-507

ment is excellent for the lowest initial rotational quantum num-508

bers, regardless of the initial vibrational state and across the en-509

tire temperature range. For ji ≤ 5, the maximum deviation re-510

mains below 50%, which is well within the combined numeri-511

cal uncertainties of both methods. The main difference between512

VCC-IOS and MQC data is that VCC-IOS rate coefficients are ba-513

sically independent on the initial rotational excitation whereas514

MQC values show an increase as ji grows, an effect which de-515

creases with temperature. As a result, MQC and VCC-IOS rate516

coefficients match very well (i.e. differences are below the meth-517

ods accuracy) for at least ji ≤ 10 in the low temperature range518

and nearly for all the considered ji’s for the highest tempera-519

ture. This behaviour may be partly attributed to the imposed520

constraint of jf ≤ 37. Considering the rotational state distribu-521

tion within the investigated temperature range, and the known522

propensity of vibrational relaxation processes to favour transi-523

tions with ∆ j = jf − ji = 0, with the probability decreasing rapidly524

as |∆ j| increases, particularly at low temperatures, this limitation525

is expected to have only a minor effect for the lowest ji values.526

In contrast, for the highest ji levels, where transitions populating527

high rotational states is more likely, an accurate description of the528

final rotational distribution becomes increasingly important.529

It is worth noting, however, that ro-vibrational excitation rate530

coefficients calculated using the full close-coupling (CC) method531

for CO–He collisions73 show a similar trend, with a slight increase532

as the initial rotational excitation of the molecule rises in the533

1000–1500 K temperature range, even though those calculations534

are limited to jf ≤ 14. This behaviour suggests that a comparable535

dependence may also apply to the CS–He system as captured by536

the MQC-calculated rate coefficients.537

The process involving the loss of two vibrational quanta shows538

a comparable behaviour; however, in this case, the best agree-539

Fig. 4 MQC (dashed lines) and VCC-IOS 36 (solid lines) rate coefficients

for the CS(vi, ji) + He → CS(vf,
37
∑
0

jf) + He transition as a function of

temperature.

ment is observed for ji > 10 and discrepancies tend to be larger.540

Although the level of agreement with the results of Lique and541

Spielfiedel 36 varies with the initial rotational quantum number,542

the fact that the present work focuses on producing a dataset543

of rotationally averaged vibrational de-excitation rate coefficients544

ensures that these differences remain within the expected accu-545

racy of the VCC-IOS results.546

5.2 Dataset of vibrational excitation rate coefficients547

The rotationally averaged de-excitation rate coefficients for the548

process CS(v) + He → CS(v− ∆v) + He, for vibrational levels549

up to v = 45, were calculated using eq. 13 and the new analyt-550

ical PES. The accuracy of the results, considering the combined551

uncertainties of the PES and of the MQC method, is expected to552

lie within 25-30% for the transitions involving lower vibrational553

states and within 50% for the highest ones. Figure 5 compares554

the MQC-calculated rate coefficients for the CS(v = 1) + He →555

CS(v = 0) + He transition obtained with the new Vanal and the556

07LiSp PESs. Both surfaces yield similar temperature dependen-557

cies, while the new PES systematically predicts values larger by558

approximately a factor of two. This systematic increase may be559

related to the slightly earlier onset of the repulsive wall in the an-560

alytical PES compared to the V07LiSp PES for collisions occurring561

within the acceptance angular cone Θ < 90º (Fig, 3), correspond-562

ing to He approaching CS from the carbon side (Θ=0º). Given563
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Fig. 5 MQC rate coefficients for CS(v = 1) + He → CS(v = 0) + He
calculated using the new Vanal (black curve) and the 07LiSp PESs (red
curve) as a function of temperature

the larger distance of the carbon atom from the molecular cen-564

ter of mass, such collisions are expected to be more effective in565

inducing vibrational energy transfer.566

MQC de-excitation rate coefficients were calculated for the first567

three vibrational states and, starting from vi = 5, every five levels568

up to vi = 45. Above this level, the predissociative character of569

the vibrations caused numerical instabilities in the simulations.570

For each calculation, all vibrational levels within a 7000 cm−1 in-571

terval from vi were coupled. The temperature range of 80 – 5,000572

K was chosen to ensure good coverage of environments ranging573

from the interstellar medium (ISM) to hot exoplanetary atmo-574

spheres. A total of 5000 trajectories were computed for each of575

the 37 values of Ecl, spanning the 50 – 20,000 cm−1 interval on an576

uneven energy grid with a higher point density at low energies.577

All trajectories were initiated at a separation of R = 50 Å. Vibra-578

tional energy levels were taken from the JnK model,53 and matrix579

coupling elements were obtained from the vibrational wavefunc-580

tions following the procedure described by Hong et al.15.581

Figure 6 presents the collisional relaxation rate coefficients cor-582

responding to the loss of one (top panel), two (middle panel), and583

three (bottom panel) vibrational quanta over the studied temper-584

ature range. As expected, in all cases the rate coefficients in-585

crease with both the initial vibrational level—owing to the de-586

creasing energy gap—and temperature. The latter dependence587

is more pronounced at low temperatures and for low vibrational588

states: the rate coefficients reach a plateau at progressively lower589

temperatures as vi increases. Consequently, vibrational relaxation590

proceeds more rapidly for highly excited vibrational states at low591

temperatures (as expected from the stronger direct coupling be-592

tween such states), while becoming nearly independent of vi at593

high temperature. This temperature trend becomes increasingly594

pronounced as ∆v grows, and the corresponding rate coefficients595

decrease in magnitude. The combined effect of these behaviours596

produces a larger variation in the rate coefficients across the tem-597

perature range for the lowest vibrational states, as illustrated in598

Fig. S3 in ESI†.599

The dataset was completed by using the NN model as described600

in Section 4. Panel A of Fig. 7 shows both the MQC calcu-601

lated and the predicted NN rate coefficients for the CS(vi) +602

He → CS(vi − 1) + He transitions, while panel B shows the cor-603

Fig. 6 MQC rate coefficients for CS(v) + He → CS(v−∆v) + He calcu-
lated for selected v as a function of temperature.

responding contour plot, illustrating that the NN predicted val-604

ues smoothly fill in the calculated ones across the full vibrational605

range. Similar plots for the vi → vi −2 and vi → vi −3 transitions606

are provided in the ESI† (Figure S4 and S5) and exhibit the same607

overall behaviour. All the rate coefficients are available, together608

with the NN models, at Ref. 74.609

6 Conclusions and further remarks610

In this work, we employed a mixed quantum–classical (MQC) ap-611

proach combined with a neural network (NN) scheme to con-612

struct a complete dataset for the vibrational relaxation of the CS613

molecule in collisions with He atoms over the 80–5000 K temper-614

ature range. Selected vibrational transitions were explicitly cal-615

culated using the MQC method, whose performance was prelimi-616

narily assessed by comparison with ro-vibrational rate coefficients617

obtained from the VCC-IOS approach. The agreement between618

the two methods is generally good, particularly for low initial ro-619

tational states. The main difference lies in their dependence on620

the initial rotational excitation: while VCC-IOS rate coefficients621

are largely independent of the initial rotational quantum num-622

ber, the MQC results exhibit a moderate increase with rotational623

excitation.624

A new analytical potential energy surface (PES) was devel-625

oped using physically meaningful parameters and is expected to626

remain reliable even for highly excited vibrational states. The627

MQC-calculated rate coefficients display the expected physical be-628

haviour, increasing with both temperature and initial vibrational629

level. The NN approach was then applied to extend and complete630
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Fig. 7 MQC calculated and NN predicted rate coefficients for CS(vi) +
He → CS(vi − 1) + He. Panel A shows the calculated values (in blue)
and the predicted values (in red) as functions of the initial vibrational
level and temperature. Panel B presents the corresponding contour plot,
displaying both the calculated and predicted rate coefficients.

the MQC dataset, yielding a smooth and physically consistent rep-631

resentation across the full vibrational and temperature ranges.632

The resulting MQC+NN dataset provides a coherent descrip-633

tion of CS–He collisional vibrational relaxation under a wide634

range of conditions relevant to astrophysical and (exo)planetary635

environments. This work highlights the potential of hybrid MQC636

(or semiclassical) and machine-learning strategies for produc-637

ing accurate and comprehensive collisional datasets for complex638

molecular systems.639

Future studies will explore the application of this approach640

to generate large datasets of rotationally state-resolved rate641

coefficients for vibrational transitions, particularly in regimes642

where the rotational dynamics exhibit predominantly classical be-643

haviour.644
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Appendix A: Formulation of the analytical PES677

The analytical semi-empirical potential, Vanal, is made of three678

components:679

Vanal =Vind +VILJ +Vrep. (14)680

The first term describes the induction contribution (Vind) that681

arises from the interaction between the permanent dipole of CS682

(µCS) and the induced dipole on helium that depends on its polar-683

izability (αHe). This contribution is represented by the following684

semiempirical formula75:685

Vind =−
αHeµ2

CS (1+P2(Θ))

R6 (15)686

with P2(Θ) being the second Legendre polynomial. The dipole is687

analytically described using a polynomial expression of the form:688

µCS = 0.7758−1.45∆r+0.3∆r2 +0.45∆r3 −0.17∆r4 (16)689

where ∆r = r− req.690

VILJ represents the contribution to the interaction arising from691

the balance between the short-range atom-molecule size repul-692

sion and the long-range dispersion attraction. It has been mod-693

elled according to the improved Lennard-Jones (ILJ) formula-694

tion.44
695

The VILJ contribution is expressed as the sum of pairwise inter-696

actions between He with C and S atoms. For each component, it697

takes the following form:698

VILJ(Ri) = ε

[
6

n(Ri)−6

(
Rm

Ri

)n(Ri)

− n(Ri)

n(Ri)−6

(
Rm

Ri

)6
]

(17)699

where Ri describes the distance between the He atom and the C700

or S atom, which depends on the intermolecular R and the in-701

tramolecular r separation distances and on the angle Θ (see Fig.702

1). Moreover, ε and Rm represent the depth and the minimum703

location, respectively, of the pair interaction potential well. These704

potential parameters have been evaluated from the effective polar-705

izability of each atom within the CS molecule in accordance with706

the general guidelines reported in ref.76. The effective atomic po-707

larizability of interest (which is different from that of the isolated708

atom) is obtained by partitioning the CS molecular polarizability,709

given in Fig. 8, at each intramolecular distance r, while the po-710

larizability of He is taken from77. The analytical profile of the CS711

molecular polarizability, reported in the lower panel of Fig. 8 as712

a solid line, is expressed in a similar way as previously obtained713

for the CO molecule (see Appendix A of Ref.66).714
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The term n(Ri) is:715

n(Ri) = βi(r)+4
(

Ri

Rm

)2
(18)716

where βi(r), depending on the hardness of the interacting part-717

ners, a property that relates to their polarizability78, is modu-718

lated by the CS stretching ∆r. Accordingly, the following empiri-719

cal formula has been adopted to provide reliable βi(r) values even720

for large CS deformations, associated with high vibrational levels721

close to the molecular dissociation:722

βi(r) = β
eq
i +β

1
i

(
−∆r+

1
2

∆r2 +
1
2

∆r3 − 1
4

∆r4
)
. (19)723

CS is characterized by a very large equilibrium distance. Its724

outer electronic charge distribution is highly anisotropic, defin-725

ing the strength of the repulsion at each orientation angle Θ, and726

it cannot be represented as a combination of two spheres con-727

tributions related to the size of the two atoms. Accordingly, the728

sum of the two VILJ(Ri) components, characterizing previous for-729

mulations, has been corrected here with the addition of the term730

Vrep(R,Θ), which varies significantly with both the intermolecular731

distance and the molecular orientation:732

Vrep(R,Θ) = crepe−3Rsin6(Θ). (20)733

For the two interacting pairs, the adopted ε and Rm, evaluated734

at the equilibrium distance req, and the other potential parame-735

ters are given in Table 1. Note that the zeroth order values of ε736

and Rm, predicted by the atomic polarizabilities of the interacting737

pairs, have been fine-tuned (Rm by 2-3% and ε by 10-15%) to738

achieve the best comparison with the ab initio points.739

Table 1 Parameters for the analytical potential energy surface at r = req.

Parameter Value
rCS

eq (Å) 1.5346
µCS

req
(ea0) 0.7758

RS−He
m (Å) 3.74

RC−He
m (Å) 3.85

εS−He (meV) 2.00
εC−He (meV) 1.28
β

eq
S−He 8.0

β
eq
C−He 8.2

β 1
S−He 2.0

β 1
C−He 6.0

crep (meV) 70000

The new PES behaves correctly upon deformation of the CS740

bond thanks to the physically meaningful parameters of its for-741

mulation. This is clear from the trend of the analytical expres-742

sions for the CS polarizability and dipole moment as a function of743

r (Fig. 8). These values are in good agreement with the ab initio744

predictions.745
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Trained Neural Network models and rate coefficient datasets: M. Pezzella, F. Pirani, M. Bartolomei, Q. 

Hong, F. Lique, L. Storchi and C. Coletti, DATA related to: Vibrational relaxation rate coefficients in CS-He 

collisions up to the dissociation limit: mixed quantum-classical calculations and neural network predictions, 

2025, https://doi.org/10.5281/zenodo.17554162. 

 

Page 13 of 13 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

8 
Ja

nu
ar

y 
20

26
. D

ow
nl

oa
de

d 
on

 1
/1

1/
20

26
 9

:5
9:

38
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.

View Article Online
DOI: 10.1039/D5CP04424C

https://github.com/lstorchi/CurveFittingML
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5cp04424c

