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We study exciton energy transfer along a molecular chain while accounting for the effects of permanent
dipoles induced by charge displacements in the molecular orbitals. These effects are typically neglected as
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they do not arise in conventional atomic quantum optics; however, they can play an important role in
molecular systems. We further demonstrate how permanent dipoles can preferentially arrange energy
eigenstates to support excitation transport, such as by creating energetic barriers and adding structure to

the eigenspectrum. Putting all this together, we show how permanent dipoles can enhance the ability of the
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1 Introduction

Energy transport is a fundamental process in physics, essential
for numerous technological applications and biochemical
reactions." Of particular interest are nanoscale transport
mechanisms, where classical and quantum-mechanical
descriptions overlap. Key examples include molecular wires
that can support the fast transport of electronic excitations,*”
as well as early-stage photosynthesis, where solar energy is
captured, transported, and stored as chemical energy,®’” and
artificial photovoltaic devices.® The role of quantum coherence
in enhancing natural photosynthetic efficiency remains
debated.”™* still, its benefits in artificial systems have been
established.'*® These insights motivate further exploration of
quantum interference effects in nanoscale energy transport. In
many cases, excitons—electron-hole pair quasiparticles—are
the primary energy carriers. However, exciton recombination,
which leads to energy loss, limits efficiency in organic photo-
voltaic devices by affecting exciton diffusion lengths."***” The
two main loss channels are nonradiative recombination, where
energy dissipates as heat through phonon emission,® and
radiative recombination, where energy is lost via photon
emission.?® A relevant quantum effect in these processes is
collective light-matter coupling,***> where wavefunction inter-
ference causes uneven distributions of radiative loss rates
among excitonic eigenstates. Some such states, known as
“bright” states, are more prone to radiative losses, while ‘“‘dark”
states exhibit reduced losses. Significant research has focused
on using dark states to mitigate losses and improve transport
efficiency, with several proposals examining small systems with
degenerate on-site energies.'®3373¢
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molecular chain to support excitation transport across a range of environmental and system configurations.

The interaction of atomic systems with light via transition
dipoles is generally well understood, with the optical master
equation—describing exciton creation and annihilation
through photon emission and absorption—derived in many
introductory texts on open quantum systems.”>*”*° Atomic
systems typically have highly symmetric electron orbitals,
resulting in negligible permanent dipoles. However, many
other physical systems possess permanent dipoles that can be
comparable if not stronger than their transition dipole
moments. Examples of such systems include molecules with
parity mixing of the molecular state,*®™*” quantum dots with
asymmetric confining potentials,*®*>® and the rapidly grow-
ing field of 2D van der Waals heterostructures.’®®® In the
latter case, the size of the permanent dipoles can be scaled
for interlayer excitons by the layer separations with separa-
tions as large as 1 nm generating permanent dipoles of
around 50 D.

Permanent dipoles introduce additional interaction terms
into the system Hamiltonian due to polarising the local elec-
tromagnetic field dependent on their excitation state. The non-
additive nature of permanent dipole induced pure-dephasing-
like and transition dipole hopping interactions leads to unique
physical effects, including modifications to decoherence of
energy levels possessing permanent dipoles,*”*'~®° steady-state
coherence,®®*%” and in systems that contain strong perma-
nent dipoles, optical polarons can greatly modulate decoher-
ence processes.’®%

Permanent dipole effects are naturally included in ab initio
approaches,’® but are usually neglected within the commonly
employed open system framework."?”**?%7177¢ guch open
quantum system frameworks are attractive due to their scal-
ability to larger structures,>®’” while providing valuable quali-
tative insights.”® In this context, understanding the role of
permanent dipoles and their impact on energy transport
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is crucial for developing new quantum technologies, as deco-
herence induced by local electromagnetic fields limits the
capabilities of many quantum technology implementations.
In addition, this understanding may provide insight into the
highly efficient energy transport mechanisms observed in
molecular systems.

An intriguing class of such excitonic transport systems is
molecular wires, quasi-one-dimensional assemblies of repeat-
ing molecular units that support fast transport of electronic
excitations.”™ These systems are of particular interest in the
development of optoelectronic and photovoltaic devices, where
control over exciton diffusion length, coherence, and recombi-
nation dynamics is critical.””*® The nature of electronic cou-
pling between units—tunable through molecular spacing,
torsion angles, and linker chemistry—governs the transport
regime, ranging from hopping-like motion to wave-like coher-
ent propagation.>®"%?

An example of a transport chain featuring units with pro-
nounced static dipoles® is pseudoisocyanine (PIC) J-aggregates
templated within DNA.®*%° Recent studies have emphasised the
role of long-range dipole-dipole interactions and vibronic
coupling in shaping exciton dynamics in these molecular wire
systems, enabling the engineering of faster couplings and
enhanced energy transport.
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We use these systems, among other directional energy trans-
port systems, as a broad motivation for our modelling. Fig. 1(a)
depicts the schematic of the DNA templated PIC J-aggregate
structure. The energy transferring PIC systems are then shown in
Fig. 1(b), which have been shown in aggregate to possess
moderate permanent dipoles, due to the polar nature of the
molecular structure, shown in Fig. 1(c).* In this exciton transfer
system, excitations traverse the network of PIC molecules, being
shuttled along the wire-like superstructures. This motivates
studying directional exciton energy transfer across a molecular
network featuring permanent as well as transition dipoles. The
simplest such arrangement is that of a one-dimensional chain of
molecular dipoles, which we address in this work.

In this article, we study the effects of permanent dipoles on
the ability of a molecular chain to perform efficient exciton
transport. We consider a representative set of relative orienta-
tions for the permanent dipoles and transition dipoles and
compare their steady-state exciton current as a figure of merit
of transport efficiency. We vary the most relevant parameters in
our simulations that inhibit energy transport and show that for
certain eigenstructures induced by the permanent dipoles,
exciton transport can be significantly suppressed or enhanced.
To explore these effects, we utilise an open quantum systems
formalism.29’34'36'72_74
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Fig.1 A motivating example for the study of exciton transport in molecular chains possessing permanent dipoles. (a) Pseudoisocyanine dyes are
molecular dyes that exhibit strong exciton transport. Recently, they have been embedded within DNA templates, further enhancing this transport.848° ()
The same structure with the DNA template omitted. These dyes act as molecular dipoles and channel excitations through the system. (c) A single
pseudoisocyanine dye has been shown to have large aggregate permanent dipoles®® and moderate individual transition dipoles of around 6 D.3 (d) These
systems exhibit strong directional transport along rod-like assembilies, typical in many energy transport systems, motivating the study of the 1D
directional transport system in the form of a molecular dipole chain. (e) Permanent dipoles can significantly restructure the energy eigenspectrum,
greatly influencing transport efficiency.
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2 Permanent dipole molecular chain
Hamiltonian

In energy transport models, it is natural to consider systems
wherein energy is input at one part of the quantum network
and extracted at another. Here, we investigate the simplest case
of such a network, a 1D molecular dipole chain with each
dipole possessing the purely quantum transition dipoles and
the classical permanent dipoles.

The full dipole operator for a single molecular emitter is
given by

d = (le){gl + lg)(edy + |e){elde + [g)(g|d,
= (le) (gl + lg)(el)dx + (le)(e| — [g)(gl)d: 1)
+ (le) (el + lg)(e)d:,
where |e), |g) are the excited and ground state of the two-level
electronic system, d, is the transition dipole moment asso-
ciated with the transition between ground and excited state of
the dipole and d. () is the permanent dipole associated with the

excited (ground) state of the dipole. The transition dipoles d,
may have a different orientation than the permanent dipoles

1
associated with the vectors d;, = §<de +d). In Fig. 1(d), we

show a schematic of how such a chain may look.
We may then define the N-dipole chain single-excitation
Hamiltonian as

H = Hg + Hope + Hyope T Hyib + Hyyib, (2)

where the system Hamiltonian describes the energies asso-
ciated with just the dipoles, in units where % = 1,

N
Hs = (oo + (N —n)4)|n){n|
n=1
3
v " ®3)
Y [kl
o, fe{x.z} n#m=1,
where ¢ = |0)(n] + h.c and o = 2|n)(n] — 1, with

1= )" |n)(n|. We have also defined the transition energy of
n=0

the Nth site to be w, and introduced a site-to-site detuning of 4,
such that an energy gradient can be generated along the chain,
with the highest energy at site 1. Here the mixed dipole

coupling matrix «J 5 is defined by

nm 1 7 (m) n) A (m)
Kop = m[‘ly) dgT - 3<d§) 'Vnm) (d/; ~lnm)] (4)

and is generated by the direct Coulombic dipole-dipole cou-
pling with 7,,, and r,,, being the unit direction vector and the
magnitude of the distance between dipoles n and m, respec-
tively. Further, n,, n, are the static and optical refractive index
of the medium the dipoles are embedded respectively, screen-
ing the fields of each dipole.®® Finally, |n) is the state with the
nth dipole excited and |0) is the ground state of the N dipole
system.

This journal is © the Owner Societies 2025
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The optical Hamiltonian term is of the form

Hopy = pra ap (5)

with o, representing the energy associated with the p-mode of
the electromagnetic field and ag] the p-modes annihilation
(creation) operator. The optical bath couples to the dipoles
through the interaction Hamiltonian

Hy, =

(n| + |n)(0[)d™ (6)

dE_ﬂ)) . Zep o (ap + aL),
P

where f, determines the strength with which the p-photon
mode couples to the dipoles with vector dipole d,, with polar-
isation vector e,. For convenience of analysis, we have chosen
to neglect the identity dipole term d;, as has been done in.?”"*®
The remaining permanent dipole d?”, the so-called difference
dipole - as it captures the difference in the permanent dipoles
from the excited and ground state of the molecule — will be
from this point on what we refer to when discussing the
permanent dipoles of these systems. Neglecting d; can be
justified by noting that d,—d; terms contribute an identity term
to the Hamiltonian and can be immediately discounted. d;-d,
terms introduce a small shift of energy levels, which could be
absorbed into the uncoupled Hamiltonian. Finally, the d;-d,
terms effectively introduce weak site-level driving. However,
compared to the energetic splitting between the ground and
excited states of the individual dipole systems, these terms will
have a very limited impact on the eigenstructure. Furthermore,
it has been shown that d; decouples from the E-field for a
single dipole,®® a similar unitary transformation could be done
for all the dipoles here to remove the d; term from the
interaction Hamiltonian. For these reasons and narrative sim-
plicity, we neglect d, from our analysis.

We constrain the dipoles such that they maintain a nearest
neighbour interaction of 30 meV for H-aggregate configura-
tions, appropriate for around 2 nm separations of dipoles with
radiative lifetimes of nanoseconds. In this case, they can be
considered to be spatially indistinguishable by the local elec-
tromagnetic field for relevant optical frequencies (700 nm >
2 nm). A discussion detailing the derivation of this Hamilto-
nian is given in the SI. Finally, each dipole couples to its own
vibrational environment, with the corresponding Hamiltonian

N
Hiy =) |n){n|B" 7)
n=1

E

+O'(7”)

and

Hi, = Zzwnv v nv, (8)
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where B") =g, (b,q,V + b;v) is the phonon displacement

operator for the nth dipole, w,,, g,v and bg)v respectively
represent the energy, the coupling strength, and the annihila-
tion (creation) operator of the v-mode of the nth dipole’s
vibrational bath.

By accounting for the permanent dipoles in these molecular
systems, we have acquired multiple additional terms in our
Hamiltonian. First, in the system Hamiltonian, we have new
permanent-dipole permanent-dipole interactions, as well as
permanent dipole-transition dipole interactions. The operator
form of these interactions are ¢{”¢™ and ¢, respectively.
The former term has the property of constituting a level shifting
of the site energies of the molecular dipoles through a quasi-
magnetic interaction. Depending on the sign of the interaction,
the gaps between excitation manifolds can be modulated.
Modulating the level splitting will affect the transitions
between manifolds as given by Fermi’s golden rule. Further-
more, the finite length of the chain entails that we will be able
to induce asymmetric site-energy modulations along the chain.
This can have a profound effect on the resonant conditions
required for energy transport. This idea is laid out in Fig. 1(e).
The second new term arising from permanent dipole-transition
dipole interactions effectively induces driving of nearby dipoles
based on the state of the dipole. However, by invoking a
rotating wave approximation, these terms shall be neglected
and their investigation left for future work. Furthermore, we
have new interaction Hamiltonian terms arising from the
interaction of the permanent dipoles with the electromagnetic
field. The coupling to the electromagnetic field is through the
o operators, leading to qualitatively similar effects to vibra-
tional dephasing. However, there are two pertinent differences
between the two interactions. First, such ‘optical’ dephasing
occurs through a shared environment between the molecular
dipoles, and second, this interaction is with the same field as
the transition dipoles, leading to additional decay channels for
the system through non-additive effects. We explore these
points in greater detail in the SI. There, we find that the
addition of permanent dipoles allows for the accessibility of
dark states through purely electromagnetic interactions, as well
as modulations of the relevant decay rates strongly determined
by the orientation of the constituent dipoles and rates that scale
extensively compared to vibrational rates. However, due to weak
coupling to the optical field, we anticipate that these effects will
become more relevant for very large systems where the number
of dipoles approaches the ratio of the vibrational and optical
coupling strengths. We introduce notation for the various
dipole configurations we consider throughout the rest of the
text, this is depicted in Table 1. The notation is such that for a
dipole configuration, e.g. T 1, the left arrow depicts the configu-
ration of the transition dipole and the right arrow the perma-
nent dipole; in the example given, these dipoles point in the
same direction, orthogonal to the chain. In the following
sections, we will restrict ourselves to the single excitation and
ground state manifolds—though not necessary—this is suffi-
cient for the weak injection regimes we study in the following.

Phys. Chem. Chem. Phys.
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Table 1 A graphical depiction (left columns) of the dipole configurations
considered throughout this article and their corresponding text-based
keys (right columns). For the rendered schematic, transition dipoles are
depicted in blue and permanent dipoles in green. The first (left) character
of the keys corresponds to transition dipole direction and the second
(right) character denotes the permanent dipole configuration
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This amounts to replacing the full space system creation and
annihilation operators by ¢/ — |1)(0| and ¢ — |0)(n|, where
|0) is the zero excitation state and |n) is the state with the nth
dipole excited.

T—

3 Eigenstructure

Having defined the many-body dipole Hamiltonian, it is infor-
mative to consider the eigenspectrum associated with the free
Hamiltonian due to the permanent dipoles reorganising the
bare energy levels. In Fig. 2, we depict a collection of such
spectra for an emblematic set of dipole configurations in
chains with 15 dipoles, where we have numerically diagona-
lised the system Hamiltonian. We have omitted the —7
configuration due to similarities to the 17 case, and not
portraying additional interesting physics.

Another important factor for the efficiency of energy trans-
port is the strength of the coupling between eigenstates with
respect to the optical environment. Excitations in the chain can
be lost due to spontaneous emission of photons, and the rate at
which this occurs is determined by the brightness.?*””” For any
particular eigenstate y,, within the single excitation manifold of
the chain Hilbert space, we can determine its brightness by
considering how the dipole-electromagnetic field interaction
maps that state to the ground state and can be defined as

B, = |(¥a|d-E[0)]*. ©)
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Fig. 2 Plots of the eigenspectrum spreading across sites of a molecular chain, given different configurations of the permanent and transition dipoles. AE
denotes the energy splitting from the lowest energy state in the single-excitation manifold. The optical brightness of each state is also depicted in the

relative brightness of each state.

This is used to calculate the eigenstates’ brightness, also shown
in Fig. 2. We can see that the vast majority of the eigenstates are
suppressed optically due to destructive interference between
transition dipoles, and a single bright state exists, which
accumulates the transition strength from these dark states.

When examining the dipole-dipole chain eigenspectrum, it
is useful to separate the roles of the permanent and transition
dipoles. Neglecting mixed transition-permanent dipole terms,
the permanent dipole-permanent dipole interaction does not
couple different site-basis states; instead, it simply shifts their
energies, as seen from

N
nm n m
Hpp_pp = E Kol
n#m=1,

(10)

N
C - 425n\n)(n|,
n=1

N
where J, = Y «7 is the effective energy shift of the nth site

m#n

due to all the other sites permanent dipoles and C = ) " is
n#m

a constant offset. A simple topological feature emerges: if the
permanent-dipole couplings are dominated by nearest-
neighbor terms and the dipoles are symmetric, then 6, = 9,41
for all non-end sites. Only the first and last sites differ, as they
each have a single neighbor, breaking the degeneracy at the

This journal is © the Owner Societies 2025

chain boundaries by an amount proportional to the permanent
dipole strength. We will see below how this boundary effect
influences energy transport. The transition dipole-dipole inter-
action, by contrast, mixes the site basis and enables delocaliza-
tion, an essential ingredient for transport in the Bloch-Redfield
model discussed in the following section.

Using standard perturbation theory, the first-order correc-
tion to the eigenstates is

N nm

GEIUEDY —im),

m#n (m - H)A + 6?! — Um

(11)

and the corresponding second-order energy correction is

P ()’ "
AP M ey e mE

For small explicit detuning 4 ~ 0 the degree of end-site
delocalization is therefore controlled by the ratio xy, /Ky, .
Moreover, the transition dipole-induced energy shifts inherit
the same boundary-sensitive structure as the permanent dipole
shifts, further enhancing this effect.

Returning to the numerically calculated eigenstates in Fig. 2.
Consider the eigenstate’s delocalisation for a H-aggregate
configuration (7). In the presence of no permanent dipoles
and detuning in the system, all the eigenstates are delocalised
across the chain, and we see that the optically brightest state
lies at the highest energy in the single excitation manifold.**%°
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Conversely, if we consider the configuration — —, we see that
structure emerges from the spreading of eigenstates and the
first and last sites are energetically the lowest in the manifold,
with a large splitting between the rest of the central states
within the manifold. This splitting is on the order of 10 s of
meV. Such an eigenstructure may prove beneficial for transport
as the relaxation processes associated with phonons, as well as
permanent dipole-photon interactions, will guide the excita-
tions towards these end nodes if an excitation makes it to the
central manifold. Further to this, we can see that the specific
transition dipole configuration positions the optically bright
state in the central manifold, either positioning it at the bottom
of the central manifold (as in configuration — — ) or at the top
(as in configuration 1 —). The positioning of this bright state is
relevant for increasing chain sizes; its optical coupling strength
is enhanced due to superradiance. As such, we would wish to
position it at the top of the manifold, making it less accessible
by absorption of phonons and thus introducing fewer optical
losses. The other extreme is also achieved in the configuration
11, wherein the end sites are at the top of the manifold, and we
anticipate that such a configuration will have prohibitive
transport as excitations are trapped along the chain within
the central manifold.

Beyond simply guiding excitations to the end sites via relaxa-
tion processes, due to the splitting in the manifold being on the
order of 10-100 meV we also anticipate that this structuring will
make these permanent dipole chains more robust to static
disorder of the site energies, as a large fluctuation would be
required to significantly reorganise the energy levels. Similarly,
small fluctuations in the local geometry of the dipoles do not
greatly modify the eigenenergy structure. This is due to its origin
from the asymmetry of the end dipoles coupling to fewer dipoles
than dipoles towards the centre of the chain. Conversely, too
large a separation between the end sites and the central mani-
fold could be prohibitive for thermal fluctuations to promote
excitations onto the central manifold. This will be explored
further in Section 5. Alternatively, if one were in such a system
where extraction was taken from within the central manifold and
not from the end site, we would expect that the regimes with the
lower central manifold would perform significantly better.

4 Open quantum systems modelling

In order to compare different dipole chain configurations we
model the open quantum dynamics of these by utilising a weak-
coupling Born-Markov approximation leading to the Bloch-Red-
field equations.?® Such a master equation generates non-unitary
dynamics for the reduced density matrix of the quantum dipoles
due to decoherence and relaxation into the vibrational and
photon baths. The Bloch-Redfield equation takes the form

d

G50 == S TRlE 0. -0 s @l (13

where Hi(t) = Hyop(t) + Hiyip(t), and using that S(¢) denotes an

operator S in the interaction picture. Noting that we can decompose

our interaction Hamiltonian H;(¢) = A4,(t) ® B,(t), where
o

Phys. Chem. Chem. Phys.
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operators A, and B, act on the chain system and baths, respectively,
we can rewrite the second term on the right-hand side of the Bloch-
Redfield master equation as

9/)5([) = Z Fozﬁ(wnm) [A}i,(wm)Ps(f)AfT(wn)

nmo,f

(1)
7Agt(w")Aﬁ:(wm)Ps(l) + hC] ,

where A}, are projections of 4, onto the nth eigenstate of the system
Hamiltonian Hg and I', 4 are the rates associated with the transition
between eigenstates with energy w, and w,, due to the interactions
B, and Bg, and it is sampled at w,,, = W, — @, and h.c. is the
Hermitian conjugate. These rate functions are related to the bath
operators by Fourier transforms of the two-time correlations
0 .

op() = JO e"“S<B};(z)Bx(t - S)>ds. (15)
Under the assumption of thermalised environments, these correla-
tion functions decompose into linear combinations of rates for
both the optical and vibrational baths and are of the form

Ply() = 374y (@) + iSly(0), (16)
where u € {v, o}. The real-valued component y},, is associated with
the rate of the transition and the imaginary component S, is
associated with a Lamb shift which we neglect due to the inclusion
of dipole-dipole couplings® and the symmetric vibrational
environments.”’ The remaining rate contribution then takes
the form

V() = JH(0)N(w), (17)

where J*() is the spectral density associated with the bath and
N(w) is related to the Bose-Einstein distribution n(w) = 1/
(exppw — 1) for the bosonic vibrational and optical bath
modes, as

[ (1 (),
Nw) = {n<|w|>,

where f§ = 1/kgT is the inverse temperature. These relations
ensure detailed balance for our transitions. To remove effects
associated with specific structures in the environment leading
to enhancements, we choose flat spectral densities for both the
phonon and optical environments such that
JH(@) =7
where we have taken y, =1 peV and y, =1 meV, which are typical
for biomolecular systems with nanosecond lifetimes. For spe-
cific condensed phase molecular systems, these values may be
modulated”” due to polarisation of the material environment.
For a general linear dielectric environment y, — n,),, where n,
is the refractive index of the dielectric medium, a common
approach for modelling protein environments®® and solid-state
systems. In realistic condensed-phase systems, the degree of
delocalization depends on system-specific factors such as
dipole strengths, molecular geometry, solvent environment,
and the magnitudes of static and dynamic disorder; sufficiently
strong disorder may drive localization and lead to hopping-

w >0,
<0,

(18)

(19)
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dominated transport. The key competition is between the
transition-dipole couplings and the disorder fluctuations, with
the former being enhanced by reduced subunit spacing. Our
framework captures the resulting interplay between permanent
and transition dipoles within plausible molecular arrange-
ments. As we explore below, the qualitative effects we identify
persist even in regimes where static disorder exceeds the dipole
couplings. Due to the decomposition of the correlations into
optical and vibrational contributions, we too can decompose
the Redfield dissipator into a linear combination of optical and
vibrational dissipators as

Dps = (Dy + Do)ps. (20)

We employ a model for extracting excitons from the chain
system for conversion to useful energy. This is achieved by
adding a Lindblad dissipator to the end site of the chain

1
Txps =1 (\0><N|psw><0| - 5{|N><N|7Ps}>v (21)
where yx is the rate of extraction from the end site. Such a
transport process can be considered as excitations reaching a
reaction site and then being utilised for chemical processes
relevant to light-harvesting systems or conversion into an
electrical current in photovoltaic systems.

Similarly, we introduce an excitation injection process via
another Lindblad operator, causing incoherent excitations to
enter the first site of the chain. This takes the form

1
Tps = n(u><0|ps|0><1| f§{|0><ow,ps})7 (22)
where I} is the rate of injection. This models the input of
excitations into the network.

In many realistic physical systems, non-radiative decay
processes will lead to a loss of excitations as they are trans-
ported along the chain, which can be caused by the emission of
many phonons through heat.”® In this model, we incorporate

non-radiative decay by adding a Lindblad decay process at each
site in the system

(23)

xnps = 3 Tsw 10)lpsl 0] 500 ps) ).

i=1

with I'yg the rate of non-radiative decay.

We can then construct the total master equation for the
reduced density matrix of the dipole ring by summation of
these dissipators

d . .

s = —ilHs, ps] + (Zopt + Zviv + Zx + D1 + Inr) ps- (24)
The injection and extraction processes generate an effective
quantum (flow) heat engine that enables the study of relevant
functional properties of these transport networks.”* We use as a
figure of merit the induced steady state current through the end
of the chain, which is given by ref. 34, 36, 74, 91 and 92

Iss = eyx(|N)(N]), (25)
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where (|N)(N|) is the expectation value of the steady state
population for the excited state of the final site in the chain.
The steady state is calculated by finding the nullspace of the

Liouvillian operator & defined by s = 9ps. This steady-state

current quantifies the number of excitons extracted per unit
time when the system is in equilibrium. Whilst the Bloch-
Redfield formalism developed here is necessarily a weak-
coupling master equation, it can offer powerful explanatory
power for qualitatively understanding the dynamics of a large
range of systems relevant to energy transport systems.”>

5 Energy transport

We now utilise the open quantum systems model outlined
above to compare different setups for the relative orientations
between the permanent dipoles and the transition dipoles
within the chain. In the following, we focus on studying some
of the most obvious and generic features of the model that can
deleteriously impact the transport in these systems.

For all the results in this section, unless specified, we have
utilised the parameters laid out in Table 2, with a default of
equal relative magnitude of permanent dipoles to the transition
dipoles as indicated by the value d5° = 1. The inclusion of a
finite level of non-radiative decay is useful as it allows for the
neglecting of explicit discussions about the speed at which
energy transport occurs. This is because, in those systems in
which transport is slow (compared to the non-radiative decay
rates), the steady-state current will be suppressed.

5.1 Length of molecular chain

We start by considering molecular chains of varying length
made up of N molecular dipole elements. In Fig. 3, we show
how the transport is modulated for various configurations of
the permanent and transition dipoles by calculating the steady-
state current due to extraction at the final site in the chain. We
can readily see that across the range of chain lengths N, the
J-aggregate transition dipole and permanent dipole system
(— —) greatly outperforms the J-aggregate transition dipole
configuration without permanent dipoles (—), exhibiting an
order of magnitude greater exciton transport. Showing that

Table 2 Table of the parameters used in the simulations, unless specified
otherwise

Parameter Value

& 1.8 eV

T, 300 K

T, 300 K

Iy 10~° mev
Px 0.002 meV
N 9

I'nr 0.001 meV
4 0

Kt ? 30 meV
asc 1

“ The nearest neighbour coupling in an H-aggregate (1) setting an
effective distance scale.
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Fig. 3 A plot of the steady state current against different lengths of
molecular dipole chains. Different configurations of transition (left) and
permanent (right) dipoles are considered. See Table 1, for details of the
legend. The inset depicts a collection of dipole chains of different lengths
and equal dipole energies.

permanent dipoles can introduce new energetic pathways for
excitations to transfer through the network. Further across a
collection of chain lengths, the J-J aggregate system yields the
highest degree of transport. The discrepancy between different
dipole configurations can be understood by the relative split-
ting between the central and end-state energies, too large a
splitting makes transport prohibitive. Conversely, we can see
that the dipole configuration 11 performs poorly which has its
central manifold lower in energy compared with the edge sites,
leading to the trapping of excitations. Furthermore, we can see
that the drop-off in the current across the chain is also greatly
modulated with chain length, for some optimal configurations
we see very little decay in this steady-state current. We see
fluctuations for the T — configuration for small chain lengths
due to the spacing between the central manifold and the end
sites fluctuating for short chains, this effect smoothens out for
larger chains due to the 1/* dipole-dipole coupling reducing
the impact of additional dipoles in the chain to any particular
chains energy splitting, furthermore, the splitting it induces is
large compared to thermal fluctuations and thus can be prohi-
bitive to exciton transport, causing it to fall off quickly.

5.2 Static noise

In most physical systems relevant to condensed matter physics,
solid-state and biological settings, we anticipate that there will
be some degree of static disorder in the site energies across the
chain, due to local fluctuations of structure and orientation
about the positions of the dipoles.”®®” To understand the
implications of this static disorder, we now consider the effects
of static disorder and how permanent dipoles play an impor-
tant role in mitigating these effects. In Fig. 4, we see that the
dipole chains are relatively robust against moderate static noise
in the system. This can be understood from the eigenspectrum,
seen from Fig. 2, that due to strong dipole-dipole couplings,
structure appears in these systems with separations between
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eigenstates on the order of 10 s of meV, where a large energy
gap must be overcome to modulate the overall structure in the
eigenspectrum greatly. The most intriguing feature is observed
for the 7 — configuration, wherein a small degree of static
disorder conveys a large increase in the current. We can under-
stand this by looking at the eigenspectra for such fluctuations.
Fig. 5, shows the eigenspectrum localisation for a single
instance of 0.1 meV fluctuations in the site basis. Almost all
of the configurations exhibit no change at this level. However,
the T — configuration exhibits strong localisation of the end
site eigenstates that were brought about due to a perfect zero
detuning between these states and small but non-zero cou-
pling. This localisation may seem detrimental to transport, but
localising the two end sites allows for slight enhancements of
the end sites’ delocalisation between adjacent sites, enhancing
their ability to enter the central manifold states. This is
exemplified by considering the zero-temperature environment,
such that no thermal fluctuations may occur. This is shown in
the SI, wherein we see the opposite effect occurring for this
configuration, small static noise greatly hinders transport as
the excitations have no mechanism to enter the central mani-
fold. This zero detuning long-ranged delocalised state is non-
physical as a finite degree of static noise will always be present
and as such this configuration proves unstable to this noise.
Furthermore, after the initial jump, the energy transport is the
most weakly suppressed by the static disorder over the regime
studied here. We can also see that the — — configurations
outperform the no permanent dipole case across almost the
entire range of static noise introduced, exhibiting slow decay
with respect to the static disorder. These enhancements can be
almost an order of magnitude greater than those in the transi-
tion dipole J-aggregate setup. Furthermore, we anticipate the

—1077

Iss (e/p
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Fig. 4 Plots of the steady state current due to extraction of the end site of
a molecular dipole chain for different dipolar configurations. Varying the
magnitude of static noise between site energies. Results are an average of
1000 different random iterations wherein all energy levels are shifted by a
zero mean normally distributed value with standard deviation ¢. The inset
shows a dipole chain, with colours denoting the transition energies of the
dipoles, the transition energies for a single sample are uniformly distrib-
uted as shown here.
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Fig. 5 Plots of the eigenstates localisation onto the site basis and the
associated optical brightness of each state for different molecular dipole
configurations. Results are for a single instantiation of static noise at a level
of 0.1 meV.

same trends to be true for geometric disorder, due to the
preservation of the eigenenergy structure under moderate geo-
metric fluctuations as seen in the SL

5.3 Detuning

Similarly, it is natural to consider dipolar chains with explicit
energy level biases such that phonon-relaxation processes can
guide excitations along an energetic gradient.>**® In Fig. 6, we
show how different magnitudes of detuning from site to site
impact the effectiveness of each of the dipole configurations.
Unsurprisingly, introducing a bias along the chain improves
exciton transport, though this benefit is only up to a certain
magnitude of detuning before eigenstate localisation over-
whelms any possible transport between the eigenstates. For
large detuning, the dominant effects are due to the transition
dipole as evidenced by the saturation of the curves to the purely
transition dipole ones. This is due to the detuning exceeding
the permanent dipole energy reorganisation. Intriguingly, the
1 — configuration exhibits sharp-peaked features. This can be
understood by considering the eigenspectrum, of this state: as
we increase the site-to-site detuning, due to the strong
permanent-dipole-permanent-dipole couplings, we introduce
energetic barriers in the spectrum wherein the dipole-dipole
coupling is of a similar magnitude to the detuning. This is
depicted in Fig. 7, where the T — configuration, can induce a
local energetic barrier into the chain due to strong dipole-
dipole coupling. The other configurations do not have suffi-
cient dipole-dipole coupling strengths to induce such struc-
tures and as such do not admit such barriers. The effect of site-
level energy barriers has been previously explored in ref. 34 and
has been shown to aid in reducing radiative decay through
dark-state protection and thus enhancing energy transport. We
see strong oscillations about these local maxima, and when the
detuning overcomes the dipole-dipole coupling >70 meV, we
note that these bumps can no longer exist in these systems.
This unique effect emerging naturally within these systems is
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Fig. 6 Plots of the steady state current due to the extraction of the end
site of a molecular dipole chain for different dipolar configurations. Varying
the site-to-site detuning introduces an energetic gradient. The inset
shows a dipole chain, with colours denoting the transition energies of
the dipoles, going from green (high energy) to red (low energy).

further evidence that permanent dipoles play an important
effect in the nature of energy transport in dipolar chains.

5.4 Non-radiative decay

Many physical systems for which our model is relevant will
suffer from additional non-radiative recombination processes
during transport that are, in principle, avoidable but, in prac-
tice, often dominant over the (intrinsically unavoidable) radia-
tive loss mechanism.’®°® Such mitigation strategies include the
removal of impurities in fabricated solid-state systems, cooling
the system to reduce stimulated phonon effects or in molecular
systems utilising strong dipole couplings between sites to
inhibit the formation of localised polarons.’®® Since non-
radiative leakage rates may span many orders of magnitude
depending on the physical system in question, we consider a
large scale of non-radiative decay rates. In Fig. 8, we investigate
the effects of non-radiative decay along the chain with different

T _ 1t
0.4 0.4 3
ce. 2
e
co - ° 2
9 cee
0 PPOEET SRS B
ceo .o 1
.o .
004 . X ] 0.04_- - 0
Z 1 35 79 1 35
= —
L<u] e
0.4 3o
e e 044, .°
2 REERE
020 e e 0.2 B &
ceeooll
o - o
0.0 0 0.0 0
1 35 79 1 35 79
Site Number

Fig. 7 Distribution of eigenstates of molecular dipole chains onto the
local site basis for an optimum detuning of 4 = 48 meV as determined
from Fig. 6.
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Fig. 8 Plots of the steady state current due to extraction of the end site of
a molecular dipole chain for different dipolar configurations. Varying the
strength of non-radiative decay in the system. Inset depicts site local non-
radiative decay across dipole chain.

rates. We can see that the J-J aggregate system experiences
significantly lower losses due to the non-radiative rates. We can
understand this by considering the time evolution of the
population into the end site. In the SI, we show the time
evolution for zero non-radiative decay rate, and we see that
the J-J system reaches a high value for the end site population
the fastest amongst the various configurations, which enables
excitations to be extracted before excitons are lost due to
radiative and non-radiative decay.

5.5 Permanent dipole strength

Another relevant degree of freedom within these permanent
dipole chain systems is the magnitude of the permanent
dipoles, and then how this impacts the transport efficiency.
Different molecular systems that form the transport network
will possess different permanent dipoles associated with the
specific structure of their molecular orbitals. The magnitude of
these permanent dipoles can vary starkly: e.g., retinal, a com-
mon chromophore, possesses permanent dipoles of 15.6 D'
whereas moiré excitons possess permanent dipoles up to 48
D.®® From the eigenstructures seen previously in Fig. 2, we
noted that the permanent dipoles can arrange the energy
eigenspectrum preferentially, by lowering states in the centre
of the chain. However, if that splitting becomes too large, the
thermal fluctuations required to promote states from the
central manifold states to the end states may be suppressed.
To understand the effects, we have plotted the results of
simulations for chains with varying permanent dipole strength
in Fig. 9. Here, we see a few interesting properties. First, we
note a clear non-monotonic effect in the permanent dipole
magnitude across the configurations. This can be understood
by considering two competing effects. The permanent dipole-
permanent dipole interactions single out the two end sites, and
the magnitude of the permanent dipoles is directly propor-
tional to the splitting. For small splitting between the central
manifold and end sites, thermal fluctuations will act almost bi-
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Fig. 9 Plots of the steady state current due to extraction of the end site of
a molecular dipole chain for different dipolar configurations. Varying the
relative strength of the permanent dipoles to the transition dipoles. Inset
shows a chain of chromophore retinal, retinal has been shown to possess
large permanent dipole moments in the excited state 15.6 D.10?

directionally [as n(w) > 1], for the raised central manifold
enhancing transport, and will quickly populate the central
manifold for the lowered central manifold systems, trapping
excitations and thus reducing transport. Growing spacing
between the end sites and the central manifold leads to a
breakdown of the bidirectional flow and a breaking of deloca-
lisation of the end sites with central manifold states, inhibiting
transport into the centre of the chain. This breakdown of
delocalisation into the centre of the chain does, however,
increase delocalisation directly between the two end sites as
they become further separated from the other sites’ energies.

We also note the sharp feature for the T — configuration for
permanent dipole strength of x0.697 that of the transition
dipole strength. This feature can be directly understood by
determining the eigenspectrum for this configuration. At this
value, we find that the bottom two states are delocalised dark
and bright states between the end sites that become entirely
degenerate and the phonon-assisted transport has no support
at zero frequency under our choice of spectral density. This
feature again exhibits the rich properties that permanent
dipoles can have on energy transport.

We have refrained from taking the permanent dipole
strengths arbitrarily large as this could break down the efficacy
of the perturbative framework deployed in this work. Previous
work has studied the effects of strong permanent dipole effects
and has shown that these can lead to optical decay rate
suppression.®’

5.6 Phonon coupling strength

The strength of phonon interactions can vary greatly depending
on the system considered, in solid-state systems, such as
quantum dots, the reorganisation energy of the environment
can be 10 s of peV,'* conversely, for biological systems this can
be as large as 100 s of meV."*® Therefore, we perform simula-
tions across many orders of magnitude by scaling y, — ay, and
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Fig. 10 Plots of the steady state current due to extraction of the end site of a molecular dipole chain for different dipolar configurations. Varying the
relative strength of the vibrational coupling to the dipoles. (a) With extraction from the end site (b) With extraction from the penultimate site. The inset
depicts a dipole chain with independent vibrational effects at each site along the chain.

varying o. To study the celebrated Environmental Noise-
Assisted Quantum Transport (ENAQT) effect’®'°® we fix the
length of the chain to N =7 as in ref. 109. The results of these
simulations are shown in Fig. 10, and we see many intriguing
features within these results. First, in Fig. 10(a) we show the
current generated for the standard configuration with extrac-
tion taken from the end site. Here we note that there is a
monotonic behaviour for most configurations except for the
1 — configuration that exhibits a local maximum ENAQT peak.
All configurations perform best at lower vibrational couplings.
This can be understood by the delocalised states that form in
the zero disorder systems meaning it is easier to extract directly
from end sites. In Fig. 10(b), we consider extraction from the
penultimate site in the chain as in ref. 109, as this breaks the
inversion symmetry in the network. Here, we see that for the H-
aggregate system without permanent dipoles and the double H-
aggregate system, the ENAQT peaks appear to show an optimal
regime for environmental noise. However, this is in no sense a
general feature of these networks, with many showing mono-
tonic losses due to vibrational coupling. Furthermore, we can
see that the J-aggregate systems without permanent dipoles no
longer exhibit an ENAQT peak due to the additional dissipation
channels through radiative and non-radiative decay. In the SI,
we explore the same scenario as in Fig. 10(b) without non-
radiative decay, we see similar features to the case with non-
radiative decay, though with some of the configurations exhi-
biting multiple peaks in the current akin to the effects seen in
ref. 72. We also removed all exciton loss channels and we see
the restoration of the ENAQT peak for the J-aggregate transition
dipole system, but this feature is not present for systems with
permanent dipoles. These results suggest that there is a very
strong interplay between vibrational and radiative/non-
radiative decay when considering optimal environmental noise
conditions. We note that a full analysis of strong coupling to
the bath would require a framework beyond the second-order

This journal is © the Owner Societies 2025

perturbations developed here, and we anticipate suppression of
transport at higher coupling strengths due to polaron
formation.”” Such a framework could include numerically exact
process tensor approaches,"'*"'* or variational master equa-
tion approaches."'®®

6 Conclusion

In this article, we have studied the effects of permanent dipoles
in molecular systems on their ability to transport excitations
along a wire. We have shown that permanent dipoles allow for
the effective structuring of eigenenergies in the single excita-
tion manifold, which are suitable for enabling the transport of
excitations. This was then followed by a robust study of how
various factors, that are detrimental to transport such as non-
radiative decay, local static noise in energy levels, detunings
and vibrational decay rates still allowed for molecular systems
with permanent dipoles to outperform, in some cases, those
without in their ability to admit excitation transport. This
advantage was conveyed by the generation of a central manifold
separated from the end sites where injection and extraction are
performed. This separation of localised eigenstates onto the
end sites has been shown to enhance energy transport by
removing population nodes in the chain.'® Such an energy
structure is preserved under moderate static noise in on-site
energy splittings and makes permanent dipole configurations
more robust to this noise compared to chains that only possess
transition dipoles. For detuned chains, permanent dipoles can
introduce local energetic barriers that enhance transport
efficiency,®® manifesting in a multiply peaked current profile.
For systems with a large degree of non-radiative decay, perma-
nent dipoles enhance the speed of transport, overcoming the
site-local losses, greatly increasing the steady-state current
available. A natural question to ask is whether such dipole
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configurations occur in any molecular transport systems. In the
case of pseudoisocyanin dyes, collective large permanent
dipoles have been seen.®’ This is a general feature of many
dye and chromophore molecules, such as bacteriachlorophyll,
which possesses permanent dipoles and has been found and
measured at a relative angle to the transition dipole of around
11°, almost entirely parallel. As well as permanent dipole
strengths on the same order of magnitude as the transition
dipoles.’*® Similar permanent dipoles are seen for the chromo-
phore in phycobilisomes, suggesting that permanent dipoles
may have a key role to play in energy transport. Here, we have
studied highly symmetric configurations of dipole geometries.
It is natural to expect that optimised configurations of perma-
nent dipoles and transition dipoles could have greatly enhanced
transport capabilities and that nature may exploit such config-
urations. Furthermore, for the more complex configurations,
techniques of dipole-dipole interaction engineering could be
deployed to induce the desired eigenstructure.**'**> Another
outlook for this work would be to consider the many-exciton
currents wherein new features such as exciton-exciton annihila-
tion are expected to play an important role.’® Finally, by lever-
aging mature molecular dynamics simulations, one could
directly compute the relevant dipole Hamiltonians needed to
study specific molecular systems and directly validate the
mechanisms discussed here. The effects of permanent dipoles
are often neglected in quantum optics studies, and here we have
shown that they can play an important role in charge transport,
thus warranting their further study.
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