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The pore structure of vapour deposited amorphous solid water (ASW) is of both fundamental interest

and astrophysical importance, where the system’s properties are believed to play a major role in

processes such as star and planetary body formation. Here we report a comprehensive characterisation

of D2O ASW in the temperature range of 20 to 180 K, using combined total and small-angle neutron

scattering. Significant changes to the ice morphology are observed across the temperature range 100 to

150 K, whereby there is a significant loss of specific surface area and porosity; the transition of 3D to 2D

dominated pore shapes and a general compaction of the ice. The initial structure of nanometer scale

microporous islands with voids between them at low temperature evolves with annealing into compact

islands with larger voids. Even past crystallisation, there is still porosity present until desorption due to

persisting void volume.

1 Introduction

Amorphous solid water (ASW) is a disordered form of water ice,
formed via vapour deposition at low temperatures and pres-
sures, that lacks long-range crystalline order while maintaining
local tetrahedral ordering. It is one of the most common solid
materials in the Universe. Experimental and theoretical studies
over the last few decades have shown that low temperature
depositions of ASW are usually very porous, depending on the
deposition conditions, giving ASW a large capacity to incorpo-
rate trace gases in a sponge-like structure.1–6 This therefore
influences processes as varied as the formation of complex
chemicals or the cooling of star-forming regions. The very
different collisional properties of porous versus compact mate-
rials are also thought to affect crucial steps in the formation of
planets from the small grains in accretion disks around young
stars.7 Understanding the multi-scale structure of ASW is thus
not only of fundamental interest, but also underpins our
understanding of three aspects of the origins of life as we know
it: the formation of complex organic molecules, of a suitable
planet, and a suitable star.

ASW is a complex material, whereby the problem with
nailing down its structure is twofold: (1) the structure of the
material depends on growth conditions – rate, composition and
directionality of the gas flow, as well as substrate temperature
and cooling rates all affect the porosity and crystallinity/amor-
phicity of the deposited ice.3–5,8–17 (2) ASW is metastable; its
structure changes with temperature and to a debated degree
with time to reach an energetically preferable state by crystal-
lizing and/or losing porosity. These changes again depend on
the environmental conditions the ice is experiencing, where the
heating rate likely has the biggest impact.

Experimental studies aiming to study the evolving porosity of
ASW upon annealing typically use indirect methods such as
tracking the adsorption/release of gases using mass spectrometry
(technique referred to as temperature programmed desorption
(TPD)) and observing changing features in IR spectra (e.g. dangling
OH bonds – used as a proxy for porosity).3,10,15,18–31 Unfortunately,
these methods are limited in their ability to measure porosity. For
example, using a probe gas relies on the gas’ accessibility to both
pore sites and specific binding sites on the ASW surface. Pores that
are closed off to the surface will therefore not be included in the
measurements. There have been a few positron annihilation
spectroscopy studies that have been able to also measure closed
off pores; for example, Wu et al. (2011) provided qualitative
information on the formation and evolution of micropores and
mesopores, but have yet to be able to assign quantitative values to
sizes and concentrations of these pores.17,32–34 ASW is neither
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conductive nor easy to image, so methods such as AFM, TEM and
STEM are also not viable, and even if they were, they are mostly
surface rather than bulk probes of matter.35–37

To address these shortcoming, we developed a methodology
using neutron scattering, a direct and non-interacting method
of probing structure and porosity, to study the impact of
deposition temperature on the structure of ASW.1 At low
deposition temperatures, we showed that ASW is highly porous
with large surface areas. With increasing deposition tempera-
ture, the structure of ASW becomes more similar to a compact
ice – there is less surface area and a difference in porosity. We
provided direct experimental evidence that the ASW structure
itself grows as microporous islands/grains with voids between
them, meaning that the porosity of ASW is a combination of the
void volume between the islands and the micropores within the
islands themselves. These two populations of pores were
impacted differently depending on the deposition temperature.
The term microporous in our work follows the IUPAC defini-
tion, noting that the pores are in the nm not mm range.38 All of
the samples studied in Amato et al. (2025) were annealed,
replicating increasing temperatures during star-formation pro-
cesses, to track the evolution of the structure and porosity –
which is the basis of this study.

Prior studies have found that annealing ASW leads to a loss
of porosity and surface area, along with a general compaction.
TPD studies have shown that warming ASW towards 60 K leads
to the trapping of co-deposited gases as the ice is restructuring
and closing off pores to the surface. Further warming, through the
60–120 K range, triggers the collapse of pores, which would allow
some adsorbates to escape, while others still remain trapped in
isolated nanopores.27 These trapped gases only escape once the
ice goes through the glass transition (136 K) and then crystal-
lisation past 140 K.8,22,29,39–43 With these structural changes, it has
been shown that there is a significant reduction in specific surface
area (SSA) – from several hundred m2 cm�3 for low temperature
porous ASW to less than 1 m2 cm�3 in compact ASW.14,28

The structure and dynamics of the pore collapse and loss of
surface area however remains unresolved. There are still many
open questions such as do the pores continuously shrink until
they disappear? Or do they merge and grow bigger before
eventually being destroyed? Do cracks open up throughout? Using
combined total neutron scattering (TNS) and small-angle neutron
scattering (SANS), as well as standalone SANS, we have under-
taken an unparalleled study of the evolution of ASW porosity and
structure upon annealing to answer these open questions.

2 Methodology

The method of growing the ASW samples that are annealed for
this study and the results of the impact of deposition temperature
on the structures is described in detail within Amato et al. (2025).1

In summary, a dedicated deposition setup was developed
that allows for the ASW to be grown in situ on the instruments
NIMROD and SANS2d, at the ISIS Neutron and Muon Source.
NIMROD is a total neutron scattering instrument that can

obtain structural information on continuously probed length
scales in the range of o1 to 300 Å.44 This is possible as a result
of the wide range of momentum transfer, Q, over which this
instrument measures (0.02 Å�1 r Q r 50 Å�1). Q is defined as
Q = (4p/l)sin y, where l is the neutron wavelength and 2y is the
scattering angle. The resulting data therefore allows for the
simultaneous investigation of the ice phase, bulk pore structure
and surface properties. Q can be interpreted as an inverse size
metric, meaning that low Q (known as SANS region) carries
information on the porosity of the ASW and the high Q (diffrac-
tion region) carries that of the short- and intermediate-range
atomic and molecular structure, which tells us the extent of
periodic ordering of the water molecules. In addition to using
NIMROD, the specialised SANS instrument SANS2d was used to
cover length scales much larger than what NIMROD can probe,
however it does not have the high Q diffraction region to give
information on crystallinity. These larger length scales were
needed as our experiments on NIMROD showed structural
features in ASW that were too large for NIMROD to reliably
study, as seen throughout Amato et al. (2025) and in this work.1

SANS2d covers a Q-range of 0.002–3 Å�1 and therefore can access
length scales between 2.5 and 3000 Å�1.45

Here we present data on eight samples that were deposited
at temperatures ranging from 20 to 120 K (see Table 1). The
methodology and setup was carefully kept the same for each
sample in order to ensure consistency across a long time
period. Each sample was grown by vapour-depositing D2O onto
a cold vanadium plate over 12 hours, at an average growth rate
of the ice film thickness of 1.45 � 10�9 m s�1 (3.625 ML s�1),
under high vacuum (4� 10�7 mbar). This grows ice thicknesses
of 51 to 92 mm by the end of deposition, depending on the
deposition temperature.

D2O, rather than H2O, is used as its neutron scattering proper-
ties are more suitable for the investigations presented here. There
are of course differences between D2O and H2O. Tomberli et al.
(2000) used high-energy electromagnetic radiation scattering
to find that liquid D2O is slightly more ordered than H2O. Both
the works of Soper and Benmore (2008) (X-ray and neutron

Table 1 Table of the experiments, with the respective deposition tem-
peratures of the samples created, conducted over multiple years

Year Instrument
Sample deposition
temperature (K)

2015 NIMROD 30
50
80

2016 NIMROD 20
40
60

100
120

2022 SANS2d 30
80

120
2023 SANS2d 50

60
100
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diffraction) and Liang et al. (2023) (molecular dynamics) similarly
found that D2O is a more structured liquid than H2O, even though
D2O’s structural properties like bond angle and length are slightly
smaller than those of H2O.46,47 It was also found that the hydro-
gen bonding of D2O is stronger than that of H2O. Overall, the
differences are less than 4% and it is therefore reasonable to
make the swap as the benefits of using D2O for neutron scattering
far outweigh these small differences.

Once deposition was complete, the samples were all subse-
quently annealed to 180 K in 10 K steps and held isothermally
at each step for either 30 minutes (samples run on NIMROD) or
1 hour (samples run on SANS2d). A longer isothermal hold was
needed on SANS2d in order to get comparable data quality.
Temperatures are monitored using thermocouples attached to
the side of the vanadium plate and on the cryostat. The
temperature control relies on feedback from the surface ther-
mocouple to ensure the ice temperature is as close to the
reported substrate temperature as possible, as is standard
practice in surface science experiments of this type.

Neutron scattering data was taken continuously throughout
the annealing process, but it is important to note that the
annealing process was not paused even if the neutron beam
went down, as can happen for a spallation neutron source, so
that our work is consistent across samples and comparable to
TPD experiments, hence why there is data missing at certain
temperature points for some samples. After the temperature
reaches 180 K, a sample is then flash heated to 250 K and
checked to ensure that there is no ice left on the surface before
beginning the deposition of the next sample. Prior to 180 K,
there is no experimental evidence that our ices have started
desorbing. We cannot detect a pressure rise in the vacuum
system (usual with desorption) and the strength of the neutron
scattering signal is not diminished (indicative of material loss).

Fig. 1 shows an example of the entire deposition and
annealing process for the sample deposited at 20 K.

For NIMROD, the data was reduced and calibrated using the
software Gudrun, which obtains the differential cross section
(DCS), with units of bars per sr per atom, as a function of Q.48

SANS2d data was reduced and calibrated with the Mantid
software, giving absolute units of cm�1 that is integrated over
the circumference across the 2D detectors to obtain 1D data of
intensity as a function of Q.49,50 By normalising to the atomic
density, I(Q) and DCS (Q) are easily translated between one
another.51

3 Qualitative analysis of structural
changes upon annealing

Even prior to analysing the data, we can gain a qualitative
understanding of the structural changes during annealing from
the original processed data of DCS as a function of Q, shown in
Fig. 2 for every sample throughout the annealing process. First,
it shows that there is consistency between our samples even
though they were created at different beamtime visits several
years apart. The broad peak on the curve in the low Q region,

around 0.1 Å�1, which we can observe at low temperatures is
slowly disappearing upon annealing. This is indicative of a loss
in porosity as the pores are changing and being destroyed. In
the high Q region that is zoomed in, past 120 K there is the
appearance of Bragg peaks that indicate the samples are
starting to crystallise. Full crystallisation ensues at 140 K for
every sample. These changes mirror what we expect based on
the wider literature.8,9,13,22,28,39,52,53 However, it is important to
note that even past the crystallisation point, we see that our
samples are still granular and do not melt into a thin film. As
the resolution of the Bragg peaks are not what would be
expected for a crystallography study, we do not analyse them
quantitatively.

An important feature of ASW is its metastable nature. It is
never in equilibrium, unless it goes through a phase change
that turns it into a different form. This was very evident in our
molecular dynamics simulations where we annealed ASW sys-
tems and saw that there was a unique pathway and outcome,
regardless of whether the starting and simulation conditions
were identical.54 Our neutron data herein shows the same
behaviour, as shown in Fig. 3, where the curves are not identical
between the samples at the same temperature points, but from
different deposition temperatures. This is more evident for the
lower temperature when the system is amorphous as we can see
that past crystallisation (bottom panel at 160 K), the high Q
data merges far more compared to the data at 80 K (top panel).

4 Analysis

As our reduced data shows information and trends that align
with the wider literature, we feel confidence in being able to

Fig. 1 Temperature of one of the samples, which was deposited at 20 K,
as a function of time throughout the experiment. The other samples follow
the same trend but from their respective deposition temperature. Grey
shaded area denotes the deposition procedure where the temperature is
held constant and the section after is when the sample is annealed.
Annealing procedure involves heating the sample in 10 K steps, with a
heating ramp of 0.5 K min�1, where at each 10 K increment the sample is
held at the respective temperature for either half an hour (NIMROD,
presented here) or one hour (SANS2d) before increasing the temperature
again.
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continue with quantitatively analysing the data. All of the
analysis methods, apart from the diffuse interface model
(described below), are identical to what was used for the
deposition data, which is described in detail within Amato et al.
(2025).1 The main goal of the models used is to obtain informa-
tion about the porosity, pore sizes and shapes, as well as
surface area throughout the annealing process. As with the
deposition study, we chose a range of fitting methods with
differing balance regarding the number of prior assumptions
and richness of resulting data, which all give a consistent
picture of the changes in the ASW porous structure as a
function of annealing temperature.1

4.1 Microporosity

To study the evolution of microporosity, which is the nan-
ometer scale pores within the islands of the ASW, only the
NIMROD data is needed rather than the merged NIMROD and
SANS2d SANS data.

Surface properties of the scattering particles (pores) in ASW
have been derived from the slope of the low Q NIMROD data by
employing the Porod and diffuse interface models. The Porod
model was fitted between 0.015 and 0.3 Å�1 and obtains the
specific surface area (SSA) by calculating a Porod constant from
the intercept of the quasi-plateau of an I(Q)�Q4 plot.

Fig. 2 DCS as a function of Q for each sample, with the respective deposition temperature written above each plot. Trace colours within each plot
represent the respective temperatures, as shown by the colourbar on the right hand side. The inset shows the high Q region enlarged.
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As our earlier works on non-porous water ice found evidence
of a diffuse interface building up with increasing temperature,
we also applied the diffuse interface model, which is able to fit
a wider range of the low Q data than the Porod model. This
model fits the data well and not only provides a sanity check,
but also yields additional information in providing the thick-
ness of the diffuse interface. In the case of diffuse interfaces,
the SSA is obtained from fitting

I(Q) = 2p(Dr)2SSA�Q�4e�Q2t2

, (1)

where Dr is the scattering length density difference between the
pore and the solid.55 For D2O, Dr = 5.986� 10�6 Å�2 at a density
of 1.04 g cm�3 (equivalent to H2O density of 0.94 g cm�3).56–58

This function is derived by convolution with a Gaussian, whose
width indicates the thickness of the diffuse interface, t.

Both models yielded closely matching SSA values. While the
Porod model uses only one fit parameter, it is applicable only to
that part of the low Q slope that best matches Q�4. The diffuse
interface model fits the whole low Q range to the right of the
knee (where the slope turns over to Q�2 at the lowest Q values),
but requires two parameters to do so. Thus, we have decided
to subsequently average SSA values from both fits and across

samples at each annealing temperature (example shown in
Fig. 4).

Two models were chosen to obtain information about the
pore structure of the ice samples: a widely applicable shape-
independent Guinier–Porod (GP) model and a shape-based 2D
slit pore model. The 2D slit pore model was chosen as the SANS
curve slope indicates the presence of slit dominated shapes by
following a Q�2 dependence at the lowest Q section.

The GP model can get information about pore size, shape
and surface roughness by extracting the radius of gyration, Rg,
the s parameter (s = 0 indicates spheres, s = 1 indicates cylinders
and s = 2 indicates platelets) and the d parameter,
respectively.1,59 The d parameter is related to surface rough-
ness, where values of 3–4 indicate roughness on nanometer
length scales, 4 represents a smooth surface, and Z4 indicate
diffuse surfaces.60,61

In the low temperature scans, structural features are shown
in two Q-ranges (B0.02 and 0.15 Å�1). To reproduce both
features in the GP analysis, we fitted a double GP function:

IðQÞ ¼ GP1ðQÞ þGP2ðQÞ for T o 130 K;
GPðQÞ for T � 130 K:

�
(2)

As the GP model cannot calculate the overall volume of
scattering centres (porosity), another model was applied to
obtain this – the 2D slit pore model. This model extracts the
porosity (pore volume divided by total sample volume – i.e. the
volume fraction the pores occupy in the whole sample volume)
and pore widths, when assuming randomly oriented 2D slit
pores. We created this model by summing SASView’s inbuilt
Lamellar pore model and its inbuilt Gaussian model to obtain:

IðQÞ ¼ P
4p
Q4

ðDrÞ2
d
ð1� cosðdQÞÞ þ Se

� Q�Q0ð Þ2
2B2 ; (3)

Fig. 3 DCS as a function of Q for each sample at surface temperatures of
80 K (top panel) and 160 K (bottom panel). Trace colours within each plot
represent the respective deposition temperatures, as shown by the col-
ourbar on the right hand side. The insets show the high Q region enlarged.

Fig. 4 Specific surface area as a function of annealing temperature for a
sample deposited at 20 K. Black line represents the data obtained from the
Porod model; the red line is that from the diffuse interface model and the
dotted orange line is the average between these two models. Error bars
are the respective average standard deviations. Grey shading represents
regions where significant structural changes are expected due to the onset
of the glass transition (light grey region) and crystallisation (dark grey
region).
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where the scale factor P represents the porosity, d is the bilayer
thickness (pore width), and the Gaussian peak scale factor S
reflects the distance between pores as mean spacing of the slit
pores, w = 2p/Q0.62

The Porod, diffuse interface and GP models were fitted using
Python codes, while the slit pore model was created and fitted
using SASView, a program for the analysis of small angle
scattering data.62,63

4.2 Full Q range data analysis

It was found that there is good overlap between the SANS
regions from each instrument, once translated to the same
units. This means that the pore structures are comparable.
Therefore, to obtain a much wider low Q-range than is possible
with either instrument, with good resolution all across, the
SANS slopes of each were merged together. Full details of this
procedure are described in Amato et al. (2025).1

The low Q data at each annealing step of all samples with the
same deposition temperatures were merged, weighted by the
uncertainties of each instrument.

To obtain a full pore size distribution from the merged
NIMROD and SANS2d SANS data of every ASW sample through-
out the annealing process, the computer routine MAXE was
implemented. Details of this are fully outlined in Amato et al.
(2025).1 Briefly, MAXE uses the maximum entropy algorithm to
perform an inverse transform of the SANS intensity into real
space to yield a pore size distribution (assuming spherical
pores). This is done by fitting the most featureless and dis-
ordered distribution (highest entropy) that it can to the data via
an iterative procedure, accounting for the chi-squared statistic.
Compared to the GP, slit and Porod models, MAXE covers the
full measured Q range. Additionally, the advantage of MAXE is
that it avoids the need to assume any prior model of the size
distribution of inhomogeneous scatterers (pores). MAXE yields
the fractional volume distribution C(D), where C(D)dD gives the
volume fraction V(D) of pores with diameters comprised in [D,
D + dD], normalised over the total pore volume. From this pore
size distribution, the total porosity and specific surface areas
are also calculated.

5 Results and discussion
5.1 NIMROD

For data obtained from NIMROD, the porosity discussed is
microporosity due to NIMROD’s inability to access certain
larger features as the minimum Q is around 0.015 Å�1.

Using the surface analysis methods of the Porod/diffuse
interface and slit pore models, the porosity and specific surface
areas were extracted. Fig. 5 shows that with increasing anneal-
ing temperature, the samples generally lose porosity and sur-
face area. The surface area decreases linearly with increasing
temperature, while the porosity decreases until a broad peak
past 120 K, before decreasing again past 150 K. This broad peak
is likely caused by the significant global structural changes
brought on by the glass transition at 136 K before crystallisation

at 140 K.64 The slit pore model is thus likely ‘switching’ between
small and larger pores as the larger pores come to dominate,
and so the data from these simplified models should be treated
with caution in this region.

Although after this ‘bump’ the SSA approaches the compact
ice value, there is still significant porosity remaining that could
be explained by the ice transforming into compact islands with
the void volume remaining as porosity. A linear decrease in SSA
is similarly found in experimental (e.g. gas adsorption study of
Boxe et al. (2007) and TPD study of Bar-Nun et al. (1985)) and
Monte Carlo simulation (e.g. Cazaux et al. (2015) and He et al.
(2019)) studies.23,53,65,66 Li et al. (2021) used X-ray scattering to
follow the structural evolution of porous ASW upon heating
from 80 K.13 They found the same collapse of micropores when
heating up to 130 K. After 130 K, they similarly observe crystal-
lisation through the emergence of Bragg peaks at Q = 2.79 and
3.28 Å�1 (related to both Ic and Ih), with a peak at 3.04 Å�1

strictly related to Ih at higher temperatures.67–69 They conclude
that their ASW transforms from low-density amorphous ice
(LDA) to the so-called stacking disordered ice I at 140 K.

Our study of ASW deposition showed that the ice features
two main populations of pores – micropores within islands/
grains which are themselves separated by larger voids.1 We see
this again within this study when we fit our models to the
NIMROD DCS curves. Fig. 6 shows the pore sizes as a function
of annealing temperature, obtained from the two different
methods using the GP and slit pore models. The double GP
model encompasses the two pore features seen in the curves
and so there are two sets of length scales, whereas the slit pore
model has only one set. Clearly there are significant differences
in size between the two length scales from the GP data set and
they behave differently when the ice is annealed. The micropores

Fig. 5 Specific surface area (left y axis) and porosity (right y axis) as a
function of annealing temperature. The porosity values are calculated by
fitting the slit pore model to the NIMROD data and the SSAs obtained
through fitting the Porod and diffuse interface models (averages between
the two models presented herein). These values shown are averages
across all the samples. Error bars are the respective average standard
deviations. Grey shading represents regions where significant structural
changes are expected due to the onset of the glass transition (light grey
region) and crystallisation (dark grey region).
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within the islands disappear past 120 K whereas the larger void
volume persists even past crystallisation.

Initially at the lower temperatures, the slit pore model pore
widths are most similar to the Rgmicropore

values (small-scale
island pores). With increasing temperature, they significantly
increase in size past 90 K, by 121 Å, as the model ‘switches’
from small to larger pores, meaning that the ice becomes
dominated by the voids. This was also seen with the deposition
results, whereby the samples deposited at the lower tempera-
tures are dominated by micropores and therefore the slit pore
model pore widths were very similar to the Rgmicropore

values.1

Due to the void volume hitting the size limit that NIMROD
can reliably measure, only the micropores data will be dis-
cussed from now on. Fig. 7 shows the GP results as a function
of annealing temperature for these small scale pores within

each sample. There are more significant changes in pore shape
than size as seen in the radius of gyration and s parameter
results. At low deposition temperatures, the pores start at sizes
between 5 and 10 Å before increasing with annealing

Fig. 6 Comparison of the radius of gyration values (doubled to give
diameter) from the GP model (data in black) and the pore widths obtained
from the slit pore model (orange data), as a function of annealing
temperature. These values shown are averages across all the samples.
GP model data is split into the two sets of data covering the two pore
populations of differing length scales: Rgmicropore

(small-scale island pores)
and Rgvoid

(larger pores between islands). Grey shading represents regions
where significant structural changes are expected due to the onset of the
glass transition (light grey region) and crystallisation (dark grey region).

Fig. 7 Results obtained from fitting the double GP model to the neutron data, as a function of annealing temperature. Left panel displays the radius of
gyration (size) of the small-scale island pores; middle panel displays the s parameter (shapes) for those small-scale pores and the right panel displays the d
parameter (surface roughness). Colours represent the value of each parameter as shown by their respective colourbars. Shaded region represents the
point of drastic structural changes likely related to the glass transition and crystallisation phase changes. Grey shading represents regions where
significant structural changes are expected due to the onset of the glass transition (light grey region) and crystallisation (dark grey region).

Fig. 8 Temperature evolution of the diffuse interface thickness. Panel A
shows all samples at each annealing step, wherein deeper colours indicate
a thicker diffuse interface as shown by the colourbar on the right hand
side. Thick borders highlight the first data after deposition at a given
temperature. Panel B shows the average across samples at each annealing
step and the error bars are the respective average standard deviations.
Grey shading represents regions where significant structural changes are
expected due to the onset of the glass transition (light grey region) and
crystallisation (dark grey region).
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temperature. In some cases, the pores double in size before
disappearing after 120 K, as seen with all the samples. Most of
these drastic global changes start to occur from 100 K where the
onset of the glass transition begins and finalises at 136 K,
before crystallisation at 140 K.64

Their shapes generally start as mostly cylindrical and transi-
tion to 2D slit pores as the ice is annealed. This transition from
more 3D to 2D dominated pore shapes may have interesting
astrophysical implications, such as impacting the rate of H2

formation as an example.14 Confining H atoms between slit
pores may force them to recombine as there is no possibility of
desorbing from the surface. If the pores are initially filled with

gases (e.g. CO2 or CH4 as for cometary nuclei), the 3D to 2D
transition could also provide a natural explanation for the
formation of clathrate hydrates as there would be a build of
internal pressure when the gases are trapped.70 Formation of
clathrate hydrates would then become thermodynamically fea-
sible, despite the vacuum environment.

These changes in the pores are accompanied by a restructur-
ing of the ice surface, which transforms from a rough to a diffuse
interface for every sample, as seen with the d parameter in Fig. 7.
This restructuring is in agreement with earlier observations of a
loss in dangling bonds between 15 and 120 K.3 Fig. 8 shows
the thickness of the diffuse interface throughout annealing and

Fig. 9 Intensity as a function of Q for the merged NIMROD and SANS2D data of every sample, with the respective annealing temperatures written above
the plots. Trace colours represent the deposition time shown by the colourbar on the right hand side.
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it is clear that the diffuse interface becomes more important as
the ice goes through the glass transition and crystallisation
phase changes. After these phase changes, the diffuse interface
thickness more than doubles in some cases, becoming a couple
monolayers thick.

5.2 Combined SANS

The NIMROD data has given us a good indication that the two
populations of pores seem to evolve differently with annealing
temperature. To elucidate this, we used the instrument SANS2d
to access larger length scales, which will cover the voids with
better resolution.

Fig. 9 shows the merged SANS data from NIMROD and
SANS2d (raw SANS2d data found in SI). As seen with the
deposition results, the merging of the SANS region from
NIMROD and SANS2d has increased the Q-range and the size
of objects we can observe.1 It has particularly helped improve
the resolution of the characteristic features observed, which is
the shoulder at low temperature that corresponds to small
length scale pores (a few nm) and larger structures of a few
10–100 nm at higher temperatures. However, the merging has
not been able to fix the inconsistency of the low temperature
SANS2d data for the sample deposited at 100 K. This behaviour
was not seen for the 100 K sample on NIMROD, which is

trusted as the high Q region can be used to check the amount
of and phase of the sample. This section of the 100 K sample
data was therefore omitted from further analysis.

For all the samples, the curves exhibit a Porod curve that is
characteristic of the presence of scattering surfaces. Qualita-
tively, it is observed that there is the presence of a shoulder
moving to lower Q when the temperature is increased, from
C0.1 Å�1 at 40 K to 0.05 Å�1 at 170 K. This is indicative of the
presence of pores that shift position towards larger length
scales. At 180 K, the water is desorbing off the surface and so
the total amount of scattering is low, creating the very noisy
data observed.

5.2.1 Full porosity. The pore size distribution of these
porosity features seen in the curves were extracted using the
MAXE software and are shown in Fig. 10. Across every sample,
there is a strong decrease of total pore volume with respect to
annealing temperature – clearly showing a loss of porosity. The
distribution of sizes shift to much larger diameters with
increasing temperature, showing a global pore size increase.

At lower temperatures, the distributions exhibit two distinct
populations of pores, with some showing this more clearly than
others. For example, the sample deposited at 80 K displays one
main red/white ‘peak’, whereas other samples show two. This
multi-contribution character of this distribution shows again

Fig. 10 Pores sizes as a function of annealing temperature, with the colors representing the volume fraction shown by the colourbar on the left hand
side, for each sample. In between the volume fraction plots are the respective plots showing the cumulative porosity for each sample as a function pore
diameter. Trace colours here represent the annealing temperature, shown by the colourbar on the right hand side.
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that the ice samples have two major populations of scattering
voids – the small scale pores in the islands and the voids
between them. Upon annealing to Z110 K, the distributions
each only have one major contribution (voids between islands)
that dramatically increases in size to a few hundred angstrom,
reaching a plateau of over 1000 Å above 160 K.

In Fig. 10, there is a corresponding cumulative porosity plot
next to each pore size distribution plot. At low temperatures, the
major contributors to pore volume are the small pores (diameters
less than 70 Å). As the ice is annealed, the major contributor sizes
increases and, even at high temperatures, the large pores still
yield a high amount of pore volume and therefore porosity.

Fig. 11 shows the volume fraction as a function of pore size
for every sample. The samples deposited at 30 and 60 K have
two populations starting at around 16 Å and 35 Å; the 80 K has
one major population at 24 Å and another less-intense one at
60 Å; the 100 K sample has two populations at 34 and 50 Å, and
the 120 K sample has two populations at 26 and 264 Å. When
annealed, all samples show a significant increase in pore size

for all populations. Above 150 K, all samples have pore sizes of
a few hundred angstroms, with sizes reaching over 1000 Å at
the highest temperatures. At 180 K, there is surprisingly still
some contribution at the low length scales (r50 Å) that could
be explained by a loss of statistics or disturbance of the ice from
significant water desorption at such high temperatures. Over-
all, the two populations of pores are clearer at the lowest
temperatures, with very large voids only becoming clear at the
higher temperatures. Raut et al. (2007) used IR spectroscopy
and found that their ices also have a dual pore structure, having
both micro- and mesopores whereby the micropores are
destroyed by 140 K, but some mesopores remain, in line with
what we see with our work.10 This has been interpreted as
either coalescence of smaller pores into larger ones, preferen-
tial destruction of small pores or decrease of surface roughness
of the pores.

We cannot say whether or not it is only above a certain
thickness that our small pores and voids model is valid as we
cannot test thinner films with neutrons. In our molecular

Fig. 11 Volume fraction as a function of pore size for every sample. Trace colours represent annealing temperature as indicated by the colourbar on the
right hand side.
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dynamics studies, we create much smaller ASW systems and
find that it still reproduces the small pore volume from the
neutrons very well, despite there being much less material
(thicknesses of up to 40 Å).54 We also see qualitatively in our
previous deposition work with neutrons that the small pores and
voids are present within the 1st hour of deposition (thickness only
around 25 mm) as the line profile is the same as towards the end.1

Additionally, the work of Bu et al. (2016) shows cracking and
separation during growth at smaller thicknesses than ours, ran-
ging from 1–5 mm, with a higher thickness threshold for cracking
at higher growth temperature (10–50 K used).71

It is important to note that although the thickness of our
ASW samples are on the micron scale, the length scales we are
sensitive to are on the nanometer scale, so there may be even
larger void volume than what we have observed.

The porosity of each sample as a function of annealing
temperature is shown in Fig. 12. It shows that there is a global
porosity decrease during annealing for all samples and that there
is good consistency between samples. Porosity generally goes
down for all samples (apart from the 120 K sample) until a
temperature of 110 K and then increases throughout the glass
transition (with a lot of deviation at this point) and past crystal-
lisation. After 170 K, the ice is undergoing desorption which leads
to a loss in porosity and sample generally. As discussed previously,
the initial decrease at low temperatures is likely due to the small
scale porosity within the islands being destroyed. As these pores
are destroyed, there comes a point where the void volume starts to
dominate and so the porosity increases again. Eventually, the
outcome of annealing is compact islands with larger voids
between them. For most samples, apart from the samples depos-
ited at 80 and 120 K, there is still significant porosity at the
highest temperatures, meaning there is still void volume and that
the ice does not melt into a uniform film across the surface.

Although the merged porosities are higher than that of pure
NIMROD data, due to the merged data encompassing larger

pores from SANS2d that are outside NIMROD’s range, they are
still smaller at low temperatures than other experimental stu-
dies. For example, Mitchell et al. (2017) measured porosity loss,
calculated using density from a quartz crystal microbalance
(QCM), and obtained a porosity of 35% that decreased to 20%
upon annealing from 10 to 140 K.72 Raut et al. (2007) also used a
QCM to measure porosity change and obtained a porosity
change of 40% to 13% from 40 to 140 K for samples deposited
at 771, with respect to the normal to the surface, and a porosity of
21% at 40 K for background deposition.10 The porosity percen-
tages found in this work are likely lower than those found in the
literature as our porosity calculation is limited to the size range
covered by the instrument and differences in deposition.

Fig. 13 shows the SSA as a function of annealing for every
sample and it shows that the SSA decreases linearly with

Fig. 12 Porosity, obtained from the MAXE analysis of the merged data, as
a function of annealing temperature for every sample, with trace colours
representing the deposition temperature of the sample, shown by the
colourbar on the right hand side. Black line represents the porosity values
obtained from fitting the 2D slit pore model to the NIMROD data. Grey
shading represents regions where significant structural changes are
expected due to the onset of the glass transition (light grey region) and
crystallisation (dark grey region).

Fig. 13 Specific surface area, obtained from the MAXE analysis of the
merged data, as a function of annealing temperature for every sample,
with trace colours representing the deposition temperature of the sample,
shown by the colourbar on the right hand side. Black line represents the
SSA values obtained from fitting the Porod model to the NIMROD data.
Grey shading represents regions where significant structural changes are
expected due to the onset of the glass transition (light grey region) and
crystallisation (dark grey region).

Fig. 14 Specific surface area as a function of annealing temperature from
our work and that of Ghormley (1967), Mayer & Pletzer (1986), Schmitt
et al. (1987), Bar-Nun et al. (1987), Murray & Plane (2003), and Boxe et al.
(2007).6,23,31,73–75
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increasing temperature. This indicates that it is the small scale
population of pores that mainly contributes to SSA and there-
fore, when they disappear with increasing temperature, so does
the SSA, regardless of whether there is void volume still left at
high temperatures.

Our SSA results generally compare well with that of gas
adsorption studies across the literature, as shown in Fig. 14.
Some studies do observe far larger surface areas, such as for
example Ghormley et al. (1967) who report SSAs of 500 m2 cm�3

at 20 K, whereas this work obtains SSAs that are less than half
of that value.73 These discrepancies are likely due to differences
in the experimental apparatus and method. The deposition
setup used herein grows relatively thick films of up to 100 mm
compared to thin films of less than 1 mm commonly used for
porosity measurements.5

6 Conclusions

This work employed total neutron scattering and SANS to under-
stand how the structure and porosity of ASW evolves upon
annealing. Overall, the ice network is globally porous with a very
high surface area at low temperature, which decreases to a very
low value upon annealing. This is well known from a wide variety
of studies of porous ASW.4,8,10,15,17,18,20,30,39,52,57 We have pro-
vided further direct experimental evidence but with a higher level
of detail and new insights.

Our results show significant changes to the ice structure
occur across the temperature range of 100 to 150 K, which is set
around the glass transition temperature where an enhanced
mobility of the water molecules kicks in ref. 64. This results in
the loss of SSA and porosity; the transition from 3D to 2D
dominated pore shapes and a general compaction of the ice.
While none of these effects occur at a specific onset tempera-
ture and they become significant at slightly different tempera-
ture points, they are all notable between 100 and 150 K.

We wanted to answer the open questions of whether the
pores continuously shrink or merge and grow bigger before
they disappear? According to our results, both of these are true
to some degree as our two populations of pores, of differing
scales, evolve independently and differently with annealing
temperature. Fig. 15 summarises what our results show in
terms of the evolution of the ASW structure and porosity.
Initially, the ice is dominated by the micropores within the
island that grow slightly bigger before disappearing past 120 K.
Although the total pore volume decreases throughout anneal-
ing, the voids significantly increase in size after 120 K and come
to dominate the ice. Even past crystallisation, there is still void
volume persisting – meaning there is still porosity at the higher
temperatures until desorption.

The next step is to understand the underlying mechanism of
this pore collapse, which is the focus of our follow-up work.
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Fig. 15 Pores sizes as a function of annealing temperature, with the colors representing the volume fraction shown by the colourbar on the right hand
side. Cartoon representations of the ASW structure are shown with red arrows pointing to the respective temperature points they correspond to.
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