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Introduction

Investigations on the field dependency of proton
and charge transfer kinetics in atmospheric
pressure corona discharge sources

Christoph Schaefer, (2 *1 Alexander Haack,
Jannik Wuttke and Stefan Zimmermann

*+ Charlotte Hellwig,

Proton and charge transfer are two commonly observed reaction mechanisms in the chemical ionisation of
neutral analytes in mass spectrometry and ion mobility spectrometry. While those reactions show a strong
influence on effective temperature, influenced by the applied electric field strengths, a detailed
understanding of the underlying mechanisms under such conditions is still lacking. Using a high kinetic
energy ion mobility spectrometer, we examine the reaction dynamics of proton transfer from HzO*(H,0),
and charge transfer from NO*(H,0),, to the model analytes benzene, toluene, and p-xylene experimentally
and compare this to quantum chemical modelling of the ionisation processes over a wide range of
effective temperatures. Our findings underline that the reduced field strength (E/N) significantly affects the
ion-neutral reactions due to its influence on effective temperature, leading to significant changes in
reaction rate coefficients. Particularly when ionisation proceeds via HzO* and NO®, the reaction rate
coefficients approach the association rate in most cases. However, hydration of the reactant ions can slow
down the reaction since the dynamics of intermediate reaction complexes need to be considered, as these
can introduce additional internal barriers. Especially when subjected to high E/N, those reaction complexes
can either dissociate back to the reactants or towards the products, with the branching ratio determined by
the kinetics of both reaction paths. Particularly when the ionisation energies or proton affinities of the
neutral precursor of the reactant ion and the neutral analyte are similar, this product branching can
introduce deviations between the experimentally observed reaction rates and the association rates.

ionisation, initially formed reactant ions such as H;0', NO*, O,"
and occasionally NH," are commonly used to ionise neutral

Mass spectrometers (MS) and ion mobility spectrometers (IMS)
analyse gas-phase ions based on their characteristic properties
such as the mass-to-charge ratio, m/z, and the reduced ion
mobility, Ky, respectively. Since only charged particles are analysed,
effective ionisation of neutral analytes is a critical first step. A
comprehensive understanding of the underlying ionisation pro-
cesses is therefore essential for interpreting analyte behaviour and
instruments’ performance, as well as for optimising the instru-
ments to achieve effective ionisation in practical applications.
Many stand-alone IMS and chemical ionisation MS (CI-MS),
such as proton transfer reaction mass spectrometers (PTR-MS)">
or selected ion flow tube mass spectrometers (SIFT-MS),’ use ion-
neutral reactions for chemical ionisation. Focusing on positive
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analytes via proton transfer (PT) or charge transfer (CT), forming
protonated monomers or radical cations.*® A detailed under-
standing of these ion-neutral reactions requires both accurate
identification of product ions and investigation of the reaction
kinetics.

In the simplest case, the ionisation proceeds via the follow-
ing reaction scheme:

RI* + A X [RI+ A 1)
[RI+ AJ* LU R+ A (2)
[RI+A]" 22 RI+ A* 3)

Le., the initial step is the formation of an intermediate
reaction complex [RI + A]" by association of the reactant ion
RI' and neutral analyte A, which can then either dissociate back
to the reactants or towards the ionised analyte and neutralised
reactant ion. Assuming the reaction complex is short-lived, the
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first-order total rate coefficient for the formation of [A"] (see
Section S2 in the SI) is:

== kobs [A] (4)
2

This rate coefficient can be further simplified in case of two
limiting cases: if the reaction back to the reactants is strongly
favoured, ie., k, « k_;, we obtain a total rate that is equal to
the decomposition rate of the reaction complex towards the
products times the equilibrium constant for the initial associa-
tion of the reaction complex.

ki[A]

ktol ~ kliml = k2 k,]

= k2 Kass (5)

Conversely, if k, > k_4, i.e., the decomposition of the reaction
complex towards the products is rapid compared to the back
reaction, the total rate becomes equivalent to the association rate:

kot & kiima = k1[A] (6)

Note that in limit 2, every association reaction leads to
analyte ionisation, whereas in limit 1 only the small portion
of reaction complex existing in equilibrium (described by Kss)
can react to the products with the rate coefficient k,. Thus, ideal
ionisation efficiency would be obtained in the limit 2 case,
which effectively describes the association limit.

At ambient temperature, these ion-neutral reactions are well
characterised, supported by extensive kinetic libraries of reac-
tion rate coefficients, primarily obtained using SIFT-MS.*> How-
ever, at high reduced electric field strengths (defined as the
ratio of the electric field and the neutral particle density, E/N),
ions gain substantial energy from the electric fields, leading to
high effective temperatures and significant ion heating.” This ion
heating can alter the ion-neutral interaction dynamics through
changes in their relative velocities (and thus collision rates), but
also through destabilising loosely bound ion-neutral clusters, e.g.
the reaction complexes [RI + A]" necessary for proton and charge
transfer, or hydrates of the reactant ions M'(H,0), which deter-
mine their proton or charge transfer efficiencies.*' Thus, E/N
can have a substantial effect on the reaction rate coefficients of
proton and charge transfer reaction. Depending on the analyte
studied, high E/N may even induce field-induced fragmentation of
product ions.”>™* Despite the importance of such effects, detailed
understanding of field-dependent dynamic effects and interac-
tions are still lacking. The same applies to comprehensive
libraries of reaction rate coefficients at elevated E/N.

A suitable instrumental platform for generating such data is
the high kinetic energy ion mobility spectrometer (HiKE-
IMS),"> operated at reduced pressure of 5-40 mbar, resulting
in comparatively low neutral particle densities. This enables
variation of reduced field strengths in a wide range from 20 to
120 Td in both the reaction region, where the ion-neutral
reactions occur, and the drift region, where separation based
on ion mobility takes place. Hence, by varying E/N, HiKE-IMS
offers controlling ion chemistry and ion separation. The reac-
tant ions can reach high effective temperatures, exceeding
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1500 K,'® significantly affecting ion chemistry and making
HiKE-IMS well-suited for detailed studies on ion-neutral reactions.
However, the current instrumentation is not yet optimised for
detailed studies on reaction kinetics as previous studies on the
influence of E/N and water concentration on product ion for-
mation in HiKE-IMS'"° have revealed that reactant ion composi-
tion strongly depends on these parameters as well. For instance,
NO' and 0,™ are typically present only at high reduced field
strengths and low water concentrations, as they can form hydrates
at low E/N, particularly at high water concentrations, eventually
leading to the formation of H;O'(H,0),.>>"® Changes in the
relative intensities of reactant ions can complicate a detailed
investigation and understanding of effects of E/N on ion-neutral
reactions. Furthermore, in the HiKE-IMS setup used before, analytes
are evacuated near the corona discharge ion source, which initiates
reactant ion formation. This results in neutral analytes reacting not
only with target reactant ions but also with transient species formed
during ion formation, complicating data interpretation for detailed
understanding of the underlying ion-neutral reactions. To address
these challenges, a new ion source is introduced in this work. With
the modified instrumental setup, effects that complicate the deter-
mination of reaction rate coefficients should be minimised.

Using this optimised instrumental platform, the primary
aim of this work is to investigate how field-dependent effects
influence the reaction kinetics of proton and charge transfer.
Specifically, the study focuses on reaction kinetics for proton
transfer from H;0"(H,0), and charge transfer from NO'(H,0),,
to the model analytes benzene, toluene, and p-xylene. These
three model analytes are considered suitable since previous
work has identified the formed product ions,"® and the experi-
ments in this work can complement the previous study with
investigating their reaction kinetics. Moreover, these model
analytes primarily form their protonated monomers and radical
cations, and particularly no fragments, and are therefore very
well suited for these investigations. Hence, this work aims to
provide a comprehensive understanding of how E/N influences
ion-neutral reactions.

Experimental
Materials and methods

Development of ion source. To allow for determination of
reaction rate coefficients of proton and charge transfer depend-
ing on E/N, a modified instrumental setup is introduced in this
work, discussed in detail in Section S1, including spatial
separation of reactant ion formation and neutral analyte ioni-
sation. With this modified setup, reactant ions will be selec-
tively generated in the developed ion source from Fig. 1,
meaning that only one reactant ion species is formed in high
purity and then transferred to the reaction region. Reactant ion
formation is initiated by applying a high voltage between a
needle and a hollow electrode, leading to a glow discharge. The
discharge current is limited by a serial resistor. The ion source
is constructed from four individual PCBs,?”"*® one on each side,
similar to previous PCB-based IMS designs, bonded together to
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Fig. 1 Schematic setup of (a) a coupling of the developed ion source and
the PTR-QMS 300 with an intermediate pressure stage, and (b) a coupling
of the developed ion source with a HIKE-IMS. The ion source allows for
selecting ion species in high purity. In both configurations, the ion source
itself consists of a needle electrode, a hollow electrode and drift rings. The
detailed operating parameters are summarised in Tables S1-S3.

maintain the operating pressure. Applying a voltage between
the hollow electrode and the end of the ion source establishes a
reduced field strength E/N. Inside the ion source, parameters
such as this E/N value, along with the neutral gas composition,
will be optimised to ensure that the reaction system reaches
chemical equilibrium by the end of the ion source, with only
the selected reactant ion species present, e.g., H;0' or NO".
Hence, the ion source selectively provides only a single reactant
ion species. Reactant ions will then ionise neutral analytes in
the reaction region through proton or charge transfer. A mass
flow controller (F-200DC-ABD, Bronkhorst Nord, Germany)
supplies a doped source gas to select specific reactant ion
species with a constant flow rate of 12 mL min~" (related to
1013.25 hPa and 293.15 K). The ion source is evacuated by a
diaphragm pump (MVP 040-2, Pfeiffer Vacuum, Germany), with
a capacitive pressure gauge (CMR 362, Pfeiffer Vacuum, Ger-
many) monitoring the operating pressure.

Note that PTR-MS*” and SIFT-MS>° can also employ mod-
ified ion sources to selectively provide only a single reactant ion
species for analyte ionisation. Both these instruments are cap-
able of investigating the underlying ion-neutral reactions.>**3°
While PTR-MS analyse ion-neutral reactions depending on E/N,
SIFT-MS are usually operated at ambient temperature without
any electric field along the drift tube. Modern SIFT-MS instru-
ments operate at elevated temperatures (120 °C) and apply
electric fields at the inlet and outlet of the flow tube to improve
ion transmission. A variant of the technique, selected ion flow-
drift tube MS (SIFDT-MS),*" uses a homogeneous reduced field
strength up to 50 Td, throughout the entire drift tube. Similar to
SIFDT-MS, the homogeneous electric field in the drift region of
the HiKE-IMS allows direct extraction of drift velocities from the
arrival time distributions. These allow for calculation of effective
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temperatures using the Wannier equation.” Because this effec-
tive temperature captures both the gas temperature and the
influence of the reduced field strength, it provides a more
comprehensive measure of ion-neutral collision energy than
E/N alone. Since the theory on chemical reaction kinetics are
based on temperature as the central quantity, HiKE-IMS can
potentially provide a deeper insight into ion behaviour, as it
covers a wider range of E/N and thus effective temperatures
compared to other techniques.

Two different self-built setups will be employed in this
study. First, the developed ion source was coupled to the inlet
pinhole of a quadrupole mass spectrometer (PTR-QMS 300,
Ionicon Analytik, Austria) to reliably identify the formed reac-
tant ions and assess their purity (see Section S1). For this
configuration, the original reaction region and ion source of
the PTR-QMS 300 were replaced by the developed ion source
depicted in Fig. 1. Here, the ions generated in the glow
discharge are transported towards the outlet of the ion source
by the defined reduced field strength E/N and are transferred
through the existing differential-pumping interface of the PTR-
QMS 300 without further modification. After passing the inter-
mediate pressure stage, the ions enter the quadrupole mass
filter, which mass-selectively transmits the reactant ions to the
detector for m/z identification. For all measurements in this
configuration, PTR-QMS 300 was operated in full-scan mode.

Following this characterisation, the ion source was con-
nected to a HiKE-IMS, consisting of a reaction region and drift
region, to study the reaction kinetics of proton transfer with
H,;0'(H,0),, and charge transfer with NO'(H,0),,. Similar to pre-
viously described HiKE-IMS configurations,* the reactant and drift
region consist of alternating stainless-steel electrodes separated by
polyether ether ketone (PEEK) insulating rings. The electrodes are
connected to an external resistor network, which distributes the
applied high voltage across the stack and defines the axial potential
gradient. This establishes the reduced reaction field strength Erg/N
and the reduced drift field strength Epg/N. Hence, in this setup,
reactant ions are selectively formed in the ion source, then
transported to the reaction region where analyte ionisation occurs
through the above described ion-neutral reactions. To prevent
interaction of the analyte molecules with intermediates formed
during reactant ion formation, the sample gas is introduced into
the reaction region at the interface with the drift region and
evacuated at the interface toward the ion source. This configuration
prevents the neutral analytes from entering the ion source. Again, a
diaphragm pump (MVP 040-2, Pfeiffer Vacuum, Germany) main-
tains the required pressure. The sample gas is supplied through a
1/16" capillaty (internal diameter of 250 pum), which passively
meters the flow based on the pressure difference between the
reaction region of the HiKE-IMS (8 mbar) and the gas mixing setup
(1000 mbar). By adjusting the capillary length, the sample gas flow
rate is set to 11.7 mL min . With this arrangement, changes in E/
N and water concentration within the reaction region should not
affect the ion source, ensuring that a well-defined reactant ion
population is maintained throughout all measurements.

All generated ions are then transported to the end of the
reaction region by Erg/N and subsequently introduced by the
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tristate ion shutter’® into the drift region, where the ions are
analysed based on their ion mobility. Drift gas is introduced at
the end of the drift region with a constant flow rate of 12 mL
min ' (related to a pressure of 1013.25 hPa and 293.15 K) by a
mass flow controller (F-200DV-ABD, Bronkhorst Nord, Germany).
It is important to consider that the drift region can also affect the
ion chemistry by fragmentation of product ions or dissociation of
ion-neutral clusters. In this work, a high reduced drift field
strength of 120 Td is chosen, while the reduced reaction field
strength is varied between 20 and 120 Td. The high E/N in the drift
region can lead to significant ion heating and thus affect the
observed ion populations. This effect is especially important when
the E/N in the drift region exceeds the reduced reaction field
strength, which is the case in most experiments of this work. This
has important implications when the intermediate reaction adduct
[RI + A]" is not short-lived but somewhat stable at the set E/N in the
reaction region, but not in the drift region. In this case, dissocia-
tion of the adduct either to the reactant ions or to the product ions
cannot be excluded, with the branching ratios given by the relative
reaction rate coefficients for the individual dissociation reactions.
More detailed descriptions of both instruments, as well as their
most relevant operating parameters, can be found in Section S1.

Method for experimental determination of reaction rate
coefficient. As outlined in the Introduction, in bimolecular
reactions like proton transfer between H;O' and a neutral
analyte A, forming a protonated monomer AH' and a water
molecule, the reaction rate can be described by the product of
the reaction rate coefficient k,,s and the particle densities of
both reactants, [H;0'] and [A], as expressed in eqn (7).

d[AH*] _ d[H;0]

= S S kaHOAL ()

Since ion densities in IMS are usually lower than those of
neutral analytes,** the analyte concentration [A] remains relatively
unchanged by the reaction, allowing the treatment of proton
transfer as a pseudo-first order reaction. The ion densities of
H;0" after the reaction time ¢ given as [H;0'], can be described
as an exponential decay function multiplied with its ion density
before the reaction (¢ = 0) given as [H;0']y, as shown in eqn (8).

[H;0"],, = [H30"]oe el (8)

Charge conservation implies that the initial reactant ion density
equals the sum of reactant and product ion densities after the
reaction. Solving eqn (8) for the reaction rate coefficient leads to
eqn (9), which demonstrates that determining reaction rate coeffi-
cients requires knowledge of reaction times and relative intensities
of reactant and product ions from ion mobility spectra, alongside
the known analyte vapor concentration. Since peak areas in an ion
mobility spectrum correspond to the underlying charge and thus
number of ions, they effectively represent relative intensities.

[H:07],,

1
Ko = AL 10g<[H30+LR+[AH+LR> ©)

In the instrumental setup, reaction times are determined by
the reactant ions’ residence times in the reaction region,
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calculated as the ratio of the reaction region length to drift velocity.
Field-dependent ensemble drift velocities of H;0'(H,0), and
NO'(H,0),, are determined by recording ion mobility spectra at
each E/N value from 20 and 120 Td in steps of 1 Td, extracting peak
positions via Gaussian fitting. This provides the relationship
between E/N, residence times in the reaction region, and effective
temperatures. Note that such experiments only need to be con-
ducted once for a given reactant ion species.

Next, neutral analytes are introduced to the reaction region
with a constant, known vapor concentration. Ion mobility
spectra are recorded at varying E/N in the reaction region from
20 and 120 Td in steps of 1 Td, influencing the ion-neutral
reactions. Extracting the peak areas of reactant and product ions
yields their relative intensities, which, combined with the other
experimental data, allows for the calculation of reaction rate
coefficients using eqn (9). It is important to note that this
approach assumes a uniform distribution of neutral analytes in
the reaction region, neglecting boundary effects of gas flows at
the interface between ion source and reaction region. A constant
analyte concentration during the residence time of reactant ions
in the reaction region is a standard implicit assumption in SIFT-
MS and PTR-MS kinetics,*>?® where the neutral population is
assumed to exceed the ion density and is continuously replen-
ished by the sample gas flow. The reaction therefore proceeds
under pseudo-first order conditions, and analyte depletion by
reaction can be neglected to a good approximation. Additionally,
it is assumed that dopant gas is only present in the ion source
and sample gas solely in the reaction region. Also, the approach
assumes consistent ion losses across all ion species during
transport through the HiKE-IMS. This assumption is justified
because all ions traverse the same reaction and drift region under
identical electric fields and are injected into the drift region via a
tristate ion shutter, which eliminates mobility-dependent discri-
mination as known from classical Bradbury-Nielsen gates.**"”
Radial ion losses discussed in IMS literature occur primarily in
the millisecond range,*®*® whereas drift times in HiKE-IMS are
only a few hundred microseconds. To assess whether radial
diffusion could nevertheless introduce species-dependent trans-
mission differences, we calculated transverse diffusion coeffi-
cients Dr using the generalized Nernst-Einstein relation Dy =
KkgTr/q, where Ty is the transverse ion temperature. For context,
the effective ion temperature is related to the longitudinal and
transverse temperatures by Teg = 1/3Ty, + 2/3Tr, ie. Tr < Tegr
under our conditions."" For the most diffusive ions (H;0" and
NO'), the resulting radial diffusion lengths remain well below
2 mm at 120 Td in the drift region (see Section S7). Given that this
length remains more than an order of magnitude below the drift
tube radius of 21 mm, diffusion-driven ion losses at walls and
mobility-dependent transmission differences are expected to be
negligible, and remaining transmission effects can be treated as
approximately species-independent.

Chemicals. The chemicals benzene (CAS: 71-43-2), toluene
(CAS: 108-88-3), and p-xylene (CAS: 95-47-6) were purchased from
Sigma Aldrich Germany and used without further purification.

The sample gas is enriched with the analytes using the
permeation method using a gas mixing setup explained in
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detail in a previous publication.*® Purified dry air is supplied
using a zero-air generator (JAG, JAGZAG600S) and appropriate
additional filters as described in earlier works."’

Modelling. In order to gain a deeper understanding of the
found reaction rates for different reactant ions and analytes, we
also conducted quantum chemical modelling of the ionisation
processes using a modelling pipeline reported previously.*' For
both PT and CT, we model the first step of the ionisation
process as the formation of a reaction complex composed of the
charged reactant ion and neutral analyte, which can also
dissociate again:

RI' + A 2 [RI' + A] (10)

In principle, within this reaction complex, charge transfer
(either by proton or electron transfer) can occur

[RT" + A] 2 [RI +A"] (11)

followed by dissociation of the reaction complex towards the
charged analyte:

[RI+A'] 2 RI+A" (12)

This formalism is slightly more general than the one out-
lined in the Introduction. Here, additional to the initial asso-
ciation rate/equilibrium and the final dissociation rate, the
height (or existence) of the barrier within the reaction complex
plays an important role (see Fig. 2).

Further, we consider the different hydration states and their
interconversion of all ions, i.e., the reactant ions, the reaction
complexes, and the ionised analyte:

M'(H,0), + H,0 = M'(H,0),44 (13)
ky k,
A +RI* < [A+RI]* —— A*+RI

7y
+ thermochemistry

B ¥

complex
stability

single reactive
complex

pot. energy

initial reaction final
association complex dissociation
rxn. coord.

Fig. 2 Exemplary potential energy surfaces for proton and charge transfer
including one (blue) or two (orange) reaction complexes.
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Note that all non-covalent complexes can exist in multiple
conformers, which, under thermal or activated conditions,
likely interchange rapidly. See Section S3 for the full reaction
schemes considered. While we cannot derive a closed form for
the overall rate coefficient in this case, the limiting cases
described above serve as important comparison.

To model the reaction rate coefficients for these reactions,
we first used the ORCA programme package**** to use density
functional theory, applying the ®B97X-D3(BJ)/def2-TZVPP level
of theory, to obtain the structure, thermochemistry and elec-
trostatic properties of all species involved. For all three model
analytes, we only considered one protonation site, namely the
energetically most favourable one as reported in the literature
for benzene,*® toluene,*” and p-xylene,*® see Scheme 1. We also
only consider one conformer per reaction complex for simpli-
city. Here, we pick the lowest energy conformer after exemplary
sampling different complex arrangements. We further refined
the electronic energies using the DLPNO-CCSD(T)/def2-TZVPP
level of theory. Here, we found that the T1 diagnostic for closed-
shell calculations is always below 0.0156, and for open-shell
calculations, it is always below 0.0221, validating the single-
reference character of our calculations. All structures (xyz files)
are available in the ioChem-BD database (see Data availability
statement). We then used MobCal-MPI 2.0*° to determine the ion
mobilities and effective temperatures of all species as a function
of E/N in order to relate the amount of ion heating to the field
strengths applied. We chose the ©B97X-D3(BJ)/def2-TZVPP level
of theory as it was shown to yield the most accurate mobility and
thus effective temperature results using MobCal-MPL>® which is
important as the reaction dynamics are strongly influenced by
the ion temperatures. Furthermore, the original work on the
®B97X-D3 functional benchmarked the mean absolute errors for
proton affinities at 1.29 kecal mol~ ' and for noncovalent interac-
tions at 0.41 kecal mol ', which are sufficiently accurate for the
present work.

The reactions (10)-(13) proceed either via loose or tight
transition states (TSs). Association and dissociation reactions
proceed via loose TSs, i.e., without a barrier. These rates can be
modelled using theories like the SACM theory,>">* where the ion-
neutral interaction potential is either described by an ion-dipole
or ion-induced dipole potential, depending on which is more
dominant for a given neutral analyte. The rates are then com-
puted through assuming a centrifugal barrier, which depends on

H H CH,

benzene toluene p-xylene

Scheme 1 Structures of the protonated analytes considered in the mod-
elling. All analytes show a o-bond between the proton and a carbon from
the benzene ring, breaking aromaticity.
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the energetics and properties of the system. Tight TSs, i.e., those
with a barrier, can be modelled by first optimising the structure
of the stationary point and then using standard transition state
theory (TST, ie., the Eyring equation®®) to determine the rate
coefficient from the molecular properties. To this end, the
minimum energy reaction path between reactant and product
structures was mapped using the nudged-elastic band (NEB)
method®® (climbing-image variant) as implemented in ORCA.
The highest energy structure found on the reaction path is close
to the true TS and was thus used as initial guess for a TS
optimization (usually only a few optimization steps are needed).
Structures were confirmed to only have one imaginary frequency
corresponding to the reaction coordinate. The explicit expres-
sions for the SACM and transition state theory rate coefficients
are provided in Section S5. Other approaches, such as RRKM/
master-equation (ME) modelling, are often regarded as the gold
standard for reaction kinetics. However, for the present purpose
of capturing qualitative trends, SACM offers a computationally
efficient framework, as the rate coefficients can be directly
derived from molecular properties without requiring explicit
density-of-states calculations. Note that for the charge transfer,
the potential energy surface on which the reaction occurs is
diabatic because the reactants (NO" and B/T/X) can be well
described as a singlet state, while the products (NO® + B*"/T*"/
X*") each have an unpaired electron and thus are well described
as a triplet state. Here, we approximate the barrier by calculating
the minimum energy crossing point (MECP) of the adiabatic
singlet and triplet surfaces, as was done recently elsewhere.””

Quantum tunnelling effects are known to play a role in PT
reactions.”® In particular, PT rates are accelerated due to
quantum tunnelling when compared to treating the proton
classically as done in TST. Yet, we did not include quantum
tunnelling effects as these go beyond the scope of this work and
only affect a small number of reactions (see below).**

The described formalism has been used previously to
study ion-neutral reactions at elevated reduced electric field
strengths and has been validated against experimental data by
comparing modelled and measured reaction product distribu-
tions (ie., not directly comparing rate coefficients).*"**”
Here, we further implemented a pressure dependency of
the computed rates via a simple Lindemann-Hinshelwood
treatment.’®*° To this end, the pressure-dependent rate
coefficient, k;y, is described as a combination of a unimole-
cular high-pressure rate coefficient, k.., and bimolecular low-
pressure rate coefficient, k,, as

e R A (14)

while the high-pressure rate coefficient coincides with the TST
or SACM rate coefficients, the low-pressure rate coefficient
depends on the collision frequency, v.on, and the portion of
the analytes that have an energy above the barrier height, P(E >
Ey). In the so-called strong collision limit, the low-pressure rate
coefficient can be written as:*°

kO = VCUII'P(E > EO)

(15)
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Fig. 3 Reaction rate coefficient from the Lindemann—-Hinshelwood treat-
ment ki (solid line) in comparison with the unimolecular high-pressure
rate coefficient k., (dashed line) and the bimolecular low-pressure rate
coefficient kq (dotted line) for the HsO*(H,0) — H3O™ + H,O dissociation
at 303 K, over a pressure range of 1-1000 mbar.

The collision rate depends on the reduced field strength and
can be computed through the field-dependent collision cross
sections, Q, determined through MobCal-MPI 2.0 as:**

4 |8kpTesr
Veoll = 7\ —— —

Q(Terr) N
3 U (Terr)

(16)
where kg is Boltzmann’s constant, u is the reduced mass of the
ion-bath gas pair, and N is the particle density of the bath gas,
which is proportional to the pressure. P(E > E,;) can be
computed from the internal density of states, p(E), and the
internal partition function, Qi, of the analyte via:

OO

E
P(E > Ey) = p(E)e kTardE

(17)
intJ Ey
and depends on the effective temperature as well. Fig. 3 shows
the pressure dependency exemplarily for the H;O'(H,0) —
H,0" + H,0 dissociation. Note that the actual rate coefficient is
always lower than the high-pressure rate coefficient obtained via
TST. This is in line with our previous observations, namely that
we had to scale down our computed (fragmentation) rate coeffi-
cients when obtained via TST to match experimental data.>”
Finally, we can model the overall ionisation yield by numer-
ical integration of the coupled reaction rate equations corres-
ponding to the networks outlined in the SI for the given reaction
time, ie., the drift time of the reactant ions through the reaction
region. More details of the used numerical integration scheme can
be found in our previous publication.** Given the ion population
distribution at the end of the reaction time, we can use eqn (9) just
as in the evaluation of the experimental data.
Three-dimensional molecular structures were prepared
using Avogadro.*” All plots and kinetic data visualisations were
produced in Python using Matplotlib.*?

Results and discussion

To accurately determine the reaction rate coefficients for pro-
ton transfer of the model analytes with H;0'(H,0), and charge
transfer with NO'(H,0),,, it is essential to selectively provide
these reactant ion species at high purity. The mass spectra
obtained by coupling the developed ion source to the PTR-QMS
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300 are shown in Section S1, demonstrating that both
H;07(H,0), and NO*(H,0),, can be selectively formed.*®**

With the confirmed selective supply of reactant ions, the
reaction kinetics of proton and charge transfer of the model
analytes with H;0'(H,0), and NO'(H,0),, can now be explored.
This is achieved by coupling the developed ion source with a
HiKE-IMS (see Section S1). As discussed above, we first experi-
mentally determine the field-dependent drift velocities to calcu-
late the reaction times and effective temperatures of the reactant
ions depending on E/N. As expected, Fig. 4(a) shows that the drift
velocities of the reactant ions strongly increase with E/N, exceed-
ing the mean thermal velocity at high E/N. Consequently, the
residence times of the reactant ions in the reaction region
(Fig. 4(b)) substantially decrease from about 600 ps to 100 ps.
This relationship between E/N and reaction time must be con-
sidered when analysing ion chemistry in HiKE-IMS.

Furthermore, increased drift velocities result in significant
ion heating, raising the effective temperatures of the reactant
ions well above ambient temperature to a maximum of 1400 K
for H;0" and 1500 K for NO". As discussed in the Introduction,
this increased effective temperature is expected to substantially
impact ion chemistry. With these correlations established, we
introduce the model analytes with a constant vapor concen-
tration of 200 ppby into the HiKE-IMS to further examine the
reaction kinetics of proton and charge transfer with both
reactant ion species. These concentrations are high enough
compared to the ion densities to ensure validity of the pseudo-
first order assumption, but also low enough to avoid secondary
reactions with neutral analytes such as proton-bound dimer
formation.

The obtained relative peak areas necessary for determina-
tion of the reaction rate coefficients are shown in Section S6.
These experimental data allow for calculation of the reaction
rate coefficients for the proton transfer of p-xylene, toluene and
benzene with H;O'(H,0),, and for charge transfer with
NO'(H,0),,. Leveraging the relationship between E/N and effec-
tive temperature, the observed reaction rate coefficients for
proton and charge transfer are plotted against effective tem-
perature in Fig. 6 and 8.

Proton transfer

Proton transfer from H;O' to the neutral analytes is exergonic
only if the neutral analyte has a higher gas-phase basicity (GB)
than the water molecule. Usually, it is assumed that proton
transfer occurs at each collision when the proton transfer is
exothermic by more than 25 KkJ mol ™, ensuring k, > k4
(association 1imit).®®"®> The calculated Gibbs free energy
changes (see Fig. 5) show that this should be the case if the
bare H;O" reacts with the three model analytes, for which the
overall reaction is strongly exergonic. Moreover, we only found
a single reaction complex (see Fig. S6 for structures), which is
quite unstable with respect to the final products, suggesting a
quick turnover and that k, > k_;, meaning that the overall rate
coefficient is well approximated by the association rate (asso-
ciation limit). This is confirmed by the modelled reaction rate
coefficients (see Fig. S12 for a detailed comparison). When the
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Fig. 4 Experimental data of the reactant ions HzO*(H,0),, and NO*(H,0),,
used for calculation of the reaction rate coefficients. (a) Drift velocities
compared to thermal velocities vy at 298 K and calculated (b) reaction times
and (c) effective temperatures. The ion source parameters are detailed in
Section S1. All other operating parameters according to Table S2.

hydrates of H;O" are involved, we find that ionisation proceeds
via a ligand switching mechanism (cf. Fig. 2 (orange PES) and
Fig. S6 for structures) where a water molecule is replaced by the
neutral analyte. In ionisation involving hydrates of H;0O", the
Gibbs energy change of the reaction depends both on the GB
and the Gibbs energy changes associated with hydration of
both H;O" and the protonated analyte.'® In these cases, not
only high GB, but also energetically favourable hydration of the
protonated monomer improves ionisation efficiency. Hydration
of H;0" can make ionisation more endergonic compared to
ionisation via bare H;O", potentially reducing ionisation effi-
ciency. This often results in lower sensitivity in IMS at high
water concentrations where the reactant ions form hydrates
with often several water molecules.®***

Due to their low GB, the investigated aromatic hydrocarbons
are not efficiently ionised by larger hydrates of H;O" present at
low E/N or low effective temperatures. Previous studies on their
ion chemistry in HiKE-IMS suggest that p-xylene and toluene
react with the monohydrate of H;0", present above 500 K, while
benzene requires bare H;0", present above 800 K, as it has the
lowest GB of the three model analytes."”*® With larger hydrates
of H;0", reactions are endergonic, as shown from the Gibbs
free energy levels in Fig. 5. Moreover, the reaction complex
where the analyte only acts as a neutral ligand, i.e., [RT" + A] is
quite stable compared to the dissociated reaction products,
rendering it a thermodynamic sink. This is amplified by the
fact that the expected multi-conformer nature of the reaction
complex lowers its Gibbs free energy level due to an increase in
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Fig. 5 Computed Gibbs energy levels for the reactants, products, and
intermediate reaction complexes of proton transfer from (A) HsO* and (B)
H3O*(H,O) with benzene, toluene, and p-xylene. Computed zero-point
energy levels can be found in Fig. S10.

entropy. This means that the reaction complex is not short-lived
and the limiting case (association limit) does not apply here.
Indeed, our modelling shows that the forward rate coefficient &,
is well below the reverse rate coefficient £, (Fig. S13) which
would correspond to the limiting case (limit 1) defined in the
Introduction, i.e., only the small portion of the reaction complex
formed in equilibrium (k;[A]/k_,) may react to the products. The
small values of k, are partially resulting from it describing a
tight transition state with low entropy (conformational change)
as opposed to the loose transition state observed for dissocia-
tion reactions. Moreover, the second reaction complex structure
[RI + A'] again has two reaction channels, namely back to the
initial complex [RI" + A] or forward to the products, further
slowing down the overall reaction turnover. Note that quantum
tunnelling effects could accelerate the transition over the barrier
connecting [RT" + A] and [RI + A'] within the reaction complex,
leading to a quicker equilibration between them. Yet, as the
threshold of the dissociated products is well above the internal
PT barrier, this should not significantly alter the overall rate. In
total, the reaction complexes for this system are stable enough
that they are predominantly formed under comparably low field
conditions (see Fig. S13). This means that the observed reaction
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rate coefficient will be below the limit 2 rate (association limit)
when hydrates of H;0" dominate the reactant ion population
(Fig. S15).

The computed Gibbs free energy levels suggest that this
effect should be more severe for benzene than for toluene and
pxylene: while the reaction complexes [H;O'(H,0) + A] show
similar stability for all model analytes (similar charge-r interaction,
¢f: Fig. S6), the increasing GB from benzene to p-xylene renders the
proton transfer from H;O'(H,0) less endergonic. In other words, a
stronger GB of the analyte leads to less stable reaction complexes
with respect to dissociation towards the reaction products, ensur-
ing more efficient reaction turnover. These data further suggest
that even higher hydrates of H;O', namely H;0'(H,0), and larger
cannot protonated the chosen model analytes efficiently, which is
why their reactions were not considered here.

From the used numerical integration scheme,*' we obtain
the ion population distribution at the end of the reaction region
for each E/N, consisting of H;0" and its hydrates as well as the
product ions (see Fig. S13).

At low effective temperature, the hydration of H;0O" leads to the
observed reaction rate coefficients being substantially lower than
the association rate (kjm) as shown in Fig. 6(a). For toluene and
pxylene, although proton transfer even with H;O'(H,0) is possi-
ble, the internal barrier between the reaction complexes, despite
its small height (see Fig. 5), slows down the overall conversion rate.

For benzene, in particular, the reaction rate coefficient drops
between 400 K and 600 K, because the simple formal kinetic
description is not valid anymore. In particular, larger adducts
(such as [B + H + 2H,0]") are mostly formed in the reaction

2.00
—— benzene PT (Koverall)
—-= benzene PT (Kiim2)
1.759 -=-- benzene PT (exp.)

toluene PT (Koverar)

toluene PT (Kjim2)

toluene PT (exp.)
—— p-xylene PT (Koveran)
1.254 —:= p-xylene PT (Kjin2)
—=—- p-xylene PT (exp.)

rxn rate coeff, k (1078 cm3/molec s)
=
o
o

1000 1200 1400

Terr (K)

Fig. 6 Modelled and experimentally observed (dashed line) reaction rate
coefficients for the proton transfer from HsO*(H,0), to p-xylene, toluene,
and benzene depending on effective temperature, including both the
modelled overall reaction rate coefficient (solid line) and the reaction rate
coefficient k;mz When assuming association limit (dash-dot line). The
analyte concentration was set to 200 ppby. The ion source parameters
are detailed in Section S1. All other operating parameters according to
Table S2.

400 600 800 1600
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region that are quite stable (see Fig. S13). These can form via B +
H;0"(H,0) but also via association of [B + H + H,0]" with water
molecules. Since [B + H + 2H,0]" can also dissociate back to the
reactants (B + H;0'(H,0)) quite easily, the overall conversion
rate is slowed down.

Hence, the deviation between ki, and the observed reaction
rate coefficients can be attributed to significant contribution of
ionisation through larger hydrates of H;O" with more compli-
cated reaction mechanisms (e.g. from additional adducts) and
the ignored interconversion (see above).

This is in line with the experimentally observed reaction rate
coefficients in Fig. 6(b), where a strong increase in the reaction
rate coefficients with increasing effective temperature can be seen.
This can again be associated with the thermodynamics affecting
the reaction turnover under certain conditions (here, particularly
at low E/N). Earlier studies on the reactant ion populations in
HIiKE-IMS have shown that H;0'(H,0) and H;O" can be observed
above effective temperatures of 500 K and 800 K, respectively.'®
However, since the earlier work included a coupling to a mass
spectrometer, additional dissociation of the hydrates within the
transfer stages cannot be excluded. Nevertheless, the observed
reaction rate coefficients depending on effective temperature are
in good agreement with expectations: as H;O'(H,0), forms the
monohydrate at 500 K, the observed reaction rate coefficients for
pxylene and toluene increase, and similarly for benzene when the
bare H;O" forms at 800 K. Since average cluster sizes decrease with
increasing E/N and effective temperature, a greater fraction of
reactant ions can ionise the analytes via proton transfer, resulting
in an increase in observed reaction rate coefficients even up to the
maximum effective temperature of 1400 K.

Given the high stability of the reaction complex for larger
hydrates of H;O" and the lack of any reaction complexes in the
experimental data, we turned to an investigation of the influence
of the drift region. Here, a reduced drift field strength of 120 Td is
applied, resulting in high ion activation and rendering most
adducts unstable. Indeed, our modelling results show that the
reaction complexes formed in the reaction region under low
reduced field strengths quickly dissociate in the drift region
(see Fig. S14). Importantly, this occurs with a branching ratio
determined by the rate coefficients k, and k_; evaluated at 120
Td. This means that more reaction complexes are formed in the
reaction region than reaction products are finally observed at the
end of the drift region.

To estimate the error this introduces in our formalism of
experimentally determining the total reaction rate coefficients,
we computed the rate coefficients considering the ion popula-
tions at the end of the reaction region (i.e., the true reaction rate
coefficient (see Fig. S15) and considering the ion populations at
the end of the drift region (observed reaction rate coefficient). As
can be seen in Fig. S15, there is a deviation between the reaction
rate coefficients for these two cases. However, a substantial
difference can only be observed for benzene (lowest GB) and
only at low E/N. In this range, in particular, the reaction rate
coefficients are very small anyways (see also the large standard
deviation in the experiment under such conditions), meaning
that the error introduced by the drift region setup is negligible.
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While the agreement is only qualitative, the modelled rate
coefficients reproduce the order of magnitude, the ordering (with
respect to the analytes) and certain shape aspects of the experi-
mental rate coefficients. At low effective temperatures, the abso-
lute reaction rate coefficients are very small, leading to
correspondingly weak ion signals and, consequently, large rela-
tive experimental uncertainties. On a logarithmic scale, these
relative fluctuations appear amplified, giving rise to noticeable
deviations from the theoretical prediction, despite the small
absolute differences. At intermediate T, systematic offsets can
arise from subtle differences in hydration equilibria or inter-
mediate stabilisation, for example, in the case of p-xylene, where
slightly reduced clustering in the experiment may yield higher
apparent reaction rate coefficients than predicted. In this context,
the absolute water concentration in the reaction region cannot be
determined with high accuracy at the operating pressure of 8
mbar, as small contributions from permeation through seals,
back-diffusion, or dilution effects may slightly shift the effective
hydration environment. At high effective temperatures, where
hydration is largely suppressed, and reactions approach the
association rate (association limit), the experimental and theore-
tical curves exhibit the same asymptotic trend.

Hence, the results on proton transfer with H;0'(H,0),, show
that reaction thermodynamics significantly influence the experi-
mentally observed reaction rate coefficients, especially the stabi-
lity of reaction complexes and overall Gibbs free energy change.
The difference in observed reaction rate coefficients among the
three model analytes can therefore be attributed in part to the
differences in their GB as well as the different stabilities of the
reaction complex compared to the final products.

Charge transfer

The charge transfer from NO' to the neutral analytes is exother-
mic if the ionisation energy (IE) of the neutral is below that of
NO. Again, hydration of the reactant ion, which can occur
especially at low E/N, leads to a more endergonic reaction,
potentially reducing ionisation efficiency of analytes with an
IE close to NO. Fig. 7 shows the Gibbs free energy levels of the
reaction steps involved for no hydration and with a single water
adducts. Generally, we find that hydration of the charge transfer
reaction complexes does not release significant energy as their
zero-point energy levels and Gibbs free energy levels are only
slightly below the levels of the bare reaction complexes. This
means that the pathway via hydrated NO" only plays a minor
role, and we will focus on the bare ion charge transfer path.

Here, the reaction complex is quite stable in the singlet
configuration ('[NO* + A]) but the corresponding triplet mini-
mum (°[NO*® + A™]) is very shallow. Again, it can be expected that
the Gibbs free energy levels of the reaction complexes are slightly
lowered by an increased entropy due to the expected multi-
conformer nature of these loosely bound species. Given this fact
and the structure of the two crossing surfaces (including the
intersystem crossing pathway), we will ignore the triplet state for
the following discussion and assume that the singlet state can
directly dissociate towards the reaction products (as well as back
to the reactants). See Section S3 for further discussion.

Phys. Chem. Chem. Phys.


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5cp03612g

Open Access Article. Published on 12 January 2026. Downloaded on 1/24/2026 10:33:19 AM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Paper
A) RI=NO*+ ey
0q === H N
1 I  —
' 1
=251 i i
|\} !
n 1
501 & —
n l’ / N
1! H) N
—75 A \‘\\ I II \—
\\-—’ J = benzene
—100 - v toluene
- —— p-Xylene
6 _125 1 T T T T T
i B) RI=NO(H,0)*
— O 7 8 o —-
~—" 1 =~ —
Q |
O =25+ I
< l’ -
—-50 == b TN
\Y 1 \
. ' h
] % L b
-75 \\\ HF Ny
‘\\\\ I
~100 1 -
L
_125 1 T T T T T
v B XX %D x
X # xv V‘“\ Xv )<v~
\ N * N Q
T @ 8

Fig. 7 Computed Gibbs free energy levels for the reactants, products, and
intermediate reaction complexes of proton transfer from (A) NO* and (B)
NO*(H,0) with benzene, toluene, and p-xylene. Transition states in (A)
correspond to the MECP of the singlet and triplet surface. Note that the
final products, Rl + A*, appear below the reaction complexes only due to
the entropy contribution in the Gibbs free energies. Computed zero-point
energy levels can be found in Fig. S11 and show an energy increase from
the reaction complexes towards the products. This also means that
quantum tunnelling could (if at all) only occur through the internal CT
barrier between the reaction complexes ([RI + Al*¥).

We applied the same modelling approach for the reaction
rate coefficients of the charge transfer as we did for the proton
transfer. The complete reaction scheme considered is given in
Fig. S4. As discussed above, a stable reaction complex can lead
to a reduced ionisation rate when compared to the association
limit. For the three model analytes considered here, the stabi-
lity of the reaction complexes with respect to the reactants is
very similar (corresponding to a ZPE level difference of about
1.5 eV, see Fig. S11), which is reasonable given that in all three
cases the charge located at the NO is stabilised via similar n-n-
interactions (see Fig. S7 for structures). However, the stability of
the reaction complexes with respect to the final products varies
greatly (c¢f Fig. 7) because of the different IE of the three
analytes. In particular, the reaction complex for benzene is very
stable, whereas the reaction complex of p-xylene is much
weaker. Therefore, for benzene, k, is very similar to k_; over
the whole range studied, whereas for toluene and p-xylene, &, is
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always greater than k_;, meaning more favourable ionisation
(see Fig. S16). It should be noted that in Fig. 7, the dissociated
products, RI + A", appear below the reaction complexes only in
terms of Gibbs free energy, owing to entropic contributions. The
corresponding ZPE levels (Fig. S11) instead show an increase in
energy from the reaction complexes towards the products. As a
result, quantum tunnelling may only affect charge transfer across
the internal CT barrier separating the two reaction complexes
([RT" + A] = [RI + A"]) but does not provide a tunnelling pathway
towards product formation.

At low E/N, the reaction complex will dissociate only slowly,
even for toluene and p-xylene and as such accumulate in the
reaction region. Only in the high E/N of 120 Td of the drift region,
these reaction complexes then dissociate quickly according to the
branching ratio k,/k_; at 120 Td. As we find this ratio to be quite
favourable for the product formation (¢f. Fig. S16), we finally find
very little deviation between the observed rate coefficients and the
association limit, see Fig. 8(a). Only benzene shows a lower
reaction rate coefficient due to the very small difference in IE
between benzene and NO. The high stability of its reaction
complex is also reflected in its experimental observation in pre-
vious studies.®® In terms of the influence of the drift region, we
again find that it only introduces a small error to the experimental
determination of reaction rate coefficients and only if the differ-
ence in IE between reactant ion and analyte is small (see Fig. S17).

Despite this, the modelling results highlight that the associa-
tion between A and NO" is the limiting step for reaction kinetics if
there is a significant difference in IE, which is why the association
rate coefficient is in good agreement with the observed reaction
rate coefficient for toluene and p-xylene. A similar finding has
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—-= benzene CT (Kiim2)

1.75 1 —-==- benzene CT (exp.)
N toluene CT (Koveran)
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Fig. 8 Modelled and experimentally observed (dashed line) reaction rate
coefficients for the charge transfer from NO*(H,0),, to p-xylene, toluene,
and benzene depending on effective temperature, including both the
modelled overall reaction rate coefficient (solid line) and the reaction rate
coefficient kymz When assuming association limit (dash-dot line). The analyte
concentration was set to 200 ppby. The ion source parameters are detailed
in Section S1. All other operating parameters according to Table S2.
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already been obtained for the proton transfer from H;O' to the
analytes, provided that the reaction is thermodynamically allowed,
which agrees well with typical findings from the literature showing
that proton and charge transfer can often occur at each
collision.**"%

Comparing the computed and experimentally observed reac-
tion rate coefficients (Fig. 8) yields a good qualitative agreement. In
particular, the order of magnitude is well matched and similar to
the proton transfer, an asymptotic behaviour towards high E/N can
be found, as the observed reaction rate coefficient approaches the
association rate. The comparison also suggests that the modelling
overestimates the increase in the association rate with reduced
field strength, as the asymptotic behaviour is more pronounced in
the experimental data. This has similarly been observed for the
proton transfer data. In contrast to proton transfer, no indication
of significant hindrance of the charge transfer resulting from
hydration at low E/N can be observed. Since the dissociation of
NO" hydrates requires a lower effective temperature due to the
lower hydration enthalpy of NO* (77.4 k] mol ')*' compared to
H;0" (133 k] mol 1),°® previous work has shown that the bare NO*
is present above 600 K. The modelling predicts that analytes with
larger difference in IE between the reactant and analyte should
exhibit higher reaction rate coefficients and approach the associa-
tion rate more closely. This trend is not reproduced experimen-
tally: p-xylene, for which the model predicts the highest rate
coefficient due to its IE, consistently shows the lowest experi-
mental rate coefficients. As the absolute NO' rate coefficients
remain relatively large (compared to H;O" reactions) at low Teg,
this deviation cannot be explained by signal-to-noise limitations.
Moreover, as hydration plays only a minor role for NO*, differences
in clustering dynamics are unlikely to account for this deviation.
Instead, the data indicate a systematic offset for p-xylene that is
conserved over the full T range, while the overall functional
dependence on T is well reproduced. This suggests that small
analyte-specific differences, e.g. in the experimental transfer effi-
ciencies—which are not represented in the simplified model--may
shift the absolute rate coefficients without altering their depen-
dence on Teg. At high T, where clustering is fully suppressed and
the reaction proceeds in the transition towards the collision-
controlled regime, the experimental trends for all three analytes
converge towards the same qualitative asymptotic behaviour pre-
dicted by the model. However, p-xylene retains the same constant
offset relative to benzene and toluene even in this regime, indicat-
ing that the discrepancy is not linked to a specific Tg range but
rather reflects a small, analyte-dependent systematic shift that is
beyond the resolution of the current model. On the other hand,
the differences between the experimentally observed reaction rate
coefficients are quite small (given the range of rate coefficients that
we find in the modelling). Therefore, this could point towards the
overall accuracy of the experimental method.

Conclusions

This work provides an in-depth investigation of the field-
dependent reaction kinetics on proton transfer from H;0'(H,0),
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and charge transfer from NO'(H,0),, to the aromatic hydrocar-
bons benzene, toluene and p-xylene based on experimental studies
using HiKE-IMS combined with quantum chemical modelling of
the ionisation processes. The results show that ionisation rates can
approach the association rates, i.e., every formation of a reaction
complex leads to ionisation of the neutral analyte, for example
when ionisation occurs via bare H;0" and NO' and given an
exothermic reaction. The association rates themselves are deter-
mined by the ion-neutral interaction potential and are analyte-
specific. More complex behaviour and thus a reduced ionisation
rate can be observed when the reactant ions form hydrates, as
internal barriers can slow down the reaction or the reaction even
becomes endergonic. In case of similar ionisation energies or
proton affinities between the neutral precursor of the reactant ion
and the neutral analyte, the intermediate reaction complex might
dissociate back to the reactant ions or towards the products with
significant contributions of both dissociation channels, which can
further slow down the ionisation rate as compared to the associa-
tion rate. Here, the stability of the reaction complex as determined
by the specific type of binding, plays an important role.

Generally, we find that an increase of E/N (and thus an increase
in the effective temperature) leads to a higher ionisation rate (and
thus efficiency), as (A) the reactant ions become less hydrated and
thus thermodynamically less stable, (B) the reaction complexes
dissociate more quickly and thus ensure a higher turnover rate,
and (C) the initial association rate increases due to the ion-neutral
collision dynamics. Thus, in general, for a constant reaction time,
the reaction at higher E/N would yield a higher ionisation yield.
Note that in the HiKE-IMS used in this work, however, the reaction
time decreases at higher E/N, so the ionization yield can decrease
in this case. The possibility that stable reaction complexes are
formed should always be kept in mind.

The quantitative field-dependent rate coefficients obtained in
this study offer direct guidance for optimising ionization condi-
tions in PTR-MS, SIFT-MS, and HiKE-IMS instruments. In parti-
cular, the data identify the E/N values at which ionization
proceeds at the collision limit, as the bare H;O' and NO'
dominate, thereby maximising ionization efficiency. The results
also show where hydration or complex stability can slow down
reaction turnover, highlighting operating conditions where sen-
sitivity loss is expected. Combined with computational insight
into intermediate stability and reaction barriers, this information
can be used to further optimize ion sources and drift regions that
minimize undesired cluster formation or promote the rapid
dissociation of intermediates, thereby improving overall signal
intensities and analytical performance.

These findings are not only limited to the reactant ions used
in this work but should also apply to NH," and O,"* ionising
neutral analytes via proton transfer and charge transfer, respec-
tively. Note that the model analytes investigated in this work
were chosen as these exhibit no significant reaction products
other than the protonated monomer and the radical cation and
thus particularly no fragments. For other analytes, particularly
when using O,"* as reactant ion, the fragmentation of product
ions can further complicate the product ion formation and
introduce an additional product branching.
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These results also highlight that the presented instrumental
modification to HiKE-IMS renders it a valuable tool for the
investigation of reaction dynamics of bimolecular reactions at
high effective temperatures, potentially providing more insights
into such bimolecular reactions in subsequent studies. Further,
the direct comparison of modelled and measured reaction rate
coefficients showing satisfactory agreement provides high con-
fidence to use the presented modelling approach in future work.
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