
© 2025 The Author(s). Published by the Royal Society of Chemistry Energy Adv., 2025, 4, 1295–1312 |  1295

Cite this: Energy Adv., 2025,

4, 1295

A sampling fault diagnosis method for power
battery data in cloud platforms based on a
ResNet–BiLSTM neural network

Yuntao Jin, Zhengjie Zhang, * Baitong Chang, Rui Cao, Hanqing Yu, Yefan Sun,
Xinhua Liu and Shichun Yang

As the basis for many functions of the battery management system (BMS) such as state estimation and

thermal runaway warning, stable sampling data are crucial for the safe operation of electric vehicles

(EVs). In this paper, a sampling fault diagnosis method for power battery data in cloud platforms is

proposed based on a residual network (ResNet) and bi-directional long short-term memory (BiLSTM)

neural network, which can effectively identify the abnormalities of the battery sampling data and

recognize the failure modes. Firstly, through the analysis of fault data and sampling circuits for real EVs,

four typical failure modes are selected to complete the fault injection experiments. The physical

simulation model of the fault circuit is established, and the corresponding mathematical empirical model

is condensed. Then, based on the understanding of the abnormal data distribution pattern, the fault

diagnosis algorithms based on a threshold and the ResNet–BiLSTM neural network are developed,

respectively. Finally, the algorithms are introduced into the simulation dataset and real-vehicle dataset

for testing. The results show that both algorithms have high effectiveness and accuracy, with the latter

exhibiting strong fault diagnosis capability. In summary, the proposed sampling fault diagnosis method is

feasible and provides a theoretical basis for future multi-type fault diagnosis of BMSs.

1. Introduction

Due to global warming and the continuous consumption of
fossil fuels, electric vehicles (EVs) have become an ideal means
of transportation. As the key component of the EV power source,
the performance of the power battery is affected by the environ-
ment and evolves over time; thus, refined battery management
systems (BMSs) have become a research hotspot.1 Traditional
vehicle-side BMSs are limited by computing and storage capa-
cities and cannot run complex artificial intelligence (AI) models
to analyze the full lifespan data, while cloud-based big data
platforms have the advantages of easy expansion, strong stabi-
lity and integration of storage and computing. Therefore, end-
cloud collaboration is also considered to be the future develop-
ment trend of BMS technology.2

The cloud platform of power battery data normally accom-
plishes functions such as the state of health (SoH) estimation,
fault diagnosis and remaining useful life (RUL) prediction,
based on information uploaded from the vehicle, which require

accurate and real-time battery data as support.3 Among them,
in terms of the fault diagnosis of power battery systems, current
main research focuses on the fault types that occur for the battery
itself, such as internal short circuit, overcharge, over-discharge
and capacity loss.4 Li et al. developed a thermal runaway warning
algorithm for abnormal heat production using vehicle state,
driving behavior and local weather as inputs.5 Jiang et al. used
a state representation methodology (SRM) for battery fault diag-
nosis based on original cell voltages, which captured subtle
changes in the battery and enabled rapid fault identification.6

Zhang et al. built a deep learning fault identification model based
on a dynamical autoencoder using voltage, current, temperature,
state of charge and other signals as inputs, which comprised over
690 000 charging snippets from 347 vehicles’ battery packs.7

These studies have used popular data-driven techniques as
methodologies, while defaulting to the authenticity and reliability
of the data collected by sensors.8

However, in actual use, various factors may cause data to be
missing, damaged and misplaced such as vehicle/cloud-end
communication interruption, sampling signal failure and cloud
platform component abnormality.9 Due to the long-term opera-
tion and severe working environment, sensor faults are inevi-
table within the lifespan of a BMS, even though the probability
of fault happening is on the order of one part per million.10
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Therefore, it is essential to have a better understanding of
failure mechanisms of power electronic components and to
explore innovative approaches to increase the reliability of
power electronic circuits and systems.11 Cloud platforms can
usually interpolate and infill or directly reject the missing and
damaged data. However, misaligned data are often difficult to
directly distinguish from normal data, which can easily lead to
false alarms and distorted state estimation.12 In the field of
engineering, identifying signal errors caused by sampling faults
has become a critically needed function for cloud-side data
platforms. Currently, sensor fault diagnosis research is divided
into three stages: detection, identification and quantification.
All three stages are based on the establishment of a high-
fidelity model of the battery sampling circuit to explore the
failure mechanism of the system.13,14 Meanwhile, in order to
address the issue of fewer samples caused by the small prob-
ability of the failure event itself, researchers have already
generated customized failure sample datasets by establishing
physical simulation models or data-driven models of the
research object. It reached a balance between the number of
positive and negative samples and realized the development of
diagnosis algorithms.15,16

Throughout the lifespan of EVs, onboard sampling circuit
failures caused by bumpy driving, humid environments or
aging devices are extremely common, with specific failure
modes such as short or break circuits in wiring harnesses,
components or connectors. The most serious scenario such as
the direct breakdown of the sampling chip usually demon-
strates that the data cannot be collected on the vehicle or in the
cloud, and the failure would be directly detected by the system
at that time. It is out of the scope of research in this paper. This
paper mainly focuses on the abnormalities of sampling circuits,
aiming to reduce the impact on the BMS functions caused by
data acquisition errors. In Section 2 of this paper, different fault
injection simulation experiments are performed according to a
sampling circuit board of real-vehicle BMSs. The corresponding
failure physical models are established using MATLAB/Sims-
cape software, and the mathematical empirical models for
different failure modes are summarized. The experiments and

models provide a theoretical basis for the subsequent develop-
ment of sampling fault diagnosis algorithms. In Section 3, the
threshold algorithm for identifying anomaly patterns of data
and the deep learning algorithm for detecting anomalies in
temporal data are developed, respectively, and the algorithms
are tested and validated in a 30-vehicle-scale dataset for real
EVs. Section 4 presents the results and discussion, and the
conclusion is summarized in Section 5.

2. Experiments and models for
sampling fault injection

BMSs mainly monitor the voltage, current, temperature and
other signals of the battery. It can accomplish the functions
such as state estimation, charging/discharging control and
fault warning, improving the safety and life performance of
the battery system. The hardware of BMSs is mainly composed
of a main board, sampling board, battery disconnect unit (BDU)
and high voltage control board. Among them, the main board is
responsible for collecting the sampling data from the sampling
board and communicating with the vehicle through the low-
voltage electrical interface to achieve the energy management
and control of the battery system. The sampling board is
responsible for monitoring the sensor’s information such as
voltage, current and temperature, which are transmitted to the
main board. Advanced sampling boards are also equipped with
the function of battery equalization. As shown in Fig. 1, the
green line represents the flow of data transmission, the battery
data are collected and processed by the BMS, and then trans-
mitted to the cloud-based big data platform through the T-Box
on the vehicle-end in real time. The fault recognition algorithm
to be studied in this paper is deployed on the cloud-end, and
the goal of the algorithm is to online monitor for the existence
of similar sampling anomalies and issue an early warning.

The research object of this paper is a sampling board
equipped with a LTC6811 sampling chip, which is also widely
used onboard currently. It can simultaneously measure the
voltage of up to 12 cells, with a measurement range of 0–5.5 V

Fig. 1 Vehicle-end to cloud-end battery data transfer flow.
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per channel and an error of less than 1.2 mV. When the
sampling chip is in operation, the voltage difference between
each branch (i.e., C0, C1 and C2) and the reference ground, as
shown in Fig. 2(a), is equal to Usample,i in order of distance from
the reference ground from near to far. The difference calcula-
tion of adjacent measurements can be obtained as the cell
sampling voltage Ui as in eqn (1). In addition, Ubat,i is used as
the true terminal voltage value for each cell in this paper. With
normal sampling circuits, the terminal voltage of the battery
Ubat,i should be equal to the sampling voltage Ui. When a fault
occurs, the sampling voltage would be offset from the true
battery voltage.

Ui = Usample,i � Usample,i�1, (i = 1, 2, 3, . . ., 12) (1)

The sampling fault studied in this paper is mainly related to
the sampling board, and the present hardware topology of the
sampling board mainly has two kinds of ground filtering and
differential filtering, as shown in Fig. 2. The ground filtering
circuit connects all the filter capacitor branches of the cell to
ground, which reduces the crosstalk of different branch cur-
rents in the differential filtering circuit and increases the
voltage regulator diode in each branch to avoid the energy
impact when large current passes through. In practice, the
ground filtering is widely used because it can achieve better
voltage ripple suppression, even if the cost is higher.

This section mainly focuses on the more complex ground
filtering circuit to carry out fault injection experiments. The
experimental setup for simulating sampling faults is depicted
in Fig. 3, encompassing many components such as the constant
voltage power source (utilized for simulating battery inputs),
the sampling host computer and the BMS sampling board.
When employing the battery module for experimental pur-
poses, there is a potential risk to induce short circuits, leading
to fire or explosion. Therefore, this study initially employs a
constant voltage power source equipped with a safety circuit for
the simulation. Subsequently, utilizing a calibrated fault
model, this paper investigates the behavior of abnormal data
under real vehicle conditions. The experimental setup uses a
sampling board equipped with two sampling chips capable of
simultaneously collecting 24 channels of cell voltage data. In
this study, we specifically focus on conducting fault injection

experiments on 12 selected channels of voltage associated with
one of the chips, while the remaining 12 channels of grounding
are not subjected to investigation.

Based on the statistics and analysis of real-vehicle faults and
different device failure modes, the injection and evaluation of four
representative fault types, namely, sampling harness breakage,
equalization loop closure, filter capacitor breakdown and voltage
regulator diode breakdown, were completed, respectively. Further-
more, a simplified physical model was constructed according to
the topology of the circuit using MATLAB/Simscape software, and
the circuit analysis and modeling part of this paper can be found
in the Appendix. To streamline computations in the model, only
the first six cells’ voltages that were affected by faults were retained.
Building upon this foundation, a substantial dataset comprising
both fault and normal scenarios was generated through simula-
tions. This dataset serves as a valuable resource for training and
validating deep learning algorithms of anomaly detection. In the
following, we outline the simulation experiments of each type of
fault injection and elucidate the method used for establishing the
corresponding fault modes. The fault injection locations were
strategically chosen, focusing on the middle cells of the circuit
or selecting the first and last cells.

2.1 Sampling harness breakage experiment

Sampling harness breakage is the most common type of hard-
ware failure, which can be induced by failure modes (e.g.,
harness disconnection and connector malfunction) and erro-
neous welding practices (e.g., false welding and void welding).
In this paper, the experimental injection of faults for sampling
harness breakage is depicted in Fig. 4(a) at the marked location,
and in subplots (a) of Fig. 4–7, the fault injection positions are
illustrated using the scenario in which the fault occurs in the
middle cell as an example. The fault simulation can be achieved
by removing the chip ferrite bead situated on the second
branch of the sampling circuit. It is noteworthy that the chip
ferrite bead serves the purpose of suppressing high-frequency
noise and spikes on both signals and power lines, functioning
to absorb electrostatic pulses. The experimental results are
shown in Fig. 4(c). It is evident that, after disconnecting the
sampling harness, the voltage suspension of faulty branch
results in the equivalent of an unstable voltage source

Fig. 2 Sampling board hardware circuit topology: (a) differential filter circuit and (b) ground filter circuit.
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connected in series with the branch, leading to an increase in
the measured voltage. During this period, the measured vol-
tages across the first three branches are illustrated in eqn (2):

Usample;1 ¼ Ubat;1

Usample;2 ¼ Ubat;1 þUbat;2 þUoverhang

Usample;3 ¼ Ubat;1 þUbat;2 þUbat;3

8>>><
>>>: (2)

where Usample,i is the measured voltage of the ith branch, Ubat,i

is the true terminal voltage of the ith cell, and Uoverhang is the
overhang voltage at the open circuit. The sampled voltage value
of the corresponding cell is determined by the difference
between the voltages of two adjacent circuits, as shown in the
following equation.

U1 ¼ Ubat;1

U2 ¼ Usample;2 �Usample;1 ¼ Ubat;2 þUoverhang

U3 ¼ Usample;3 �Usample;2 ¼ Ubat;3 �Uoverhang

8>>><
>>>: (3)

Assuming that the cell voltage collected from the faulty
branch at this time is Un, where n = 2, 3, . . ., N � 1. The
physical model of fault injection is built using MATLAB/Sims-
cape software according to the hardware failure mechanism.
The simulation results can be aligned with experimental data,

leading to the derivation of a more universally applicable
mathematical empirical model, as shown in eqn (4).

Un � Ubat,n = Ubat,n+1 � Un+1 = Uoverhang (4)

Similarly, the cell voltages at the time of disconnecting the
first or last branches can be obtained through simulation, as
shown in Fig. 4(b) and (d), respectively. The first and last cell
sampling voltages in the above two disconnected cases are
respectively shown as follows:

U1 = Ubat,1 � Uoverhang (5)

Ulast = Ubat,last + Uoverhang (6)

where U1 is the sampled voltage displayed by the first cell and
Ulast is the sampled voltage displayed by the last cell.

2.2 Equalization loop closure experiments

In this paper, the sampling board is equipped with a passive
equalization circuit featuring a resistor shunt configuration.
Specifically, each cell is connected in parallel with a MOSFET
switch and a resistor in series branch. When the cell voltage
surpasses the threshold, the subsequent charging energy is
dissipated through the resistor. This method is characterized
by being cost-effective, easy to implement and particularly
suitable for low-power applications, albeit with the considera-
tion of residual heat generation. Transient overvoltage and

Fig. 3 Test bench of sampling fault injection.
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overcurrent may occur during the charging and discharging of
batteries, leading to potential sticking of MOSFET contacts due
to transient arc ablation. It has been indicated that contact
sticking can occur during both contact closure and contact
breakage, resulting in the persistent closure of the equalization
loop.17 During fault simulation, the MOSFET on the sampling
board can be replaced by a 0 O resistor. At this time, the
equalization dissipation resistor RB, the equalization detection
resistor RD and the third cell of the fault branch constitute the
circuit, and it is also necessary to take into account that the
wire resistance under the actual conditions (i.e., RL,2 and RL,3)
cannot be ignored. According to Ohm’s law, the current in the
equalization circuit can be obtained as follows:

IB ¼
Ubat;3

RB þ RD þ RL;2 þ RL;3
(7)

Kirchhoff’s voltage law is then used to calculate the mea-
sured voltages of the first four affected branches, respectively,
as shown in eqn (8).

Usample;1 ¼ Ubat;1

Usample;2 ¼ Ubat;1 þUbat;2 þ IB � RL;2

Usample;3 ¼ Ubat;1 þUbat;2 þ IB � RL;2 þ RB

� �
Usample;4 ¼ Ubat;1 þUbat;2 þUbat;3 þUbat;4

8>>>>>><
>>>>>>:

(8)

The sampled voltage value of the corresponding cell
is determined by the difference between the voltages
of two adjacent circuits, as shown in the following
equation.

U1 ¼ Ubat;1

U2 ¼ Ubat;2 þ IB � RL;2

U3 ¼ IB � RB

U4 ¼ Ubat;3 þUbat;4 � IB � RL;2 þ RB

� �

8>>>>>><
>>>>>>:

(9)

From the calculation results of eqn (9) and the experi-
mental results, it can be found that the voltage of the faulty
cell is lower than the reference voltage. Simultaneously, as
illustrated in Fig. 5(c), the voltages of the two adjacent cells
surpass the reference voltage, with the latter cell exhibiting a
more notable voltage shift. From eqn (9), a line resistance RL,2

of 0.1915 O for branch 2 and RL,3 of 0.2533 O for branch 3 can
also be calculated. The simulation results derived from the
fault physical model align with the experimental results,
enabling the extension to establish the mathematical empiri-
cal model for equalization loop closure faults, as illustrated in
eqn (10).

Fig. 4 Voltage values obtained from the fault injection experiment and physical model simulation for the sampling harness breakage: (a) location of the
fault injection for sampling harness breakage. (b) Experimental and simulated voltage values of the sampling harness breakage fault corresponding to the
first cell. (c) Experimental and simulated voltage values of the sampling harness breakage fault corresponding to the middle (i.e., second) cell. (d)
Experimental and simulated voltage values of the sampling harness breakage fault corresponding to the last cell.
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Un ¼
Ubat;n � RB

RB þ RD þ RL;n�1 þ RL;n

Un�1 ¼ Ubat;n�1 þ
Ubat;n � RL;n�1

RB þ RD þ RL;n�1 þ RL;n

Unþ1 ¼ Ubat;n þUbat;nþ1 �
Ubat;n � RL;n�1 þ RB

� �
RB þ RD þ RL;n�1 þ RL;n

8>>>>>>>>><
>>>>>>>>>:

(10)

The same principle is deduced for the case of an equaliza-
tion fault in the first cell, as shown in Fig. 5(b):

Usample;1 ¼
Ubat;1 � RB

RB þ RD þ RL;0 þ RL;1

Usample;2 ¼ Ubat;1 þUbat;2

8<
: (11)

The sampled voltage values of the abnormal cell 1 and cell 2
can be obtained as shown in the following equation:

U1 ¼
Ubat;1 � RB

RB þ RD þ RL;0 þ RL;1

U2 ¼ Ubat;1 þUbat;2 �
Ubat;1 � RB

RB þ RD þ RL;0 þ RL;1

8>><
>>: (12)

As shown in Fig. 5(d), when an equalization loop closure
fault occurs in the last battery cell, only its own voltage
measurement is affected, and the voltage value is as follows:

Ulast ¼
Ubat;last � RB

RB þ RF þ RL;last þ RL;last�1
(13)

2.3 Filter capacitor breakdown experiments

Sensors can encounter hardware failures. For example, a sensor
with poor connection is often short-circuited, and disconnec-
tion of the signal harness may trigger open-circuit faults in the
sensor. In addition, some special sensors may be subject to
external interference, resulting in inaccurate data when
deployed in complex environments.18 These issues are part of
a hardware failure of the sensor, which are not difficult to
notice when they occur.19 In the course of developing BMS
hardware, test engineers reported several instances under con-
ditions of rapid plugging/unplugging and excessive loads, such
as filter capacitor breakdown, voltage regulator diode failure
and other device malfunctions. Breakdown is a term used in the
field of electronic engineering, which mainly refers to a perma-
nent damage to the device when the external voltage exceeds its
nominal voltage. It usually results in a short circuit or discon-
nection of the device.

The RC filter in the sampling board is mainly to reduce the
interference of environmental noise on the voltage signal.
When the circuit is under normal operating conditions, the
filter capacitor is directly grounded equivalent to disconnec-
tion. Therefore, this paper mainly simulates the filter capacitor
breakdown into a short-circuit failure mode. Similarly, a 0 O
resistor is used to replace the filter capacitor of the corres-
ponding branch of cell 2, which is grounded at this time; thus,
the measured voltage is 0 V. When two adjacent regulator

Fig. 5 Voltage values obtained from the fault injection experiment and physical model simulation for the equalization loop closure: (a) location of the
fault injection for equalization loop closure. (b) Experimental and simulated voltage values of the equalization loop closure fault corresponding to the first
cell. (c) Experimental and simulated voltage values of the equalization loop closure fault corresponding to the middle (i.e., third) cell. (d) Experimental and
simulated voltage values of the equalization loop closure fault corresponding to the last cell.
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diodes are in the conduction state, the voltage difference between
the first branch and 0 V exceeds the forward conduction voltage of
the diode, denoted as Upos_lead, and the measured voltage is about
Upos_lead = 0.76 V. The voltage difference between the voltage of the
third branch and 0 V is greater than the reverse conduction voltage
of the diode, denoted as Uneg_lead, and the measured voltage is
about Uneg_lead = 7.5 V. The measured voltages of the first four
branches affected are shown in eqn (14), respectively.

Usample;1 ¼ Upos lead

Usample;2 ¼ 0

Usample;3 ¼ Uneg lead

Usample;4 ¼ Ubat;1 þUbat;2 þUbat;3 þUbat;4

8>>>>>><
>>>>>>:

(14)

The sampled voltage value of the corresponding cell is
determined by the difference between the voltages of two
adjacent circuits, as shown in the following equation:

U1 ¼ Upos lead

U2 ¼ �Upos lead

U3 ¼ Uneg lead

U4 ¼ Ubat;1 þUbat;2 þUbat;3 þUbat;4 �Uneg lead

8>>>>>><
>>>>>>:

(15)

Specifically, despite the inability of the voltage difference
between the fourth branch and the third branch to induce
reverse conduction in the diode, the sampling voltage sur-
passes the upper and lower protection limits configured for
the chip. Consequently, it is constrained to a range between 0
and 5.5 V. Similarly, the sampling voltages obtained from the
other branches subject to these limitations are as follows:

U1 ¼ 0:76 V

U2 ¼ 0 V

U3 ¼ 5:5 V

U4 ¼ 5:5 V

8>>>>>><
>>>>>>:

(16)

As shown in Fig. 6(c), the simulation results are consistent
with the experimental results. The physical model of the filter
capacitor fault is expressed as a mathematical empirical model.
The sampling voltage of the faulty cell remains at 0 V, while the
voltage of the preceding kth cell deviates by a magnitude of k
forward conduction voltages. Normal voltage levels are rein-
stated when the measured voltage falls below the cumulative
forward conduction voltages. Conversely, the voltage of the
subsequent kth cell deviates by k reverse conduction voltages,
until the normal value is restored when the measured voltage
is less than the cumulative reverse conduction voltages, as

Fig. 6 Voltage values obtained from the fault injection experiment and physical model simulation for filter capacitor breakdown: (a) location of the filter
capacitor breakdown fault injection. (b) Experimental and simulated voltage values of the filter capacitor breakdown fault corresponding to the first cell.
(c) Experimental and simulated voltage values of the filter capacitor breakdown fault corresponding to the middle (i.e., third) cell. (d) Experimental and
simulated voltage values of the filter capacitor breakdown fault corresponding to the last cell.
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depicted in eqn (17).

Usample;n�k ¼
Pn�k
i¼1

Ubat;i k �Upos lead 4
Pn�k
i¼1

Ubat;i

� �

Usample;n�k ¼ k �Upos lead k �Upos lead o
Pn�k
i¼1

Ubat;i

� �

Un ¼ 0

Usample;nþ1 ¼ Uneg lead Uneg lead o
Pnþk
i¼1

Ubat;i

� �

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

(17)

In this case, the cell sampling voltages can be further
derived as follows:

U1 ¼ Ubat;1 k �Upos lead 4Ubat;1

� �
U1 ¼ k �Upos lead k �Upos lead oUbat;1

� �
Un�k ¼ Ubat;n�k k �Upos lead 4

Pn�k
i¼1

Ubat;i

� �

Un�k ¼ 0 k �Upos lead o
Pn�k
i¼1

Ubat;i

� �

Un ¼ 0

Unþ1 ¼ 5:5

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

(18)

When the first cell is injected fault, except the first two cells,
the other cells have normal voltages. The faulty voltages are as
follows (as shown in Fig. 6(b)):

U1 ¼ 0

U2 ¼ 5:5

(
(19)

Similarly, after injecting the fault into the last cell, it can be
found that except that the first cell sampling voltage is normal,
the rest of the cell voltages are 0 V (as shown in Fig. 6(d)).

2.4 Voltage regulator diode breakdown experiments

In the case of overcurrent breakdown, the voltage regulator
diode generally appears as a circuit break. The sampling circuit
will be degraded to a differential filter circuit, and the over-
voltage breakdown will appear as a short circuit state. A
comprehensive exploration of these phenomena necessitates
both the experimental simulation and the model simulation. In
the fault injection experiment, the voltage regulator diode of
the third branch is replaced by a 0 O short-circuit resistor (as
shown in Fig. 7(a)). At this time, the potential of the two
adjacent voltage measurement points of the diode is the same.

Fig. 7 Voltage values obtained from the fault injection experiment and physical model simulations for the voltage regulator diode breakdown: (a)
location of the voltage regulator diode breakdown fault injection. (b) Experimental and simulated voltage values of the voltage regulator diode
breakdown fault corresponding to the first cell. (c) Experimental and simulated voltage values of the voltage regulator diode breakdown fault
corresponding to the middle (i.e., third) cell. (d) Experimental and simulated voltage values of the voltage regulator diode breakdown fault corresponding
to the last cell.
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The current through the circuit is as follows:

I3 ¼
Ubat;3

RRC;2 þ RD;2 þ RL;2 þ RRC;3 þ RD;3 þ RL;3
(20)

where RRC,i is the resistance value of the ith RC filter, RD,i is the
value of the ith equalization detection resistor, and RL,i is the
value of the ith sampling line resistor. The measured voltages of
the first four branches affected by the fault are as follows:

Usample;1 ¼ Ubat;1

Usample;2 ¼ Ubat;1 þUbat;2 þ I3 � RRC;2 þ RD;2 þ RL;2

� �
Usample;3 ¼ Ubat;1 þUbat;2 þ I3 � RRC;2 þ RD;2 þ RL;2

� �
Usample;4 ¼ Ubat;1 þUbat;2 þUbat;3 þUbat;4

8>>>>>><
>>>>>>:

(21)

The sampling voltage of the different cells can be obtained
by making a difference between two adjacent cells as shown in
the following equation (as shown in Fig. 7(c)).

U1 ¼ Ubat;1

U2 ¼ Ubat;2 þ I3 � RRC;2 þ RD;2 þ RL;2

� �
U3 ¼ 0

U4 ¼ Ubat;3 þUbat;4 � I3 � RRC;2 þ RD;2 þ RL;2

� �

8>>>>>><
>>>>>>:

(22)

The resulting mathematical empirical model is as follows:

Injecting a voltage regulator diode breakdown fault into the
first cell (as shown in Fig. 7(b)), the first two cells can be
sampled with the voltage as shown:

U1¼0

U2¼Ubat;1þUbat;2�
Ubat;1 � RD;0þRRC;0þRL;0

� �
RD;1þRD;0þRRC;1þRRC;0þRL;1þRL;0

� �
8><
>:

(24)

Injecting a fault into the last cell yields, the last two cell
sampling voltages are as follows (as shown in Fig. 7(d)):

U5 ¼ Ubat;5 þ
Ubat;6 � RD;5 þ RRC;5 þ RL;5

� �
RD;6 þ RD;5 þ RRC;6 þ RRC;5 þ RL;6 þ RL;5

� �
U6 ¼ 0

8>><
>>:

(25)

In summary, by conducting fault injection experiments and
replicating faults in the physical model, empirical mathematical
models corresponding to the four failure modes (i.e., sampling

harness breakage, equalization loop closure, filter capacitor break-
down and voltage regulator diode breakdown) can be developed.
This enables the generation of a substantial volume of simulated
failure data for subsequent algorithmic development. Meanwhile,
the method can also be used to explore other possible device failure
patterns. This paper only discusses the above four types of typical
failures that have occurred in the real vehicle and test process.

3. Sampling fault diagnosis algorithm

As shown in Fig. 8, the research in this paper follows the procedure
of ‘‘test–model–algorithm–validation’’. During this process, var-
ious new methods, including multidisciplinary simulation tools,
fault tree analysis and statistical modeling, are involved to enable
better fault diagnosis and mechanism traceability.20 After fault
injection experiments and data analysis of the sampling circuit,
the constant voltage source in the physical simulation model is
replaced with a higher accuracy second-order equivalent circuit
model to simulate a real battery. The mathematical laws obtained
from Section 2 are used to generate a simulation dataset for
algorithm development and validation. In this section, a
threshold-based sampling fault detection algorithm is first devel-
oped based on the data distribution pattern. And then, a deep
learning model based on the residual network (ResNet) and bi-
directional long-short term memory (BiLSTM) neural network is
built for realizing higher accuracy sampling fault identification.

3.1 Threshold-based detection algorithm

When the collected signal value of the sensor deviates from the
actual value, it can be assumed that the sensor has a fault.
Although design principles and circuit topologies are not the
same for different types of sensors, the signal patterns exhib-
ited by faulty sensors are similar. Sensor failures can be
categorized in various ways based on the severity of the failure
and its maintainability. This classification often involves dis-
tinguishing between soft and hard failures. In this paper, soft
failures (e.g., sampling harness breaks and equalization loop
closures) are explored, while hard failures are also addressed,
exemplified by filter capacitor breakdown and voltage regulator
diode breakdown. Faults are further categorized based on
different behavior modes and frequencies of occurrence, lead-
ing to a division into intermittent or permanent faults. Typi-
cally, soft faults manifest as intermittent issues, while hard
faults present as permanent malfunctions. Noteworthily, if
without an attended maintenance for a long period, soft faults
may evolve into permanent faults. Faults can be classified
based on their causes into various categories, including a bias

Un ¼ 0

Un�1 ¼ Ubat;n�1 þ
Ubat;n � RD;n�1 þ RRC;n�1 þ RL;n�1

� �
RD;n þ RD;n�1 þ RRC;n þ RRC;n�1 þ RL;n þ RL;n�1
� �

Unþ1 ¼ Ubat;n þUbat;nþ1 �
Ubat;n � RD;n�1 þ RRC;n�1 þ RL;n�1

� �
RD;n þ RD;n�1 þ RRC;n þ RRC;n�1 þ RL;n þ RL;n�1
� �

8>>>>>>>><
>>>>>>>>:

(23)

Energy Advances Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

5 
A

ug
us

t 2
02

5.
 D

ow
nl

oa
de

d 
on

 1
1/

30
/2

02
5 

11
:0

3:
26

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5ya00093a


1304 |  Energy Adv., 2025, 4, 1295–1312 © 2025 The Author(s). Published by the Royal Society of Chemistry

fault, an impulse fault, a drift fault, a periodic fault, an open
circuit fault and a short circuit fault. The causative factors and
behaviors of different failure types are detailed in Table 1.

According to Section 2, the data distribution pattern result-
ing from various failure types can be summarized. The sam-
pling faults are mainly characterized by the following features:

(1) Failure of adjacent battery cells. Since the cell sampling
voltage is obtained by differential calculations, the failure
of a cell at any position other than the first and last two cells usually
affects the sampling voltage calculation results of the adjacent cells.

(2) Similarity of voltage differential sequences. From the
mathematical model of sampling faults, it can be seen that the
difference between the voltage of each faulty battery and the

reference voltage has similarity (usually taken the median or
the mode of all cell voltages). Moreover, the sequence of voltage
differences at adjacent moments of each faulty cell also follows
a consistent pattern.

(3) Abnormal voltages could have fixed upper and lower
limits. Battery internal failures (e.g., capacity diving, internal
short circuits and electrolyte leakage typically) lead to a gradual
deviation of voltage data from that of normal cells. Unlike
stable voltage values at the upper and lower limits of 5.5 V and
0 V, these failures disrupt the expected voltage stability.

A threshold-based sampling fault diagnosis algorithm has
been developed on the basis of above laws, the flow of the
algorithm is shown in Fig. 9, and the pseudo code is shown below:

Fig. 8 The development of the sampling fault diagnosis algorithm in this paper, following the ‘‘test–model–algorithm–validation’’ procedure.

Table 1 The causative factors and behaviors of different failure types

Fault type Fault causes

1 Bias fault Stable deviations between the sensor output and the true value due to bias currents in the circuit, such as in this paper
when the sampling fault occurs at the non-start and non-end cells.

2 Impulse fault The sensor is disturbed by a certain pulse signal, such as a faulty connection between cells in the battery pack. An
abnormal pulse signal will appear when the vehicle vibration reaches a certain amplitude.

3 Drift fault Deviation of the output due to performance degradation, temperature drift, zero drift, etc., such as capacity diving and
electrolyte leakage of the battery.

4 Periodic fault Sensors disturbed by a certain periodic signal cause the measured value to show a periodic trend, typically occurring in
rotating components such as motors and bearings.

5 Open circuit fault Sensor outputs are maximized due to disconnection of the power source system, component damage, etc., such as the
filter capacitor breakdown and voltage regulator diode breakdown faults involved in this paper.

6 Short circuit fault Sensor outputs are close to zero due to component breakdown, device sticking, etc., such as the filter capacitor
breakdown and voltage regulator diode breakdown faults involved in this paper.

Paper Energy Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

5 
A

ug
us

t 2
02

5.
 D

ow
nl

oa
de

d 
on

 1
1/

30
/2

02
5 

11
:0

3:
26

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5ya00093a


© 2025 The Author(s). Published by the Royal Society of Chemistry Energy Adv., 2025, 4, 1295–1312 |  1305

Algorithm 1. Main algorithm of sampling fault diagnosis based
on the threshold

Result: Whether there is a fault in the sampling data (flag), and
the start and end points of the test data segment
(start_end_points).
Input: Voltage sampling data (volt).
Initialize: celllimit and timelimit represent the thresholds of
diffv_Z and dv_Z matrices, and voltup and voltlow denote the
upper and lower voltage limits of the volt matrix, respectively.
These parameters are determined using the 3-sigma principle,
according to which the original matrix is converted into a
matrix containing only 0 and 1 elements. hold_time represents
the shortest length that the faulty segment needs to satisfy.
(1) Take the median of all cell voltage data at each sampling
moment as the reference to obtain the inter-cell voltage dif-
ference matrix diffv, and then calculate the diffv to obtain the
corresponding Z-score matrix diffv_Z; use the voltage data at
the previous sampling moment as the reference to obtain the
time–difference matrix dv of cell voltages, respectively, and
then calculate the dv to obtain the corresponding Z-score
matrix dv_Z. The Z-score matrix is calculated using the fol-
lowing equation:

Z ¼ X � �X

S
where X is the original data, %X is the reference data (usually the
mean, which can be replaced by the median or the mode
depending on the actual scenario), and S is the standard
deviation.
(2) Traverse each element of the matrix and convert it to a
matrix containing only 0 and 1 elements according to the fol-
lowing rules:

diffv Zi; j ¼ 1 diffv Zi; j

�� ��4 celllimit

� �
diffvZi; j ¼ 0 diffvZi; j

�� ��o celllimit

� ��
dv Zi; j ¼ 1 dvZi; j

�� ��4 timelimit

� �
dv Zi; j ¼ 0 dvZi; j

�� ��o timelimit

� ��
volti; j ¼ 1 volti; j 4 voltup

� ��� volti; j o voltlow
� �� 	

volti; j ¼ 0 voltup o volti; j o voltlow
� ��

(3) Find the all-1 maximal rectangular region in the three matrices
of diffv_Zi, j, dv_Zi, j and volti, j, which only contain element 0 or 1,
respectively. Save the position of the upper-left corner of the region
max_pos and the size of the all-1 matrix max_size.
(4) The width of the all-1 matrix size is used to determine the
existence of adjacent cells, and the length of the matrix size is
used to determine whether the number of consecutive fault
sampling points exceeds the hold_time length. If the fault
retention time in matrices diffv_Zi, j and dv_Zi, j is greater than
that in hold_time, and the abnormal sampling dimension is greater
than 2, an alarm will be triggered. For matrix volti, j, as long as one
dimension of sampling triggers under the condition that the fault
retention time meets the requirements, an alarm will be issued.
(5) The results of the three matrices are evaluated for union,
and a sampling fault is considered to exist if one of the matrices
satisfies the condition.

The pseudo-code of finding the all-1 maximal rectangle in
the matrix mentioned in step 3 of Algorithm 1 is as follows:

Algorithm 2. Algorithm of finding the all-1 maximal rectangle

Result: The area of the all-1 maximal rectangle (max_area), the
position of the upper left corner (max_pos), and the length and
width of the coverage (max_size).
Input: A matrix consists of 0 and 1 with rows and columns m
and n, respectively.
Initialize m, n, heights, max_area, max_pos, and max_size.
for i from 0 to m:

Update heights for each column j using matrix [i][j]
Initialize stack with �1
for j from 0 to n:

while (stack not empty) & (heights [ j] o heights [stack
[�1]]):

– Pop the last element from stack as h
– Calculate w and update max_area, max_pos, and

max_size if necessary
Append j to stack

Return max_area, max_pos, max_size

The algorithm first traverses the matrix by rows and col-
umns, respectively, using a one-dimensional matrix of equal
width with the input matrix. This auxiliary matrix is used to
store a sequence of histograms with each row serving as the
foundation. Subsequently, a monotonically decreasing stack is
generated from this process. The height of the all-1 matrix to be
solved is the current stack top value, and the width is the index
of the current column minus the index of the top stack column.
If the stack is empty, the width is the index j of the current
column. The rectangle with the largest area is computed and
selected as the required anomaly fragment.

While the logic of the threshold-based algorithm is relatively
simple, it is imperative to determine the threshold size based
on the data distribution pattern of the actual fault. It should be
noted that various fault types may trigger the same threshold
alarm, posing a challenge in identifying the specific cause of
the fault. Therefore, it is necessary to develop a set of diagnosis
algorithms which can realize fault recognition and cause infer-
ence at the same time.

3.2 ResNet–BiLSTM-based diagnosis algorithm

With the development of AI technology, various deep learning
algorithms are continuously applied in the fields of image
processing, natural language processing and knowledge
mining. At the same time, some classical neural network
structures such as convolutional neural networks (CNNs),
recurrent neural networks (RNNs) and graph neural network
(GNNs) have emerged. Appropriate algorithmic models have
been developed to suit the needs of different scenarios.21

CNNs have been widely used in the fields of pattern classi-
fication, object detection and object recognition, which utilize
efficient convolutional computation to replace complex image
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feature extraction operations. The network is mainly composed
of convolutional layers, pooling layers, activation functions, etc.
By combining and arranging different layers, classical network
structures such as ResNet and the visual geometry group (VGG)
are created.22,23 The close connection between the CNN layers
and the ability to acquire spatial information make it particu-
larly suitable for image processing and understanding with
strong generalization ability and high computational efficiency.
Fig. 10(a) shows the network structure of a ResNet block, which
consists of a convolutional layer, a normalization layer (also
known as the batch normalization layer), an activation function
(also known as ReLU) and a residual feedback shortcut con-
nection. The design of the residual block avoids the phenom-
ena of gradient vanishing and gradient explosion when
deepening the layers of the network, and speeds up the con-
vergence of the network.

RNNs are mainly used to process time-series related data,
which is recursive in the evolutionary direction of the sequence
and is formed by all the recursive units being chained together.
Variant unit structures such as long short-term memory (LSTM)
and gated recurrent unit (GRU) have also been designed to
address the problem of temporal memory and dependence of
sequence data.24 On this basis, researchers have found that the
LSTM structure combining forward and backward processing can
better capture bi-directional temporal dependencies. This variant
is recognized as a Bi-LSTM network.25 In this paper, the structure
of the LSTM neural network is shown in Fig. 10(b). A pivotal
feature is the gating mechanism to control the information
transfer path, and the three gates need to be controlled as the
input gate it, forgetting gate ft and output gate ot, respectively.26

The gates in the LSTM unit are soft, which assume values
between 0 and 1. These values signify the proportion of

information that is allowed through. The functions of these three
gates are as follows:

(1) The forgetting gate ft controls the amount of internal
state ct�1 information forgotten at the previous moment;

(2) The input gate it controls the amount of saved informa-
tion about the candidate state c̃t at the current moment;

(3) The output gate ot controls the amount of information
passed from the internal state ct to the external state ht at the
current moment.

The three gates and the candidate states are computed as
follows:

~ct

ot

it

ft

2
6666664

3
7777775¼

tanh

s

s

s

2
6666664

3
7777775 W

xt

ht�1

" #
þ b

 !
(26)

Long-term memory determines whether historical informa-
tion needs to be absorbed, retained and discarded from the
training data through the gating strategy. Consequently, the
acquisition of important historical information in memory unit
c is stronger than short-term memory and weaker than long-term
memory. This characteristic enables LSTM neural networks to
enhance the performance compared to traditional RNNs.

In this paper, the measured voltage signal is affected by the
working conditions and noise. Solely relying on CNNs to extract
the correlation relationship of multiple cells would neglect the
inherent temporal characteristics of the voltage data itself.
While the RNN considers the temporal characteristics of vol-
tage, it is difficult to focus on the problem of adjacent cell
signal anomalies caused by sampling faults, and the network

Fig. 9 Flow of the threshold-based detection algorithm.
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itself may have gradient disappearance and gradient explosion
phenomenon in the process of model training. The voltage data
in this paper contains local spatial features pertaining to the
interaction between faulty cells and adjacent cells, as well as
multiscale-dependent temporal features. These aspects cannot
be extracted from the two kinds of features by a separate
network structure; thus in this paper, we construct the fault
diagnosis model by connecting the ResNet network and
BiLSTM network in tandem.27 The ResNet–BiLSTM fault diag-
nosis model constructed in this paper is shown in Fig. 10(c).
The structure of the model is sequentially as follows:

(1) Firstly, the algorithm stacks three residual blocks and
one max-pooling layer, which is designed to extract local
features. The residual block contains two sets of the 3 � 3
convolutional kernel layer, batch normalization layer and ReLU
activation function layer, and uses the shortcut mechanism to
accelerate model training.

(2) In order to capture long-term dependencies from a
sequence of local features, a Bi-LSTM layer is introduced to build
ResNet–BiLSTM networks following the ResNet layers. The model

is composed of a 2-layer bidirectional LSTM network, where a
single-layer LSTM network encompasses 128 hidden states.

(3) In Section 4, model ablation experiments illustrate that
the 2D ResNet–BiLSTM network effectively learns numerous
spatio-temporal features from the data. Furthermore, a dropout
mechanism is integrated into the final linear layer of the
classification network to prevent the model from succumbing
to overfitting.

The performance of a deep learning neural network model
has an important relationship with the hyper-parameter set-
tings. In this paper, the GridSearch technique is used to find
the optimization of the network parameters, and the finalized
parameter settings are as follows: batch size = 64, learning r
ate = 0.001, and optimizer = Adam.

4. Results and discussion

In this section, the proposed algorithm will be tested based on
simulation and real-vehicle datasets. The evaluation criteria for

Fig. 10 The brief architecture of the proposed ResNet–BiLSTM diagnosis model and its details of the module structure. (a) Residual block. (b) Long
short-term memory unit. (c) The brief architecture of the proposed ResNet–BiLSTM diagnosis model.
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the classification results will include accuracy, the F1-score and
the kappa coefficient. The indicators are calculated as shown in
the following equation, where TP is truely positive, TN is truely
negative, FP is false positive, and FN is false negative.

Acc ¼ TPþ TN

TPþ TNþ FPþ FN
(27)

P ¼ TP

TPþ FP

R ¼ TP

TPþ FN

8>>><
>>>: 


!yields

F1score ¼
2� P� R

Pþ R
(28)

The kappa coefficient, namely a kappa index of agreement
(KIA), is a value used in statistics to assess the multi-
classification effect. In practical applications, the range of value
is generally [0,1], and higher values represent better classifica-
tion accuracy achieved by the model.

p0 ¼

Pn
i¼1

xii

N

pc ¼

Pn
i¼1

xiþxþi

N2

8>>>>>>><
>>>>>>>:




!yields
KIA ¼ p0 � pc

1� pc
(29)

where xii is the element on the diagonal of the confusion
matrix, xi+ is the sum of all elements in row i, x+i is the sum
of all elements in column i, and N is the sum of all elements.

4.1 Tests on simulated datasets

In order to verify whether the proposed model can accurately
identify the sampling fault data segments without misreporting
other fault types as sampling faults, it is necessary to construct
a dataset containing different battery status and sampling
faults for the development of the algorithm. The mathematical
model of sampling faults is used to construct a simulation
dataset containing: all normal cells, the existence of the inter-
nal short circuit cell (connected an internal short circuit
resistor in parallel with the battery Rint model,28 abbreviated
as ISC in Fig. 11(b)), the existence of the aging cell (the capacity
of the cell is reduced to 75%–90% of the initial, abbreviated as
CF in Fig. 11(b)), sampling harness breakage, equalization loop
closure, filter capacitor breakdown and voltage regulator diode
breakdown, with a total of seven types of battery status. Each
type of battery generates 500 segments, respectively, and each
segment contains data of 6 cells of length 100. The simulation
dataset is divided into training and test sets at a ratio of 4 : 1,
where the training data comprises a comprehensive total of
2800 segments, and for the test data, 100 segments are ran-
domly selected from each type, culminating in a total of 700
segments. All the training and testing of the algorithms in this
paper are done on the same hardware devices, the CPU model
is i7-10875H with 16G RAM, and the GPU model is GeForce RTX
2060 with 6G RAM.

Ablation experiments are designed to explore the accuracy of
models composed of various algorithmic blocks. These experi-
ments aimed to assess the effectiveness of the algorithms

Fig. 11 The test results of the ResNet–BiLSTM neural network on simulated datasets: (a) the binary classification confusion matrices of threshold-based,
ResNet, BiLSTM and ResNet–BiLSTM algorithms. (b) Multi-classification confusion matrix of the ResNet–BiLSTM algorithm. (c) Accuracy of training and
test on simulated datasets per epoch.
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proposed by comparing the results of ResNet, BiLSTM and
ResNet–BiLSTM algorithms, respectively.29 The results of the
algorithms on the test set are shown in Fig. 11, where Fig. 11(a)
shows the binary classification confusion matrices obtained
from the experiments of the different algorithms on the test set
for determining whether a sampling fault occurs or not. Each
row of the matrix represents the number of samples for true
classification, and each column represents the number of
samples for predictive classification. The more samples falling
on the diagonal of each confusion matrix indicates the better
classification of the model. The results of the confusion matrix
are further quantified using the accuracy and F1-score indica-
tors as shown in Table 2, which shows that the results of the
ResNet–BiLSTM algorithm are significantly better than those of
the other three algorithms, with a classification accuracy of
98.86%. Table 2 also includes the most fundamental CNN-
LSTM algorithm as a benchmark for comparison, utilized to
analyze the ResNet–BiLSTM algorithm’s capability in character-
izing the time-space distribution characteristics of fault data.
The results likewise demonstrate that the ResNet–BiLSTM
algorithm exhibits marked advantages in both accuracy and
classification performance. The last two columns of the table
compare the computational time and model size required by
different algorithms for processing the test data. It is found that
the ResNet–BiLSTM algorithm achieves superior results without
significantly increasing the computational demand. Additionally,
the F1-score attains a value of 0.9868, which indicates that the
model is able to achieve excellent classification results and
sufficient stability. It is also found that the simplest threshold
recognition algorithm can also achieve high accuracy, and its
indicators are even better than the BiLSTM algorithm. Since the
threshold-based algorithm is unable to multi-classify the sam-
ples, the confusion matrices of the three neural network algo-
rithms are further subdivided into multi-classification confusion
matrices for seven types of data. Among these, the confusion
matrix of the ResNet–BiLSTM algorithm is shown in Fig. 11(b). It
can be seen that the true labels and the classification labels are
able to almost completely correspond to the main diagonal of the
matrix, indicating that the algorithms have good classification
ability for different fault types. The figure also shows that there
are no normal samples misclassified, which can greatly reduce
costs in real industrial application scenarios. Although 8 faulty
samples are misclassified as normal, they may still be recognized
by the fault diagnostic algorithm for the battery itself.30 Using the
KIA as an evaluation indicator of the algorithm’s multi-
classification ability, it is found that the ResNet–BiLSTM

algorithm is still better than the ResNet and BiLSTM algorithms,
which indicates that the algorithm has the ability to accurately
classify the failure modes. The inclusion of simulated internal
short circuit and capacity degradation fault data enables the
testing of whether the algorithm has the ability to distinguish
between sampling faults and battery faults. As can be seen from
the confusion matrix, the number of false alarms between
different fault types is relatively small. This is primarily attribu-
table to the fact that battery faults typically affect only a single cell
and induces sustained voltage outliers, whereas sampling faults
intermittently corrupt measurements across multiple channels
and frequently manifest distinctive anomalous values (such as
0 V). Fig. 11(c) illustrates the accuracy curves of the three neural
networks in the training and test sets. The ResNet–BiLSTM
algorithm obtains stable results at about the thirtieth epoch,
and its accuracy in the training and test sets is significantly
higher than that of the other three algorithms. In summary, it is
considered to have the possibility of being applied in practical
engineering applications.

4.2 Tests on real-vehicle datasets

The ResNet–BiLSTM neural network trained by the simulation
dataset was used for the real-vehicle dataset. Since filter capa-
citor breakdown and voltage regulator diode breakdown were
not found to be real occurrences on the real-vehicle for the time
being, 10 data segments of the normal battery, sampling
harness breakage and equalization loop closure were selected
for testing, respectively. Although real-vehicle battery packs
usually consist of numerous battery cells which are connected
in series and/or parallel configurations to meet the voltage and
capacity requirements, and the BMS also utilizes a single chip
to sample 6 adjacent cells with sequential numbers; thus, the
real-vehicle data are still intercepted as a 100 � 6 matrix for
testing. The real-vehicle datasets utilized in this study employ a
sampling interval of 30 s, which also constitutes the minimum
sampling frequency mandated by current standards. Employ-
ing more advanced sampling intervals of 1 s, 2 s, or 10 s enables
the acquisition of more comprehensive fault data and facil-
itates more stable model performance. Furthermore, based on
modeling and analysis of the fault circuit, it is revealed that
anomalous data associated with different fault types exhibit
fixed mathematical patterns. Consequently, the fault detection
algorithms trained in this work can be directly transferred to
scenarios employing other sampling intervals.

Fig. 12(a) shows the sampling harness breakage fault occur-
ring in the real vehicle. It can be seen that except that the
voltages of cell 1 and cell 2 deviate as outliers and exhibit
symmetrical deviations, all the other cells demonstrate consis-
tent behavior. Since the fault disappears at the end of the
segment, it is hypothesized that the fault may be due to poor
contact. As shown in Fig. 12(b) for the equalization loop closure
fault occurring in the real vehicle, cell 3 is shifted downward
about the reference voltage, cell 2 and cell 4 are shifted upward
about the reference voltage, and the shift amplitude of cell 2 is
obviously smaller than that of cell 4. Consequently, it can be

Table 2 Comparison of the classification accuracy of different algorithms

ACC F1-score KIA Time (ms)
Model
size (M)

Threshold-based 0.8829 0.8794 — 22.2311 —
ResNet 0.9643 0.9600 0.8850 118.3542 6.31
BiLSTM 0.8100 0.7629 0.7783 92.5617 4.09
CNN-LSTM 0.9443 0.9349 0.8533 102.1473 7.52
ResNet–BiLSTM 0.9886 0.9868 0.8917 121.2940 8.72
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considered that the fault is caused by the equalization loop
closure corresponding to cell 3.

Fig. 12(c) shows the test results of the threshold-based fault
detection algorithm, which achieves an accuracy of 86.67% on
the real-vehicle dataset, and 4 fault samples are not accurately
recognized in them. Fig. 12(d) illustrates that the accuracy of
the ResNet–BiLSTM algorithm reaches 96.67%, and its KIA
attains 0.9450. Importantly, no normal samples are erroneously
classified as abnormal. Since the occurrence of sampling
faults is a small sample event and the probability of a failure
vehicle is less than 0.1%, the accuracy achieved by the ResNet–
BiLSTM algorithm proposed in this paper on the real-vehicle
test set can meet the application requirements in real-world
scenarios.

5. Conclusions

In this paper, a cloud-based battery data sampling fault diag-
nosis method based on a ResNet–BiLSTM neural network is
proposed, and the algorithm can achieve high-precision sam-
pling fault type recognition relying only on voltage data in the
cloud platform. Firstly, this paper describes the operational
principles of commonly employed sampling boards. And, four
typical failure types, namely, sampling harness breakage,
equalization loop closure, filter capacitor breakdown and vol-
tage regulator diode breakdown, are chosen as the research
focus and analyzed in combination with real-vehicle fault data.
Fault injection experiments were carried out for each type, and
corresponding physical simulation models were established

using MATLAB/Simscape software. These models were utilized
to analyze the occurrence mechanisms of data anomalies, and
the corresponding mathematical empirical models were
derived for different fault types. After this, based on the under-
standing of the distribution pattern of fault data, a sampling
fault detection algorithm with a threshold was developed. Since
the threshold-based algorithm is unable to achieve classifica-
tion of different fault types, a ResNet–BiLSTM algorithm was
developed for sampling fault diagnosis, considering the spatial
distribution and time-dependent characteristics of fault data. A
dataset containing 3500 samples was generated for algorithm
training and testing using the summarized fault mathematical
model. Ablation experiments were devised to demonstrate the
efficacy of the algorithm proposed in this paper. The test
results reveal an accuracy of 98.86% and a KIA of 0.8917. These
findings indicate the potential suitability of this algorithm in
practical applications. To validate the performance of the
algorithm in real-world scenarios, we established a real-
vehicle dataset, which contains 10 fragments each for normal
operation, sampling harness breakage and equalization loop
closure, respectively. The ResNet–BiLSTM algorithm demon-
strates an accuracy of 96.67% and a KIA of 0.9450, indicating its
potential in practical applications.

The research on sampling faults in this paper follows the
steps of ‘‘test–model–algorithm–validation’’. The fault diagno-
sis algorithm developed can realize the accurate detection and
classification of sampling faults in the cloud platform without
increasing hardware redundancy. Furthermore, it can also
better support the BMS in accomplishing more complex tasks
such as state estimation and thermal runaway warning.

Fig. 12 The test results of the ResNet–BiLSTM neural network in real-vehicle datasets: (a) the sampling harness breakage fault occurring in the real vehicle.
(b) The equalization loop closure fault occurring in the real vehicle. The confusion matrices of (c) threshold-based and (d) ResNet–BiLSTM algorithms.
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