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imulations of sulfanilamide and
hexachlorobenzene mobility in soil organic matter

Lorenz F. Dettmann, a Oliver Kühn *a and Ashour A. Ahmed b

Soil organic matter (SOM) is a complex and heterogeneous molecular system, crucial for soil health and

ecosystem functioning. Therefore, the release of pollutant molecules into the environment poses

a significant environmental threat. Mechanisms that are governed by the interactions of these pollutants

with SOM at the molecular level remain largely unexplored. In this study, coarse-grained molecular

dynamics simulations were employed to investigate the behavior of hexachlorobenzene (HCB) and

sulfanilamide (SAA) in humic substance (HS) systems with varying compositions. Diffusion coefficients

indicated a strong influence of water on SAA, with SAA displaying higher mobility, whereas HCB

exhibited greater accumulation in the HS phase. Calculations of spatial distributions supported these

observations, showing that SAA is predominantly situated in the water phase, while HCB's interaction was

influenced by the hydrophobicity of the SOM system. Simulations in the microsecond range, which were

possible by the coarse-grained representation, revealed temporary trapping of SAA in the SOM matrix.

These were anti-correlated with water diffusion, while HCB's behavior was dominated by direct

pollutant–SOM interactions. In general, the coarse-graining approach provides novel insights into the

trapping processes of pollutants in SOM and offers a realistic representation of molecular interactions at

larger spatial and temporal scales. The proposed method enhances the understanding of pollutant

mobility in soil systems, thus enabling future studies on the ecological impact of pollutant–SOM

interactions.
Environmental signicance

Pollutants released into terrestrial ecosystems, including polar and non-polar organic pollutants, threaten soil functions and human health. Their chemical
stability enables them to evade natural degradation; however, their behavior in soil is not well understood due to its structural and chemical complexity. Soil
organic matter (SOM), which is rich in diverse functional groups, is a principal sorbent that governs pollutant mobility. In this study, we employ coarse-grained
molecular dynamics to investigate the diffusion of hexachlorobenzene and sulfanilamide within SOM of different compositions. Simulations in the micro-
second range provide mechanistic insight into interactions between pollutants and SOM and offer a transferable framework for investigating pollutant
dynamics in SOM.
1 Introduction

Soil organic matter (SOM) is a signicant soil component,
comprising decomposed plant and animal residues, microbial
biomass, and various organic compounds.1 It contributes to
improved soil structure stability, increasing its water inltration
and retention capabilities.2,3 By enhancing the soil's nutrient-
holding capacity, SOM plays a crucial role in maintaining soil
fertility and supporting plant growth.4 Furthermore, SOM
provides a habitat for soil microorganisms, which drive nutrient
cycling and the functioning of the ecosystems.5
cs, Albert-Einstein-Str. 23-24, D-18059

i-rostock.de

bert-Einstein-Str. 29a, D-18059 Rostock,

the Royal Society of Chemistry
The soil's ecological functions are endangered by the release
of chemical substances into the environment.6,7 Persistent
organic pollutants (POPs) are toxic chemical compounds with
a long lifetime, resulting from their resistance to degradation
through environmental processes.8 These compounds are
widespread in the environment and can be transported over
long distances through air and water currents.9,10 Moreover,
polar organic pollutants, such as pharmaceutical antibiotics
and personal care products, are of particular concern due to
their potential to cause harm to terrestrial ecosystems.11–13

Numerous studies have been carried out to investigate the
sorption of POPs and polar organic pollutants in soil using
experimental and theoretical methods.14–35

Understanding the interactions of pollutants within the soil
matrix and the properties of SOM is crucial for optimizing
remediation strategies, such as immobilization or bioremedia-
tion.36 Traditionally, SOM has been closely studied by obtaining
Environ. Sci.: Adv., 2025, 4, 2079–2090 | 2079
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so-called humic substances (HSs) via alkaline extraction, which
benets from standardized protocols and reference samples
provided by the International Humic Substances Society
(IHSS).37 Despite ongoing discussions about how accurately HSs
can reect native SOM,38–41 they remain the subject of research
aiming to systematically understand more about SOM forma-
tion, composition, and activities in diverse environments.42,43

From a theoretical viewpoint, computational chemistry
provides insight into processes at the molecular level and
expands the understanding of the pollutant–SOM interaction.
The modeling of SOM is challenging due to its heterogeneity
and complexity, which has led to the ongoing development of
various SOM models.44–55 The Vienna Soil Organic Matter
Modeler 2 (VSOMM2)56,57 was recently released, which allows
model systems of condensed phase HS to be generated,
following a building block approach. Based on elemental and
organic fractions as input parameters, heterogeneous systems
of HS with different compositions can be investigated, thus
approaching the properties of real SOM. These inputs (e.g., bulk
C to N ratios and fractions of aromatic, aliphatic, or acidic
functional groups) are commonly used to describe SOM
heterogeneity and serve as constraints on the generated struc-
tures, consistent with established practices in supramolecular
SOM modeling (see Gerzabek et al.58).

While such systems consisting of larger, supramolecular
structures can improve the accuracy of the models, the acces-
sible time and length scales of simulations may be compro-
mised. To reduce computational cost, coarse-graining
techniques are oen employed,59–62 whereby multiple atoms are
grouped into larger particles known as beads. This approach
sacrices atomistic detail for computational efficiency by
reducing the number of interactions that must be evaluated.
Coarse-graining strategies can follow either a top-down or
bottom-up philosophy: in the top-down approach, interaction
potentials are tuned to reproduce experimental observables or
macroscopic properties, whereas in the bottom-up approach,
they are derived systematically from atomistic simulations.60

Furthermore, several coarse-grained force elds have
emerged,63–65 including the widely used Martini model,66 which
provides pre-parametrized beads to represent common chem-
ical functionalities.

To apply the coarse-graining method to SOM systems, we
have developed a tool67,68 that converts systems generated by the
VSOMM2 from an atomistic to a coarse-grained representation,
using the Martini 3 framework.69 On the one hand, this enables
an abstraction of the SOM molecular structures, whose exact
shape remains unknown. On the other hand, the simulation of
diffusion processes in large SOM systems becomes possible,
thus accounting for the heterogeneous nature of interaction
sites of SOM. To the best of our knowledge, no molecular-level
study has examined the interaction between pollutants and
supramolecular SOM structures over extended time scales, with
a focus on their diffusion and distinct interaction sites.

The present study lls this gap by investigating the mecha-
nisms and key functional groups that drive the interaction and
trapping of POPs and polar organic pollutants in SOM at
a coarse-grained level of theory. Sulfanilamide (SAA) and
2080 | Environ. Sci.: Adv., 2025, 4, 2079–2090
hexachlorobenzene (HCB) were selected to represent distinct
pollutant classes and interaction modes with SOM. SAA is
a widely detected pharmaceutical with polar interaction sites,
making it useful for probing site-specic interactions with
carboxylic and phenolic moieties.15 In contrast, HCB is a legacy
POP with hydrophobic character that primarily partitions into
aromatic or black-carbon-like domains.50 Together, this pair of
pollutants represents complementary sorption mechanisms,
reects environmental relevance, and allows comparison to
previous studies. Their interactions with SOM model systems
were analyzed, the latter being represented by HSs from
different samples provided by the IHSS. Coarse-grained
molecular dynamics (CGMD) simulations were employed to
examine the mobility of pollutants in the SOM systems and
their interaction with SOM functional groups. The analysis of
the diffusion and trapping of the pollutant molecules within the
SOM matrix provided insights into the underlying processes
that govern their behavior in soil environments.

2 Materials and methods
2.1 Coarse-grained modeling approach

The parametrization of the coarse-grained pollutants and SOM
models was conducted within the framework of the Martini 3
force eld, which offers a wide range of available topologies for,
e.g., small molecules,70 biomolecules,71–74 or carbon mate-
rials.75,76 In previous work,67,68 coarse-grained SOM systems
based on VSOMM2 structures were introduced, employing an
automated parametrization approach for the generation of the
models. Validation of the coarse-grained models involved
matching the probability distributions of bonded interactions,
using the Swarm-CG tool,77 and reproducing thermodynamic
observables, specically transfer free energies.

The mapping of pollutant molecules was performed with
careful consideration of chemical functionality and molecular
symmetry. Martini 3 bead types were chosen to reect the
polarity and hydrogen-bonding capacity of functional groups,
aiming to reproduce experimental octanol–water partition
coefficients as a rst-order validation of solute–solvent inter-
actions. To this end, coarse-grained transfer free energies were
calculated using the Bennett acceptance ratio method,78 and
compared against experimental data if available. While the
Martini framework cannot fully capture directionality in
hydrogen bonding, it allows to approximate the overall parti-
tioning behavior relevant for environmental partitioning.
Bonded interaction parameters were further rened using
Swarm-CG, with atomistic MD trajectories of each pollutant in
explicit water serving as a structural reference during iterative
optimization. A detailed description of this protocol is included
in Section S1 of the SI.

The primary focus of the investigation is the mobility and
interactions of SAA and HCB in SOM systems, as captured by
CGMD simulations. Using elemental and carbon distribution
data on HS samples from the IHSS, ve characteristically
distinct HS systems were generated using VSOMM2 and
subsequently converted into a coarse-grained representation.
Guided by the principal component analysis of IHSS reference
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 1 HS samples from the IHSS, which are modeled and analyzed in this work. The elemental and organic fractions of the HS models were
used as input parameters for the generation with the VSOMM2. These include carbon (C), nitrogen (N), carbonyl, carboxylic (carbox.), aromatic
(arom.), acetal, hetero-aliphatic (hetero-aliph.) and aliphatic (aliph.) fractions

Identier HS sample Characteristics

Elemental and organic fractions

C N Carbonyl Carbox. Arom. Acetal Hetero-aliph. Aliph.

SOM I Elliot soil I (FA) High carboxyl and carbonyl content 0.5057 0.0272 0.1212 0.2525 0.3031 0.0101 0.0909 0.2222
SOM II Elliot soil IV (HA) Low carboxyl and carbonyl content 0.5951 0.0390 0.0100 0.1100 0.4100 0.0600 0.1400 0.2700
SOM III Leonardite (HA) High aromatic content 0.6381 0.0123 0.0800 0.1500 0.5800 0.0400 0.0100 0.1400
SOM IV Pahokee peat II (FA) Intermediate carboxyl and aromatic

content
0.5131 0.0234 0.0373 0.1936 0.4037 0.0621 0.1128 0.1905

SOM V Suwannee river II (FA) High hetero-aliphatic & aliphatic content 0.5234 0.0067 0.0495 0.1683 0.2178 0.0594 0.1584 0.3466
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materials conducted by Escalona et al.,79 we selected HS
samples that span distinct regions along the acidity and
aromaticity axes, thereby capturing the chemical diversity and
inherent heterogeneity of SOM within a concise and manage-
able set of models. Please refer to Table 1, and Tables S1 and S2
(SI) for further details regarding the HS systems, which
comprise information on the compositions and functional
group fractions.

As initial congurations, equilibrated SOM structures
derived from 20 ms long CGMD simulations from previous work
were adopted, in which different water contents were consid-
ered.68 To enhance the sampling of the interactions between
pollutants and HSs, the SOM systems with the highest water
content considered were utilized, corresponding to a heavy
atom fraction of water of approximately 0.567. Here, one coarse-
grained water bead represents four atomistic water molecules.
Each of the ve systems consists of 1600 VSOMM2 fragments,
with ve fragments per HS molecule and 5000 water beads.

The pollutants SAA and HCB were studied separately and
positioned into the different SOM systems. Each simulation
included a single pollutant molecule, representing a low envi-
ronmental concentration of the pollutant. Additional simula-
tions at higher pollutant concentrations are reported in Section
S9 of the SI. To ensure sufficient sampling of the different
interaction sites of the heterogeneous SOM structures, 20
simulations were conducted, in which the initial position of the
pollutant was varied. These positions were further rened to
ensure a minimum distance of 0.75 nm between the pollutant
and HS molecules, thus preventing initial articial trapping
within a local minimum of the SOM matrix. Therefore, the
pollutant molecules initially tended to interact with the HS
molecules from the water phase.
Fig. 1 Applied mapping to SAA (a) and HCB (b). The different colors
and labels respectively represent the corresponding mapped groups
and Martini bead types. Connolly surfaces of SAA (c) and HCB (d) are
depicted for the atomistic (cyan) and coarse-grained models (orange).
2.2 Computational details

The CGMD simulations were performed using the GROMACS
simulation package version 2019.4.80 Each system underwent an
energy minimization, followed by an NPT equilibration of 10 ns
and the production run, which lasted 1.5 ms. The temperature
and pressure in the systems were 298.15 K and 1 bar, respec-
tively. Further computational details and information about the
simulation parameters are provided in Section S2 (SI).
© 2025 The Author(s). Published by the Royal Society of Chemistry
Python packages were utilized to carry out the analysis,
including NumPy,81 Matplotlib,82 MDAnalysis83,84 and IPython.85

The molecular structures were visualized using VMD.86
3 Results and discussion
3.1 Pollutant parametrization

The assigned mappings for SAA and HCB are depicted in Fig. 1.
First, the available standard Martini bead types were used for
the atomic groups, including the aromatic moieties (TC5) and
the amino group (TN6d) of SAA. The bead types for the
sulfonamide group of SAA (Fig. 1(a) in blue) and for the HCB
groups (Fig. 1(b) in green) were then determined by optimizing
the octanol–water transfer free energies (DG), calculated with
the models, against the experimental energies. In addition, the
solvent accessible surface area (SASA) and Connolly surfaces
(Fig. 1(c) and (d)) were calculated from the atomistic pollutant
models to account for the reproduction of the molecular shape.
A comparison of the values is shown in Table 2.

The octanol–water values of the models closely matched the
experimental values in the range of kbTz 2.5 kJ mol−1, which is
considered to be a good agreement for a Martini molecule
parametrization.87 The resulting bead types for the sulfonamide
group and the HCB groups were P5 (strong polarity) and X1
Environ. Sci.: Adv., 2025, 4, 2079–2090 | 2081
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Table 2 Comparison of model predictions with experimental and
reference values for SAA and HCB. Octanol–water transfer free energy
values (DG) are compared to experimental values,88 while the solvent-
accessible surface area (SASA) values are compared to values from
atomistic simulations. The energy values are in kJ mol−1 and surface
areas in nm2. The experimental transfer free energies were derived
from partition coefficients

SAA HCB

Model Reference Model Reference

DG −5.27 −3.54 35.47 32.71
SASA 4.15 4.07 4.37 4.37
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(halogen, lowest polarity), respectively, correctly reecting the
polarity of the corresponding groups. In accordance with the
Martini 3 parametrization approach, no hydrogen bonding
label was applied for the bead representing the sulfonamide
group because it can act as both a donor and an acceptor.69 In
Martini, the hydrogen bonding labels can inuence the inter-
action with other beads to mimic an overall reduced or
increased attraction. However, it is important to note that the
information about the directionality of such interactions
cannot be reproduced by the coarse-grained model in any case.

The SASA values between the atomistic and coarse-grained
models of the pollutants can be considered to be in sufficient
agreement. The bond distance between the HCB groups ob-
tained from the Swarm-CG optimization was increased by
12.7% to achieve a better agreement of the SASA values and to
optimize the match between the Connolly surfaces of the
atomistic and coarse-grained model. Further information can
be found in Section S1 of the SI.

3.2 Diffusion coefficients

To assess the mobility of pollutants, diffusion coefficients were
determined based on the mean squared displacements (MSDs)
of SAA and HCB. Details regarding the calculation can be found
in Section S3 (SI). Fig. 2 presents the diffusion coefficients of the
water beads (blue), SAA (orange), and HCB (green) across
Fig. 2 Diffusion coefficients of the water beads (blue), SAA (orange),
and HCB (green) for the different SOM types.

2082 | Environ. Sci.: Adv., 2025, 4, 2079–2090
different SOM types. Please note that the error bars in Fig. 2 and
all following Figures containing bar plots are the standard
errors arising from the averaging over the 20 individual trajec-
tories for each case.

For each SOM system, the diffusion of SAA correlates with
that of water, with the highest diffusion coefficient observed in
the SOM II system. The strong inuence of water diffusion on
SAA suggests that SAA molecules either spend extended periods
in the water phase or remain in continuous contact with water.
The elevated water diffusion in the SOM II system can be
attributed to the system's more hydrophobic nature (low
acidity), which promotes local phase separation and results in
a more interconnected water phase,68 thereby facilitating higher
water mobility.

The overall diffusion of HCB is slower, reecting its high
accumulation potential in SOM.50,51 The lowest diffusion coef-
cient is observed in the SOM III system. This result aligns with
a theoretical study on HCB, which reported relatively low
diffusion in Leonardite humic acid (LHA),54 corresponding to
SOM III in this study. In contrast, in the SOM I system, HCB
diffusion closely matches that of water, indicating that HCB is
predominantly located in the water phase for this SOM type.
Conversely, SOM II exhibits the greatest disparity between HCB
and water diffusion, probably due to a strong accumulation of
HCB in the HS phase.

It is important to note that Martini coarse-grained simulations
are carried out without explicit frictional or stochastic forces,
unlike methods based on the generalized Langevin equation.89–91

This omission leads to articially accelerated dynamics, as the loss
of atomistic-level friction prevents proper dissipation of energy.
While such acceleration can be advantageous for exploring long-
timescale conformational changes, it compromises the accuracy
of real-time dynamics compared to atomistic models. Further-
more, the degree of acceleration may vary depending on the
coarse-graining resolution and mapping scheme. Several
approaches have been developed to quantify or correct for this
acceleration, including relative entropy methods,92,93 excess
entropy scaling relationships,94–97 biasing potentials98,99 and
assessments based on molecular roughness.100,101

Therefore, the absolute diffusion coefficients shown in Fig. 2
are not directly comparable to experimental values if such data
were available. Because coarse-graining in Martini models
typically accelerates dynamics by roughly a factor of 3–8,102

relative speed-ups of SAA and HCB are not expected to differ by
orders of magnitude. Nevertheless, the precise magnitude of
this articial acceleration may vary between the two models.
Moreover, the environmental heterogeneity in SOM (e.g., highly
charged vs. non-polar domains) may alter the effective friction
and thus the magnitude of the coarse-grained speed-up.
Consequently, direct comparison of their diffusion constants
should be limited to qualitative trends rather than precise
quantitative differences.
3.3 Coordination numbers

To assess the overall partitioning of the pollutants within the
SOM systems and its connection to diffusion behavior, the
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Coordination numbers of water (W) and HS beads around SAA
(orange) and HCB (green), averaged over the 20 trajectories for each
pollutant and each SOM type.

Fig. 4 Merged final frames from 20 independent replicas of SOM II.
Colored spheres mark the pollutant bead positions in each replica's
final frame; SAA: yellow in (a), HCB: green in (b). The brown (HS) and
translucent white (water) density isosurfaces were obtained by aver-
aging bead positions across the 20 final frames, then contouring at
a fixed threshold to indicate regions frequently occupied by HS and
water. The surfaces are replica-endpoint densities (not time averages);
pollutant spheres are not averaged. HCB endpoints predominantly fall
within HS-rich regions, whereas SAA endpoints are often in water.
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average coordination numbers of water and HS beads around
SAA and HCB were calculated and illustrated in Fig. 3 (see
Section S4 (SI) for details of the calculation). The coordination
number is a measure of how many beads of water or HS the
pollutant molecules are surrounded by. Note that one water
bead is representative of four atomistic water molecules.

SAA exhibits similar behavior across different SOM types,
with a slightly higher value for the HS beads in the SOM III
system. Compared to HS, the coordination number of water is
approximately four to ve times higher, indicating a relatively
low but non-negligible SAA concentration within the HS phase.
This explains the observed correlation between the calculated
diffusion coefficients of SAA and water in Fig. 2. Furthermore,
the results suggest that at high water contents, SAA diffusion is
primarily inuenced not by direct interactions with HS mole-
cules but rather by the structural and spatial arrangement of HS
molecules, which modulates the mobility and ow of the
surrounding water beads.

In contrast, the coordination number of HS beads around
HCB varies signicantly depending on the SOM type. The
highest value is observed for the SOM II (low acidity) and SOM
III (high aromaticity) systems. A notable contribution is also
evident in the highly aliphatic SOM (SOM V), while the lowest
coordination number is found in SOM I, which exhibits high
acidity. Overall, HCB has a higher concentration in the HS
phase compared to SAA, suggesting that HCB has a stronger
binding affinity to SOM. This distinct behavior of SAA and HCB
in the SOM II system is illustrated in Fig. 4. Unlike SAA, HCB
diffusion is strongly inuenced by direct HCB–SOM
interactions.

Interestingly, due to the low coordination number of HS
beads, SOM I constitutes an exception, displaying a relatively
low probability of HCB residing in the HS phase. This explains
why, in SOM I, HCB exhibits diffusion comparable to that of
water (see Fig. 2). Across all SOM systems, HS and water mole-
cules are not perfectly mixed; instead, larger interconnected
© 2025 The Author(s). Published by the Royal Society of Chemistry
water regions exist, as previously noted for SOM II. The size of
these regions is likely to be determined by the specic compo-
sition and arrangement of HS molecules. Particularly in SOM I,
HCB diffuses within this water phase rather than integrating
into the matrix formed by HS molecules, as identied from
simulation trajectories.

At rst glance, this behavior appears contradictory given
HCB's strong hydrophobicity. However, it is presumably caused
by the high polarity of the abundant carboxylate groups in SOM
I, which prevent HCB from being absorbed into the HS phase.
Moreover, the variations in coordination number across the HS
phase can be linked to the acidity of the SOM system. High-
Environ. Sci.: Adv., 2025, 4, 2079–2090 | 2083
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acidity SOM (e.g., SOM I) is associated with low hydrophobicity
of HS molecules, while low-acidity SOM (e.g., SOM II) exhibits
higher hydrophobicity. This emphasizes the crucial role of
HCB's hydrophobicity in its accumulation within SOM.
3.4 Interaction energies with functional groups

In order to characterize the interaction of the pollutants with
SOM in more detail, interaction energies between the pollutant
Fig. 5 Interaction energies (time-averaged) between SAA (a) or HCB (b)
further averaged across the 20 independent trajectories for every pollutan
ring (gray), and amino group (orange) are depicted for SAA. Green repre
stands for the Martini size of the bead, namely tiny or small, respectively.
representing electron-rich regions of a ring, which are denoted by the l

2084 | Environ. Sci.: Adv., 2025, 4, 2079–2090
molecules and HS functional groups were calculated and
plotted for the groups with the highest contributions to the
interaction (see Fig. 5), considering the whole 1.5 ms of each of
the production runs.

The negatively charged carboxylate groups exhibit the
strongest interaction with SAA in each system. Furthermore,
ketone, hydroxyl, phenol, acid anhydride, and aromatic func-
tional groups play an important role. Overall, the preference for
these functional groups can be explained by the hydrogen
and beads representing different functional groups (x-axis). Values are
t and SOM type. Proportions of the sulfonamide group (blue), aromatic
sents the HCB interaction energies. If available for a group, “T” or “S”
In the case of aromatic beads, a distinction is also made between those
etter “e”.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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bonding ability of SAA and the hydrophilic character of the
sulfonamide group. Conversely, the aromatic nature of SAA is
reected in the attraction to aromatic beads of the HSs, which is
the most hydrophobic functional group in Fig. 5 that appears
for SAA. The overall order for these groups is mostly determined
by their abundance within each SOM system.

Another notable feature of SAA is its site-specic adsorption
to the HSs, which is most apparent in the SOM III case when
comparing the contribution of the sulfonamide group (blue)
across different functional groups. The site-specic adsorption
is characterized by selective interactions of the aromatic ring or
sulfonamide group with specic functional groups or sites
within SOM. The ratio x = Eint,sulf./Eint,arom. of interaction
energies of the sulfonamide group compared to the aromatic
part with the amino group (gray + orange) in SOM III is as
follows for the ve depicted functional groups, quinone, acid
anhydride, aromatic, phenol, and carboxylate: 1.89, 1.94, 0.90,
1.88, and 2.36. This indicates, for example, a stronger attraction
of the sulfonamide group to the negatively charged carboxylate
groups (x= 2.36), and a higher attraction of the aromatic ring to
the aromatic parts of the HS molecules (x = 0.90). This feature
of SAA in the SOM interaction was reported by theoretical and
experimental investigations51,52 and is reproduced by the coarse-
grained model, thus further validating the present parameters.

In comparison, for HCB, signicant differences in the
distribution of functional groups are visible. The hydrophobic
aromatic and alkane groups show high contributions in every
SOM type. The SOM I case shows HCB exhibiting exceptional
behavior, whereby higher proportions of hydrophilic groups,
e.g., carboxylate and ketone groups, are also recognizable, but
where the overall values are also low. The higher interaction
energies occurring in SOM II and III underline the importance
of aromatic and alkane groups for the interaction of HCB with
the HS structures. Overall, the interaction energies reect the
Fig. 6 Visualization of trapping and release of an SAA molecule in the
representing the movement from start to end point in the respective tim
beads are omitted for clarity. (a) SAAmigrates from the bulk aqueous phas
stationary, illustrating its trapped state within the matrix. (c) Finally, SAA
phase (blue).

© 2025 The Author(s). Published by the Royal Society of Chemistry
strong hydrophobicity of HCB, which alters the distribution of
preferred functional groups compared to SAA.

3.5 Pollutant trapping

To explore the potential of HS structures to xate pollutant
molecules, an analysis of the trapping of the pollutants was
conducted. This could be realized using quantities such as
mean-rst-passage times103 or residence time distributions.104

However, these require systematically dened positions or
volumes within the SOM systems, which is impractical in light
of the large total number of trajectories. Instead, the time
intervals along the CGMD trajectories wherein the pollutant
molecules were xated were determined using the pollutants'
spatial displacements and a hidden Markov model105 (please
refer to Section S7 (SI) for details about the calculations con-
taining values of the displacements and identied trapping
times). This type of trapping interval, where SAA remains xed
in the SOM matrix for a certain time, is illustrated in the
trajectory snapshots in Fig. 6. The ratio of trapped to the total
simulation time (trapping probability) for the different SOM
types and pollutants is depicted in Fig. 7.

In the case of SAA, the trapping probabilities are relatively
high for SOM I, III, and IV. These systems exhibit a relatively low
water diffusion (please compare to Fig. 2), which correlates with
a higher probability of the molecules being trapped. In contrast,
a low trapping probability is visible for SOM II, which is most
likely connected to the high diffusion of SAA in this system,
caused by the higher water diffusion. It is therefore assumed
that the strong inuence of the diffusion of water on SAA,
indicated by the diffusion coefficients, is directly reected in the
probability of SAA being trapped in the SOM matrix, where
water diffusion and trapping probability are anti-correlated.
This is further supported by a strong negative Pearson correla-
tion (r = −0.90) between water diffusion coefficients and SAA
SOM I system. The SAA trajectory is color-coded from red to blue,
e interval. The HS molecules are depicted in brown, whereas the water
e (red) into the HSmatrix (blue). (b) Themolecule then remains virtually
escapes, moving from the trapped location (red) back into the water

Environ. Sci.: Adv., 2025, 4, 2079–2090 | 2085
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Fig. 7 Trapping probabilities of SAA (orange) and HCB (green) for the
different SOM types.
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trapping probabilities. The results further indicate that the
molecules do not follow a continuous diffusion, but rather go
through sequential intervals of trapping and free diffusion. This
behavior can only be observed using domain sampling methods
such as CGMD simulations, which are facilitated by the coarse-
grained representation of the molecules.

In contrast, the trapping probability of HCB correlates more
with the coordination numbers of HS beads, i.e., with the
probability of HCB being found in the HS phase (Fig. 3),
emphasizing the inuence of the direct interaction of HCB with
SOM on diffusion. The Pearson correlation coefficient between
coordination numbers and HCB trapping probabilities is r =

0.97, indicating a strong positive relationship.
However, the factors that inuence the diffusion of the

pollutant molecules in SOM appear to be complex. For example,
when comparing SOM III and IV, an interesting behavior
emerges: SOM III induces a much higher trapping probability
than SOM IV, although the diffusion of HCB is similar in both
cases. This suggests that the low diffusion of HCB can be caused
by different mechanisms, which would be either the direct
trapping of the molecule (SOM III) or the slowdown of the
molecules via the interactions with the HS molecules without
trapping (SOM IV). The difference between HCB and water
diffusion for the respective cases, which is higher for the SOM
III case, should probably also be taken into account here.
Furthermore, it is assumed that the high trapping probabilities
(above 0.5) are connected to the strong interaction between
HCB and the HS aromatic compounds. This is supported by
a complementary analysis of ring–ring contacts, which showed
that trapping events coincide with an increased frequency of p–
p stacking congurations (see Section S8 in the SI).

It is important to note that the SOM models used in this
work represent highly hydrated, diluted systems. As such, the
results concerning trapping and diffusion should primarily be
interpreted in the context of such hydration levels. Since water
facilitates molecular mobility, lower-moisture systems would be
expected to exhibit reduced diffusion rates and increased
trapping probabilities, particularly for polar pollutants such as
2086 | Environ. Sci.: Adv., 2025, 4, 2079–2090
SAA. Therefore, the observed interactions and mobility patterns
may differ under drier or more heterogeneous soil conditions.

Using the presented methodology, molecular-level insights
into how pollutants interact with SOM functional groups and
how SOM composition inuences pollutant mobility can be
revealed, which has further implications for remediation strat-
egies. Identifying preferential binding sites of pollutants can
guide the design of amendments that either immobilize
contaminants or enhance their degradation.106 Future studies
should aim to systematically characterize these binding pref-
erences and dene the conditions under which different
pollutants are stabilized or mobilized, thereby allowing
predictions of how amendments may alter these processes.
3.6 Implications of the Martini representation

The coarse-grained simplication that underpins the Martini
models accelerates simulations, but inevitably sacrices
chemical resolution and can lead to artifacts in the simulation
of the molecules. Many of the shortcomings of the Martini 2
force eld have been alleviated in Martini 3. For instance, in
Martini 2, the models' interactions caused an overstabilization
of biomolecular interactions for soluble107 and membrane
proteins,108,109 and also for carbohydrates.110–112 The conse-
quence was a too stable self-association in solution and an
exaggerated tendency of membrane proteins to aggregate.
Martini 3 alleviated this “stickiness” through a global repar-
ametrization of bead interactions,69,112 yet overcompaction for
intrinsically disordered or multidomain proteins was noted.113

A second artifact arose when very short bond distances or
mixed bead sizes were employed: the resulting high density of
interaction sites generated articial desolvation barriers and
overstabilized dimers.111 Contrary to previous versions, Martini
3 introduces a “size–shaped” mapping together with additional
new bead sizes, aimed to restore the correct molecular volume
and to improve the oil–water partitioning of small mole-
cules.69,112 This type of mapping was applied to all molecules
investigated in this study. However, although Martini 3 reme-
dies many of the deciencies identied in the earlier version,
one should continue to critically examine whether the remain-
ing approximations are acceptable for the physicochemical
properties under investigation.

Coarse-graining eliminates certain congurational degrees
of freedom and thus reduces the intrinsic molecular entropy. In
the Martini framework, this entropy loss is empirically
compensated by enhancing non-bonded interaction strengths
so that resulting free energies match reference experimental or
atomistic data. While this ensures accurate reproduction of free
energy differences, it distorts the enthalpy–entropy balance,
making coarse-grained interaction energies model-specic and
not directly interpretable as physical enthalpies.114–118 There-
fore, the absolute values in Fig. 5 should be interpreted with
caution and used in combination with non-energetic measures
such as coordination numbers (Fig. S6 in the SI). A more
rigorous treatment would involve calculating sorption free
energies, similar to the approach of Petrov et al.,119 who inves-
tigated small organic compounds in LHA systems using
© 2025 The Author(s). Published by the Royal Society of Chemistry
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atomistic simulations. This approach could also be applied to
drier SOM systems, which exhibit slower solute diffusion as
a result of reduced water activity.120,121 While this was beyond
the computational scope of the present study, such approaches
could be explored in future work to quantify specic pollutant–
SOM interactions in a statistically rigorous framework.
3.7 Comparison with literature

Experimental and computational studies have shown that HCB
and SAA become trapped in SOM, including reports of irre-
versible sorption into SOM voids.24,122,123 While the coarse-
grained HS model used here cannot represent the full struc-
tural and chemical complexity of natural SOM, it reproduces key
qualitative patterns of pollutant immobilization. This consis-
tency provides a mesoscale conrmation of known behaviors
and highlights the utility of coarse-grained approaches in
bridging molecular insight with environmental timescales.

Ahmed et al.51 combined sorption experiments with all-atom
MD simulations for simplied SOM models to show that HCB
binds more strongly to SOM than SAA, attributed to HCB's
hydrophobicity and aromaticity, which agrees with the calcu-
lated coordination numbers (Fig. 3) and interaction energies
(Fig. 5). In a related density functional theory (DFT) study,
Ahmed et al.52 demonstrated that water destabilizes SAA–SOM
complexes and that SAA shows a strong affinity for ionic sites,
consistent with the observations of the present study.

Furthermore, previous work indicates that SAA sorption onto
SOM is strongly composition-dependent.15,51 This behavior was
not observed in the present study, probably because the high
water content favored SAA partitioning into the aqueous phase.
Future work on varying water content or pH with coarse-grained
simulations may further clarify these differences. Regarding
HCB, DFT calculations on HCB–SOM interactions revealed that
it strongly binds to functional groups such as alkylated
aromatics, phenol, and lignin.50 In the present study, similar
contributions from aromatic, alkane, and phenol groups were
evident in the binding of HCB.
4 Conclusions

While pollutants continue to pose a persistent threat to terres-
trial ecosystems, their molecular–scale interactions with SOM
remain only partially understood, a gap this study helps to
address. Using CGMD simulations, we investigated the mobility
of SAA and HCB in SOM systems of varied composition.

Diffusion analysis revealed contrasting behavior: SAA fol-
lowed closely the diffusion of water beads, whereas HCB di-
splayed reduced diffusion except in systems with high
carboxylate content. Based on the calculation of coordination
numbers, the partitioning behavior of the pollutants indicated
that SAA's distribution between water and HS phases was nearly
composition-independent, while HCB accumulated in HS
matrices containing low carboxyl and low carbonyl content, or
high aromatic content.

Interaction-energy calculations revealed a preference of SAA
to carboxylate groups and other hydrophilic functionalities.
© 2025 The Author(s). Published by the Royal Society of Chemistry
Aromatic moieties also contributed, displaying a site-specic
interaction of SAA to HS. For HCB, interactions were domi-
nated by contacts with aromatic moieties, alkane chains, as well
as methoxy and acid-anhydride functional groups.

Analysis using a hidden Markov model resolved distinct
trapping states for both pollutants, encompassing xation
within the SOMmatrix and periods of free diffusion. The extent
of SAA trapping was anticorrelated with water diffusion,
underscoring the inuence of solvent mobility on its behavior.
In contrast, HCB trapping correlated with encounters with HS
molecules, indicating direct interactions with the HS matrix as
an immobilizing factor.

The coarse-grained approach employed here enables the
investigation of dynamic processes over extended time and
length scales, thereby complementing previous studies and
integrating into the current research framework of pollutants in
soil. The method offers broad potential for future applications,
including studies of varied SOM compositions, the integration
of other pre-parametrized pollutants from the Martini 3
framework, and the investigation of large-scale SOM structural
organization.
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