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Effect of thermal disorder on the electronic
structure and the charge mobility of acenes

Alessandro Landi, *a Francesco Ambrosio, *b Anna Leo, a Daniele Padula, c

Giacomo Prampolini d and Andrea Peluso *a

The effect of thermal disorder on the electronic structure and transport properties of two prototypical

organic semiconductors, naphthalene and pentacene, has been studied by combining molecular

dynamics simulations with ab initio electronic structure calculations. Our approach explicitly account for

the influence of thermal disorder on the site energy and on the intermolecular interactions. It is shown

that thermal disorder shifts the polaronic energy levels with respect to the perfectly ordered crystal and

stabilize charge localization, even in the case of pentacene, with a significant contribution provided by

local rearrangement of the first neighbours. Evaluation of charge mobilities, carried out by kinetic Monte

Carlo simulations, shows that site energy fluctuations play the most significant role in slowing down

charge diffusion, leading to computed mobilities which are in very good agreement with the

experimental ones.

Introduction

Organic semiconductors (OS) based on p-conjugated systems
are low-cost alternatives to inorganic materials, presenting
several advantages over them, such as easy manufacturing, the
possibility of finely tuning their physico-chemical properties for
the application of interest, bio-compatibility and flexibility.1–9

However, the main drawback of OS based devices is their lower
efficiencies with respect to their inorganic counterparts.10,11

Two key features characterize charge transport in organic
semiconductors: (i) low reorganization energies due to small
dielectric constants and (ii) large amplitude thermal motions,
which could significantly modulate charge mobility, by causing
time fluctuations of both molecular energy levels and the
electronic couplings between them.12,13

These peculiarities have led to uncertainties regarding the
actual mechanism of charge transport in OSs. In fact, even
though several theoretical approaches have been able to predict
results in good agreement with the experimental charge
mobility,14–19 neither the band-like mechanism nor the hopping
mechanism appear to be fully satisfying.12,16,20–25 Indeed, while
the former has been deemed unsuitable due to the short mean

free path observed in organic field-effect transistors,13 the latter
often overestimates charge mobilities and, when combined with
rate constants derived from classical Marcus theory, predicts a
temperature dependence that doesn’t properly align with the
observed trends.26 However, the correct temperature dependence
can be recovered by properly incorporating quantum mechanical
effects into the calculations of the hopping rates, leading to
mobilities which are no longer thermally activated,15,27,28 thus
indicating that the temperature dependence of mobility alone
cannot be used to discriminate between band-like and hopping
transport mechanisms. Moreover, mobility overestimation could
be accommodated by properly accounting for the effects of
structural disorder, due to defects and to large amplitude thermal
motion. Indeed, the fluctuations of the transfer integral, induced
by thermal motion of the molecules around their equilibrium
positions, have been considered the main factor limiting the
charge mobility of OSs,1,12 while, in this context, the effect of
thermal disorder on site energies have received relatively less
attention.29 Moreover, the polaron binding energy, i.e. the stabili-
zation of the localized charge upon reorganization of the molecule
bearing it and of the surrounding medium, is also influenced by
thermal disorder. In fact, not only a distribution of the polaronic
energy levels is expected but also the average binding energy can
be sensitively affected by disorder, which usually provides further
stabilization of the localized state with respect to the ordered
material.30

Herein, with the aim of better quantifying the effect of thermal
disorder and of the environment reorganization, for the first time
we combine molecular dynamics simulations based on quantum-
mechanically-derived force fields31,32 of neutral and charged
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molecules with advanced electronic-structure calculations to
calculate (i) polaron binding energies for localized holes at
room-temperature (ii) and charge mobility of naphthalene and
pentacene (see Fig. 1), two prototypical systems whose electronic
properties have been widely studied in the literature.16,18,33–39

Among the stable condensed acene molecules, they are those
with the largest (naphthalene) and the smallest (pentacene)
reorganization energies,40 and, therefore, represent the limit
cases for both charge localization and mobility. Our approach
allows for a definition of charge localization within a supercell
scheme, employing a Koopmans’ compliant density functional,
which, being essentially devoid of self-interaction error, ensures a
correct description of the extent and energetics of charge locali-
zation in the materials under study, taking simultaneously into
account the local rearrangement of the molecule hosting the
extra charge, the reorganization of the surrounding acene mole-
cules and the room-temperature disorder.

Although these effects have been addressed in some studies
on charge mobility, they are often considered in a more
averaged or simplified manner, without capturing the full
precision and detail emphasized in our approach. Even more
advanced theoretical frameworks, such as the transient locali-
zation theory,1,13,41 still approximately treat the energy distri-
bution via the top of the valence band and hence do not take
into account the actual polaron binding energy. The approach
adopted here also allows for a deeper understanding of the
effects which concur to determine charge localization in apolar
environments, such as those of typical OSs.

Indeed, in this work we will show that thermal disorder
shifts the polaronic energy levels with respect to the perfectly
ordered crystal, stabilizing charge localization, and that the
reorganization of the environment around the charged mole-
cule, evidenced by a contraction of the first neighbours towards
the charge, significantly contribute to polaron stabilization.
Those effects cannot be captured by implicit solvation models
and molecular dynamics simulations based on classical force
fields of neutral molecules. In fact, most of the previous studies
predict a vanishingly small contribution of the environment to
the global reorganization energy,42,43 whereas more recent
theoretical works suggest higher values of solvent reorganiza-
tion energies in apolar media.44–46

Finally, we consider both energy and coupling fluctuations
obtained by electronic computations to feed a Kinetic Monte
Carlo approach for the evaluation of charge mobility,47–49

where charge transfer rates are evaluated on-the-fly at full

quantum mechanical level (using Fermi’s Golden Rule). The
above approach shows that mobility decay with respect to
perfect crystal is primarily due to site energy fluctuations, while
electronic coupling fluctuations appear to have a minor effect.

Computational details

The structures of the molecules studied in this work have been
retrieved from the Cambridge Structural Database50 (CSD);
600187 and 1230799 are the CSD codes for naphthalene and
pentacene, respectively.

Classical molecular dynamics

Since in a related paper40 we have shown that classical mole-
cular dynamics (MD) with QM-derived force fields lead to
results in excellent agreement with much more expensive
DFT-based molecular dynamics (DFT-MD) simulations, in this
work we have decided to alleviate the computational burden by
performing single-point DFT calculations on top of snapshots
extracted by MD simulations.

We have first produced accurate intramolecular quantum-
mechanically-derived force field (QMD-FF) parameterization for
all the molecules under study (either in their neutral and in
their cationic form), adopting the JOYCE parameterization
protocol,31,32,51 which exploits a fitting procedure of the Hes-
sian matrix obtained at the same level of theory described in
the Section describing the Electronic couplings. In Section S1
of the SI, an extensive description of the parameterization
procedure has been reported. The description of the molecules
for classical MD simulations has been completed by combin-
ing the intramolecular QMD-FFs with Lennard-Jones para-
meters from appropriate OPLS atom types,52 and point
charges fitted following the RESP procedure.53 The resulting
force fields have been made available to the community in a
public GitHub repository (https://github.com/Alessandro
UniSa1/acenes_paper2025).

Using these QMD-FFs, we ran classical MD simulations with
the 2020.5 software.54 We generated a cubic 2 � 2 � 2 box,
adopting periodic boundary conditions and taking into account
long range electrostatic effects through the PME algorithm.55

We used an integration time step of 2 fs, imposing constraints
on the bonds involving H atoms through the LINCS
algorithm,56 adopting a modified Berendsen thermostat57 to
control temperature and a Parrinello-Rahman barostat to con-
trol pressure.58 The computational protocol consisted of an
initial steepest descent minimisation, followed by a slow NVT
heating procedure starting from 25 K, initially carried out
keeping aromatic cores frozen, and gradually releasing the
restrictions at 300 K. After equilibrating the system at the target
temperature in NVT conditions for 0.5 ns, we carried out a
production run in NVT conditions, for 2 ns.

In order to compute the quantities in eqn (6), we also need
to perform MD simulations for the systems bearing a positive
charge. To tackle this task, the geometry of an acene molecule
in the center of the 2 � 2 � 2 box used for the neutral system

Fig. 1 Structural representation of herringbone structure of (a) naphtha-
lene and (b) pentacene. Unique hole hopping paths (differing by symmetry)
are reported as blue arrows and identified by letter A, B and C.
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has been replaced with the geometry of the corresponding
acene in its cationic form optimized at the B3LYP/6-31G* level.
The charged molecule is then described with its own QMD-FF
in MD computations. Except from this, the same MD protocol
described above for the neutral system has been followed.

We noticed that, while classical MD simulations with larger
supercells would imply an affordable computational cost, we
limited our analysis to 2 � 2 � 2 supercells because of the
high computational overhead associated with hybrid DFT
calculations to be performed on top of the MD-produced
structural configurations. However, we have performed addi-
tional MD simulations for the charged naphthalene supercell,
considering a 4 � 4 � 4 supercell and no differences have
been noticed with respect to 2 � 2 � 2 supercell, see Section
2.2 in the SI.

Density functional theory calculations on periodic supercells

We perform DFT calculations using a Koopmans’ compliant
formulation of hybrid functionals: in particular, we use the
scheme based on the PBE0 family of functionals.59,60 The
fraction of Fock exchange fulfilling the generalized Koopmans’
condition for naphthalene and pentacene have been found to be
37% and 33%, respectively, in ref. 40. We note that this belongs
to a class of functionals that have been constructed61–64 to
silence the self-interaction error that affects standard semi-
local but also hybrid DFT.65,66 Therefore, the functional cor-
rectly describes the extent and the energetics of charge localiza-
tion in condensed phase, as previously observed for a plethora
of semiconductors and insulators.61–64 Calculations includes
non local-electron correlation via the self-consistent rVV10
scheme.67,68

Electronic structure calculations on the same supercells
employed for classical MD simulations are performed using
the freely available CP2K\QUICKSTEP package,69 in which core
electrons are described by analytical Goedecker-Teter-Hutter
pseudopotentials,70 while atomic basis sets are employed for
valence electrons. In particular, we use the MOLOPT double-
zeta polarized basis set71 and a cutoff of 600 Ry for the plane
waves. We take advantage of the auxiliary matrix method,
available in CP2K, which enables faster hybrid functional
calculations.72,73 We employ the cFIT3 basis set72,73 as auxiliary
basis to evaluate the two-electron integrals. For both naphtha-
lene and pentacene, the evaluation of hDEoxiR0

is carried out as
follows: we consider 50 structural configurations equally
spaced in time from molecular dynamics simulations of the
neutral supercell and we optimize the wavefunction for q = 0
and q = + 1; for the latter, we employ the unrestricted Kohn–
Sham formalism. Analogously, hDErediR+1

is estimated with the
same procedure employing structural configurations of the
polaron classical MD simulation (i.e. the MD simulation with
one charged molecule in the system).

Electronic calculations for electronic couplings

Since the self-consistent charge density-functional tight-
binding (DFTB), which we will use to compute supercell pho-
nons, vide infra, is known to severely underestimate electronic

couplings because of the minimal basis set used,16,74 equili-
brium geometries, normal modes, and vibrational frequencies
of naphthalene and pentacene in their neutral and cationic
forms were obtained at the DFT level using the B3LYP func-
tional with the 6-31+G(d,p) basis set, which has been proved to
yield sufficiently accurate results.16,75,76 Dielectric effects have
been estimated using the polarizable continuum model
(PCM).77 According to previous works, we have assumed e = 4
as the average value for the dielectric constants of the bulk
materials.78 The Gaussian package has been used for electronic
wavefunction computations.79

Evaluation of non-local electron-phonon coupling

Following previous works,16,80,81 we have represented the mode
M as a vector of Cartesian displacements QM = {xM

k }, so that Sij,M

can be expressed as:

Sij,M = rJij�QM. (1)

here, rJij is the cartesian gradient of the electronic coupling,
i.e. the derivative of the electronic coupling with respect to the
cartesian displacement of an atom k:

rJij ¼
@Jij
@xk

� �
; (2)

where the elements of the vector rJij are zero if displacements
xk do not belong to the molecules i or j. This approach is
particularly suited for the development of a fast protocol,
because the first term of the product (rJij) only includes 6NA

differentiations (where NA is the number of atoms in one
molecule) and the second term does not depend on the
electronic coupling, so it needs to be evaluated only once.

Supercell phonons

Supercell phonons have been calculated by employing the
DFTB method as implemented in the DFTB+ software
package.82,83 The 3-ob-1 Slater-Koster set parameters have been
employed.84 The atomic positions of the unit cell have been
optimized keeping the experimental lattice values fixed, using the
conjugate gradient method with a force threshold criterion of
10�8 Hartree per Bohr radius. We have used periodic boundary
conditions employing a 2 � 2 � 2 Monkhorst–Pack k-point
sampling scheme,85 as suggested in previous works.37,80,86 The
Lennard-Jones dispersion interactions87 have been included to
take into account the weak van der Waals interaction in the
crystalline phase. To investigate the phonon dispersion relations
in crystalline phases, we have employed the frozen phonon
calculation in which the sampling of the q-space relies on
calculation of second derivatives of the energy on sufficiently
large supercells. As suggested in previous works,80,88 a 2 � 2 � 2
supercell has been used. These latter calculations have been
carried out employing a 1 � 1 � 1 Monkhorst–Pack k-point
sampling scheme.

Charge transfer rates and mobilities

Franck–Condon weighted densities of states for FGR rates’
calculations have been computed by using a development
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version of the MolFC package89 available upon request from the
authors. The curvilinear coordinate representation of the nor-
mal modes has been adopted to prevent that large displace-
ments of an angular coordinate could reflect into large shifts of
the equilibrium positions of the involved bond distances. That
unphysical effect is unavoidable when using rectilinear coordi-
nates and requires the use of high order anharmonic potentials
for its correction.90–93

As discussed more into details in the SI, the rates used here
share the same formal origin as those implemented in
MOMAP94 by Shuai’s group: both are derived from Fermi’s
Golden Rule and evaluate a vibrational (Franck–Condon) cor-
relation function in the displaced-oscillator (Duschinsky), but
they differ from an implementative point of view; thus, where
numerical differences occur, they can be traced to the imple-
mentation differences.27,28,94

KMC simulations have been performed using an in-house
developed code95 similar to the algorithm described in ref. 96,
but (i) the computations of the rates of each step have been
evaluated by eqn (15) and (ii) only charge transfer processes
have been considered.97

When included, the influence of disorder on site energies
and electronic couplings is accounted for by introducing sto-
chastic variations at the start of each trajectory. In our KMC
framework, site energies and electronic couplings are stochas-
tically sampled from Gaussian distributions at the beginning of
each trajectory, with parameters derived from hybrid-DFT
analyses of MD snapshots (which by their very nature encapsu-
late dynamic thermal fluctuations in the molecular ensemble).
These values remain fixed throughout individual trajectories to
model static disorder per realization, but the overall mobility is
obtained by averaging over 20 000 such trajectories, each with a
different realization of the disorder, providing an ensemble-
averaged result that approximates the effects of dynamic dis-
order via the ergodic principle.98,99 This method aligns with
established approaches in the field, where static ensemble
averaging has been demonstrated to yield mobilities consistent
with experimental observations in disordered systems, though
it may not fully resolve ultra-fast dynamic contributions that
could hinder transport in high-mobility regimes.98,99 To over-
come this limitation, future work incorporating explicit delo-
calization and dynamic effects in time-dependent KMC are
ongoing in our group.

We note that our protocol is restricted to keep the charge on
one molecule, based on the results of our hybrid-DFT relaxa-
tions of representative snapshots, which confirm preserved
localization, and IPR analysis which shows that naphthalene’s
(and the vast majority of pentacene’s) snapshots show a mole-
cular localization of the charge. In any case, using a localized
basis is a formally valid representation (when the FGR/pertur-
bative assumptions and the relevant timescale separation hold)
since an ensemble of fast transitions between localized states
would reproduce the macroscopic transport that would be
obtained from a delocalized (large-polaron or band) basis. In
light of these aspects, we expect that (computationally inten-
sive) explicit two-molecule delocalization or delocalized-KMC

could refine rates but are unlikely to alter our qualitative
conclusions.

Results and discussion
Hole polarons in disordered acene crystals at room temperature

We first compare the electronic structure of the neutral and
positively charged systems to preliminary assess charge locali-
zation upon hole injection. To this end, we inspect the respec-
tive electronic density of states, as achieved from an average
over 50 MD structural configurations equi-spaced in time. Since
in a related paper40 we have shown that classical molecular
dynamics (MD) with QM-derived force fields (QMD-FF) leads to
results in excellent agreement with much more expensive DFT-
based molecular dynamics simulations, in this work we have
decided to alleviate the computational burden by performing
single-point DFT calculations on top of snapshots extracted by
MD simulations, of which the details are reported in the
Computational Details section and in Section S1 in the SI. We
here underline that, within the nature of our classical MD
framework, single molecule localization is fixed in classical
simulations of charged supercells and one could argue that this
may affect the subsequent DFT analysis. In this regard, we note
that, for naphthalene, hole localization on a single molecule
has been demonstrated by ab initio calculations of ref. 40. For
pentacene, previous results suggest that localized and deloca-
lized states in the perfect crystal are very close in energy.40 For
this reason, in this case, to exclude that the occurrence of
localization derives from the starting assumption imposed by
the force field, we not only reevaluate the total energy of the
structural configurations achieved with classical MD but, as an
additional test, we perform hybrid-DFT geometry optimizations
on top of them. The results, cf. SI, indicate that the degree of
localization observed from MD configurations is preserved
upon relaxation and is achieved only by a correct treatment of
exact exchange in hybrid-DFT. This also suggests that room-
temperature disorder brings to the occurrence of energy bar-
riers preventing delocalization of the charge at 0 K, as observed
in ref. 40 and that any bias arising from our starting classical
MD model should be at least partially mitigated.

For naphthalene, cf. Fig. 2(a), we note the appearance of a
second small peak in the DOS of the charged system, centered
at E0.6 eV above the valence band maximum (VBM) of the
material: this clearly denotes a localized state in the gap, i.e. the
formation of a hole polaron. In contrast, for the positively
charged pentacene, cf. Fig. 2(b), we observe the occurrence of
a wide shoulder in the valence band (VB) DOS extending up to
E0.4 eV above the VBM of the semiconductor. This feature in
the DOS presents a small peak closer to the VBM and a broader
part at higher energies, suggesting the coexistence of semi-
localized and more localized states. We note that, for the
ordered material, no charge localization was envisaged in ref.
40, thus suggesting that disorder plays a key role in favouring
polaron formation in the close competition with delocalized
charge carriers.
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To delve deeper into this issue, we calculate the inverse
participation ratio (IPR) of the wave function of the hole, which
provides a quantitative description of how spread out the extra
charge is in the supercell:100

IPR ¼ N

PN
i¼1
jcðiÞj4

PN
i¼1
jcðiÞj2

� �2
(3)

where N is the number of volume elements in the supercell.
From eqn (3), if the charge is spread out on a large number of
volume elements in the supercell, all |c(i)|2 terms are small and
further squaring them gives even smaller values. In contrast, if
there are a few sites on which the amplitude of the wavefunction
is sizable, the magnified contributions on |c(i)|4 leads to larger
IPRs. Therefore, within this formulation, an ideally delocalized
state should give IPR = 1, while larger values are expected for a
localized charge. We then investigate the correlation between

hole localization and position of the associated Kohn–Sham (KS)
energy level in the band gap, for each structural configuration. To
ensure a meaningful comparison, we also calculate the IPR
associated with (i) a fully delocalized hole on the VBM and (ii)
a hole entirely localized on a single acene molecule. The former is
estimated from the hole wave function achieved upon vertical
injection onto the ordered material. The latter is determined by
performing a calculation with a single acene molecule within the
same supercell employed for the condensed-phase system. In this
way, we obtain two limit values for IPR. Further, in order to verify
whether disorder already localizes to some degree the VB edge of
the acene crystal, we also calculate the average IPR of the hole
wavefunction on 50 vertically oxidized structural configurations
for each acene crystal. The results of our analysis are illustrated in
Fig. 3(a) and (b) for naphthalene and pentacene, respectively.
First, we note that, in both cases, average IPR values for vertically
injected holes are close to those calculated for the ordered
system, thus indicating that the disorder itself is not sufficient
to properly localize the charge at a molecular level, and that
calculations explicitly including the hole must be carried out to
accurately describe the system. For the smaller acene, a vast
majority of the investigated structural configurations feature IPR
values closer to that corresponding to full localization on a single
molecule. In fact, inspection of the lowest unoccupied molecular
orbital (LUMO) indicates the formation of a molecular polaron
with only a very minor degree of delocalization towards the first
neighbours, cf. Fig. 3(c). At variance with this, in pentacene, two
groups of MD configurations can be distinguished, based on the
calculated IPR values: one bearing IPR values close to that of the
semilocalized state close to the delocalized VB edge and another
featuring polaronic localization, in a fashion similar to that
observed for naphthalene, cf. Fig. 3(d). Overall, our analysis
supports a physical picture in which, within the present model,
room-temperature thermal disorder favours polaron formation
even in the case of pentacene, for which this phenomenon
appeared to be energetically unfavourable in the ordered
crystal.40

We note that literature reports on the spatial extents of large
polarons in pentacene (e.g., ref. 101) arise from ESR analyses
that, while compelling, depend on experimental conditions and
on the model used to convert ESR lineshapes into a real-space
extent. Subsequent ESR studies have demonstrated that car-
riers are localized at sufficiently low temperature and that
motional-narrowing effects at higher temperature can mimic
signatures of extended wavefunctions,102–104 so an ESR-derived
‘‘molecular count’’ must be interpreted with care. Likewise,
some simulation protocols that predict delocalization (for
example FOB-SH and related nonadiabatic schemes) depends
on approximations and some parameters,17,105 such as classical
nuclear dynamics (in this work, we also use classical MD, but
we mitigated its potential limitations by using QM-derived
force fields and refining the results with DFT calculations on
top of MD snapshots), surface-hopping decoherence models,
fragment basis and finite-size handling - that must be con-
trolled to avoid an approximate estimate of delocalization
degree, while in our case we do not have have any adjustable

Fig. 2 Electronic DOS near the valence band edge for neutral and
positively charged (a) naphthalene and (b) pentacene supercells, as
achieved from the average of 50 MD structural configurations. Dashed
lines point to the value of VBM as linearly extrapolated from the wing of the
valence band DOS. Neutral and charged calculations are aligned via the C
2s core level. In each panel, energies are referred to that of the VBM. In
panel (b) a darker shade is used to highlight the DOS of the lowest
unoccupied molecular orbital.
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parameter. Taken together, these points motivate our qualita-
tive comparison (single-molecule localization in naphtalene vs.
mixed/semi-delocalized in pentacene) with experiment while
acknowledging that both experimental and theoretical deloca-
lization estimates depend on method and conditions.

Next, we discuss the polaron energy levels for naphthalene
and pentacene at room temperature, cf. Fig. 4. These are
calculated using the grand-canonical formulation of defects
in crystalline semiconductors.106,107 Within this theory, the
formation energy of a defect X with charge q in the relaxed
nuclear coordinates Rq is defined as follows:

Gf X Rq; q
� �� 	

¼ G X Rq; q
� �� 	

� G½bulk�

þ
X

nimi þ q ev þ með Þ þ Ecorr X Rq; q
� �� 	 (4)

where G[bulk] is the free energy of the pristine bulk system,
G[X(Rq,q)] the free energy of the supercell bearing the defect
with charge q, ev the VBM of the neutral bulk system, mi the
chemical potential of the species i added/subtracted from the

supercell ni times, me the chemical potential of the electron, and
Ecorr[X(Rq,q)] is an electrostatic finite-size correction accounting
for the spurious interactions due to the presence of a charged
periodic supercell (vide infra). Within this theory, the adiabatic
charge transition level of a defect is defined as the electron
chemical potential at which the formation free energy of the
defect in charge state q is equal to that in the charge state
q0.106,107 i.e. Gf ½XðRq; qÞ� ¼ Gf ½XðRq0 ; q

0Þ�:

mad q=q0ð Þ ¼
G X Rq; q

� �� 	
� G X Rq0 ; q

0� �� 	
q0 � q

þ
Ecorr X Rq; q

� �� 	
� Ecorr X Rq0 ; q

0� �� 	
q0 � q

� ev

(5)

Therefore, for a pristine acene crystal (i.e. without defects),
the adiabatic energy level associated with the (+/0) charge
transition level, i.e. the hole polaron level, reads as follows:108

mad(+/0) = �G[pol(R+1,+1)] + G[bulk] � Ecorr[pol(R+1,+1)] � ev

(6)

Fig. 3 Inverse participation ratio of the hole wave function as a function of the respective Kohn–Sham energy vs. the VBM of the neutral bulk in (a)
naphthalene and (b) pentacene for 50 MD structural configurations. Vertical dashed lines represent the IPR associated with fully delocalized and localized
charge states (cf. main text). Isodensity representation of the LUMO for a representative structural configuration in which the hole is localized almost
entirely on a single (c) naphthalene and (d) pentacene molecule.
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where G+[pol(R+1, +1)] is the free energy of the supercell bearing
the localized hole polaron and Ecorr[pol(R+1, +1)] the respective
finite-size correction.

In DFT-based studies of defects/polarons, the free energies
appearing in eqn (6) are usually approximated with the total
energies of the relaxed defective and pristine systems at 0 K.106

In contrast, when evaluating redox levels in aqueous solution or
at the solid-liquid interface, molecular dynamics simulations
combined with the thermodynamic integration methods are
deployed to calculate the free-energy difference.109–113 This
technique connects the free-energy difference appearing in
Eqn 6 with vertical energy differences.114 In particular, within
the Marcus approximation,115

Gþ pol Rþ1;þ1ð Þ½ � � G½bulk� ¼
DEoxh iR0

þ DEredh iRþ1
2

; (7)

where hDEoxiR0
is the energy difference associated with vertical

oxidation of the neutral bulk system while hDEveriR+1
indicates

the vertical reduction of the system containing the hole
polaron, cf. Computational details section for details of the
calculations. We note that, in our case, hDEveriR0

refers to
vertical removal of an electron from a semi-localized band edge
state, thus corresponding to sampling of the valence band edge
of the system. Instead, hDEveriR+1

is associated with the vertical
oxidation level of the localized polaron, which is defined as:

mad(+/0) = hDEveriR+1
� ev + Ecorr[pol(R+1,0)] � Ecorr[pol(R+1,+1)]

(8)

where Ecorr[pol(R+1,0)] is the electrostatic finite-size correction
needed to account for the effect of the ionic polarization
charge, remaining in the vertically neutral supercell, upon
removal of the hole from the system bearing the polaron.116

The correction term Ecorr[pol(R+1, +1)] is calculated using the
Freysoldt-Neugebauer-Van de Walle (FNV) scheme106,107 com-
monly adopted for defects in crystalline semiconductors. This
correction amounts to 0.21 and 0.08 eV for naphthalene and

pentacene, respectively, considering the measured static dielec-
tric constants of the two materials.117,118 At variance with this,
Ecorr[pol(R+1,0)] is calculated using the formalism developed in
ref. 119 and it is estimated to be 0.11 and 0.03 eV for naphtha-
lene and pentacene, respectively.

When compared with its 0 K counterpart,40 we observe for
naphthalene that both the vertical reduction and the adiabatic
charge transition levels are essentially shifted towards higher
energies (approx. 0.18 eV) when including thermal disorder, in
line with the shift of VBM induced by the broadening of the
band at room temperature, as previously observed for inorganic
semiconductors.30 Therefore, when investigating a system in
which the hole was already well localized in the gap (mad =
0.36 eV and mred = 0.55 eV), the effect of thermal motion on the
average level is simply a consequence of that experienced by the
respective band edge, cf. SI for a comparison of the electronic
DOS with and without thermal disorder. Then, we consider the
levels for pentacene, cf. right panel in Fig. 4. For the perfectly
ordered crystal, no significant charge localization has been
envisaged (mad = 0.02 eV, see also the DOS in SI). Furthermore,
thermal renormalization of the VBM was found to be modest
(0.03 eV).40 We here calculate an average value of 0.09 (0.19) eV
for the adiabatic (vertical) charge transition level, in accord
with the envisaged molecular confinement of the hole (only
structural configurations with high values of IPR have been
considered in the average).

From the difference between vertical and adiabatic level, we
can define the total reorganization energy associated with the
localization:

l = mred(+/0) � mad(+/0). (9)

This quantity, in turn, can be split into the individual
contributions of (i) the molecular reorganization lmol, i.e.
energy gain upon relaxation of the molecule bearing the charge
and (ii) the collective response of the surrounding environ-
ment, lenv:

l = lmol � lenv. (10)

By computing lmol from gas-phase calculations, we can
estimate the contribution of the medium in stabilizing the
extra charge.

Values listed in Table 1 indicate that, while for both materi-
als molecular reorganization represents the largest fraction of l,
as we calculate lmol = 0.11 (0.06) eV for naphthalene (penta-
cene), a significant contribution to stabilization is also provided
by the environment, with lenv = 0.08 (0.04) eV. The size of these
quantities is relatively high when considering that acene crystals
are apolar materials: they possess low static and high-frequency

Fig. 4 Schematic representation of the adiabatic hole polaron level
(mad(+/0)) and of the vertical reduction energy of the acene cation
(mred(+/0)) in crystalline naphthalene and pentacene at room temperature
(300 K), as calculated either for the ordered crystallographic structure or
including disorder from the average value achieved from sampling of MD
structural configurations. For each organic semiconductor, energies are
referred to that of the VBM of the neutral ordered system.

Table 1 Calculated values of l, lmol, and lenv for hole polaron at room
temperature, cf. main text for definitions. All values are given in eV

l lmol lenv

Naphthalene 0.19 0.11 0.08
Pentacene 0.10 0.06 0.04
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dielectric constants, and hence are usually expected to display a
vanishingly small lenv in continuum models.120,121

Our values are somewhat larger than those evaluated in early
studies based on classical molecular mechanics42,43 even if the
general trend is similar.40 In stark contrast, recently a lenv =
0.170 eV has been reported for pentacene, again based on
classical molecular dynamics simulations,122 but employing a
different methodology with respect to ref. 42 and 43, to account
for statistical contributions. In this regard, we note that our
force field-based molecular dynamics simulations do not
include an explicitly polarizable force field. As such, the full
electronic polarization of the crystal lattice in response to
charge injection is not modeled during the dynamical phase.
However, the re-evaluation of the total energies of MD struc-
tural configurations with DFT calculations including both a
Koopmans’ compliant fraction of Fock exchange and non-local
electron correlations, should ensure an improved description
of the energetics and, therefore, more accurate results. More-
over, for the apolar crystals with low dielectric constants, long-
range polarization effects are expected to be limited. In such
materials, the dominant contribution to environmental stabili-
zation arises from structural reorganization of neighboring
molecules, such as compression and reorientation. These
features are explicitly captured in our MD trajectories (vide
infra), see also Section S2.1 in the SI for a more detailed
discussion, and our results are consistent with the pioneering
work of Matyushov, who, employing a nonlocal response func-
tion theory, predicted non-negligible solvent reorganization
energies for nonpolar media, and found correlation with the
local rearrangement of neighbouring molecules towards the
charged species, due to the strong electric field experienced by
them.44,45,123

Therefore, we conclude our analysis of the electronic structure
of acene crystals in presence of thermal disorder, by surveying the
structural features which can be related with lenv. To this end, we
evaluate the relative positioning (as achieved from MD simula-
tions) of the reference molecule (either neutral or positively
charged) with respect to the nearest neighbours. Since acene
molecules are almost planar, the most important displacements
can be described in terms of (i) distances between the centers of
mass (rCM) and (ii) Tait-Bryan angles (indicated as pitch, roll and
yaw in the following, see Fig. 5), which are a standard notation to
describe the orientation of a rigid body with respect to another
plane, being used e.g. to describe the geometry of consecutive
base pairs in DNA oligomers.124,125

First of all, we note that the central molecule in the simula-
tion cell has six nearest neighbours, which can be divided in
three different couples depending on the symmetry of the
system, as clearly illustrated in Fig. 5 (right) and in Fig. 1. In a
fashion similar to other organic semiconductors, the associated
crystal structures feature a high-mobility plane, whereas the
mobility perpendicular to this plane is 1–2 orders of magnitude
smaller.18,126,127 Therefore, we here focus on the 2D-transport
within the high-mobility plane, for which there can be up to
three nearest-neighbor transfer integrals. Thus, allowing for
some of the transfer integrals to be zero, or for pairs of
parameters to be identical (which is the case of naphthalene,
vide infra), such a lattice can describe the vast majority of high-
mobility organic molecular semiconductors.

Thus, in the following, we will discuss the geometrical
feature for each of the three symmetry-independent couples
in the high-mobility plane (vide infra).

We start by focusing on the distance between the centers of
mass. When comparing MD with either a charged or a neutral

Fig. 5 Molecular orientation and nearest-neighbour symmetry in naphthalene and pentacene. Left: Schematic representation of Tait-Bryan Angles in a
cartesian frame. Right: Representation of first-neighbours in naphthalene; each colour identifies symmetry-equivalent neighbours. For pentacene, the
numbering is the same.
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molecule in the center of the box, we notice that the distribu-
tion of distances denotes an appreciable difference in ‘‘solute–
solvent’’ interactions when a cation is present, in particular for
the stacked molecules (7–11) see Fig. 6, top panel and bottom
panel. In fact, for both materials the overall rCM distribution is
moved towards lower distances. In particular, for naphthalene,
we observe a shift of E0.1 Å in the peak and we also find the
distribution to be noticeably broadened; instead, the curve for
charged pentacene is found to feature two peaks, one closer to
that of the neutral system and another at distances shorter by
0.14 Å. Such a trend is evident also when considering the other
couples of interacting molecules (cf. SI), even if with minor
displacements, due to the weaker intermolecular interactions
in play with respect to the stacking couple.

Most interestingly, when comparing the two acenes, we
immediately notice that the distribution of distances and also
of pitch, roll and yaw angles, are always significantly broader
for naphthalene than for pentacene (see SI, Fig. S7–S14). This
different behaviour can be rationalized by looking at the energy

potential curves for movement around the equilibrium position
(Fig. S2) along the stacking and angular directions described
above: one immediately notices that the curves for pentacene
show consistently lower energy minima and a much steeper
profile, indicating that any fluctuation around equilibrium
position is more hindered for pentacene than for naphthalene.
This is consistent with the higher degree of localization
observed for naphthalene and with the estimated values of
reorganization energies. It also suggests that the effect of
disorder on charge mobility will be different for the two
systems. Overall, our analysis confirms that local rearrange-
ments of the first neighbours surrounding the molecular
polaron are at root of the non-negligible reorganization ener-
gies in an apolar environment, such as an acene crystal, in a
fashion that could be considered similar to the electrostriction
mechanism proposed within nonlocal response theory.44,45,123

Fluctuations of electronic couplings

In addition to the energies, also the fluctuation in time of the
electronic couplings plays an important role in organic
semiconductors.

The electronic coupling element Jij for charge transfer
between two states i and j can be evaluated as

Jij = hfi|F̂|fji (11)

where fi and fj are the HOMO orbitals of the isolated mono-
mers i and j, respectively, and F̂ is the Fock operator of the
dimer.16,88,128,129

We here evaluate the variance of the electronic coupling sij
2=

h(Jij � hJiji)2i, via the relation36:

sij2 ¼ Jij � Jij

 �� �2D E

¼
X
M

Sij;M

�� ��2
2

coth
�hoM

2kBT

� �
; (12)

where Sij,M (non-local electron-phonon coupling) is a measure of
how the electronic coupling between molecular pair i and j is
modulated by a displacement along a phonon mode M. This
quantity can be evaluated by combining the Cartesian gradient
of the transfer integral and the phonon modes of the system, as
discussed in ref. 16, 80 and 81. More details about this proce-
dure are reported in the Computational Details. Moreover, since
the computation of crystal phonons is an extremely time-
consuming process,88,130 we have here lowered the computa-
tional burden by computing them resorting to the self-
consistent charge density functional tight-binding (SCC-DFTB)
method,83 a non-orthogonal tight-binding method based on a
second-order expansion of the DFT total-energy expression,
which leads to computations about three-four orders of magni-
tude faster than DFT (see Computational details section).

Electronic couplings and their fluctuations, reported in
Table 2, are in good agreement with previous reports.1,15,18,33,37

Inspection of that Table and Fig. 1 shows that, while naphthalene
has two paths that are equivalent by symmetry, pentacene has
three symmetry-nonequivalent paths. Moreover, |s|/J is on aver-
age higher for naphthalene, with the exception of path C in
pentacene. Since it is expected that (i) when |s|/J is very large, the

Fig. 6 Distributions of rCM (Å) between the neutral and charged reference
molecule and its stacked neighbours for: naphthalene (a) and pentacene
(b) crystals at 300 K. The curves are normalized so that the integral over all
possible values is 1. The blue vertical dashed line indicates the value in the
perfect crystal.
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material should display a low mobility,1,13,16 and (ii) the presence
of two paths with lower |s|/J (as in pentacene) ensures the
possibility of circumventing a defect in the material, or of
transferring the charge through percolation paths131 (e.g. in
transistor or in bulk heterojunction solar cells), we expect that
the disorder will have a higher impact in lowering the mobility
for naphthalene than for pentacene, as we will discuss in the next
section.

Evaluation of charge mobility

It has been longly debated in the literature whether thermal
fluctuations of the electronic coupling (nonlocal electron–pho-
non coupling, Peierls term),1,12 or thermal site energy fluctua-
tions (local electron–phonon couplings, Holstein term)29,132 are
the major source of polaron localization and mobility decay in
organic crystals. To gain further insight on this issue, we
calculate charge mobility for (i) a completely ordered crystal
structure, or (ii) for a disordered system taking into account the
spread in (a) electronic coupling and (b) polaron binding
energies, modeled as a Gaussian distribution.

To this end, we employ Einstein–Smoluchowski’s relation:

m ¼ eD

kBT
(13)

where:

D ¼ 1

2n
lim
t!1

ðrðtÞ � rð0ÞÞ2

 �

t
; (14)

and n is the dimensionality of the system and h(r(t) � r(0))2i is
the mean-square displacement.

Eqn (14) can be simplified for a perfect crystal structure.15,27,133

However, we are here interested in the effect of energetic and
coupling fluctuations and, therefore, we evaluate D by explicitly
carrying out KMC simulations of charge transfer in a 20 � 20 � 1
supercell (since charge transport occurs mainly in the ab plane, we
use a minimal replica along c direction). The influence of disorder
on site energies and electronic couplings is accounted for by
setting, at the start of each trajectory, the values of each site
energy and each electronic coupling, randomly extracted from a
Gaussian distribution. More details are given in the computa-
tional details section. The KMC trajectories are stopped after
diffusive regime is reached, and we compute the diffusion
coefficient D of the charge as in eqn (14), averaging over
20 000 independent KMC trajectories.

Charge transfer rates used in the KMC are evaluated on-the-
fly resorting to Fermi’s Golden Rule (FGR),

kij ¼
2p
�h

Jij
�� ��2F DEij ;T

� �
; (15)

where F(DEij,T) is the Franck–Condon weighted density of states
(FCWD) at the DEij of the transition and at a given temperature
T, which is calculated from the geometry and frequencies of the
neutral and charged states.134–137 We chose FGR to evaluate the
rates because, at variance with the widely used classical Marcus
theory, the former allows taking into account tunneling effects
and frequency changes between initial and final electronic
states, including the whole sets of normal modes in the
computation,27,134–137 leading to accurate predictions of both
radiative and non-radiative electronic transition rates.15,27,136,138

We remark that extensions to the standard hopping KMC
described above have been proposed in the literature. One of
them resides on explicitly computing fluctuations of the elec-
tronic coupling of numerous dimers, extracted from MD fluc-
tuations, as it has been done e.g. by Elstner group139 and by
some of us.97 The drawback of this approach resides in the
need for a comprehensive sampling of several molecule pairs,
entailing a significant computational burden, which however
could be alleviated by resorting to Machine Learning computa-
tions of couplings.97 More advanced implementations of KMC
have been recently introduced to deal with delocalized charge
carriers typical of organic materials.140,141 However, it has been
shown that by using FGR the predictions are in line with the
ones obtained resorting to a partially delocalized framework.97

Thus, we will resort to the standard KMC approach with FGR
rates, described in the previous paragraph.

The results in Table 3 show that neglecting the disorder
leads to predictions strongly overestimated with respect to
experimental data. As concerns the latter ones, a mobility around
1.0 cm2 V�1 s�1 has been reported for naphthalene,34,35,142 while
m ranging in the interval 0.6–2.3 cm2 V�1 s�1 have been experi-
mentally observed38,143–146 for the pentacene polymorph18,147,148

used in our analysis.147 In contrast, when taking into account
both the fluctuations of the energy and of the electronic cou-
plings, we predict mobilities of 0.40 and 1.60 cm2 V�1 s�1 for
naphthalene and pentacene, respectively, in close agreement
with experimental measurements.

Importantly, we underline that not only the agreement with
the experiment is retrieved when accounting for disorder, but
also the difference in mobilities between naphthalene and
pentacene is drastically influenced, as the energy levels of the
former are much more affected. This indicates that neglecting

Table 2 Electronic coupling (J, absolute value), its fluctuation (s), and
their ratio, evaluated at T = 298 K for naphthalene and pentacene

Path J (meV) sJ (meV) sJ/J

Nap A 45.4 25.4 0.56
B 14.7 9.8 0.67
B 14.7 9.8 0.67

Pn A 40.2 19.6 0.49
B 87.5 30.8 0.35
C 44.6 34.3 0.77

Table 3 Calculated mobility (cm2 V�1 s�1) neglecting (m0) or taking into
account the energetic fluctuations (mE), the fluctuations of electronic
couplings (mJ) or both (mD), for naphthalene and pentacene. Experimental
mobilities (mexp)34,35,38,142–146 are also reported for comparison

m0 mJ mE mD mexp

Nap 12.5 13.8 0.23 0.40 1.0
Pn 18.5 20.2 1.56 1.60 0.6–2.3

Paper Journal of Materials Chemistry C

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 3

1 
O

ct
ob

er
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

/3
0/

20
26

 4
:5

3:
50

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5tc03115j


This journal is © The Royal Society of Chemistry 2025 J. Mater. Chem. C, 2025, 13, 23855–23869 |  23865

the effect of disorder may lead to misleading results when
carrying out comparative analyses of different OSs.

Finally, in order to disentangle the effect of the different
factors on the final mobility, we have performed simulations in
which either only energetic fluctuations or only electronic
couplings fluctuations are taken into account. The results,
reported in Table 3, show that the lowering in the mobility
with respect to the perfect crystal structure is mainly related to
the presence of site energy fluctuations, in line with what has
been proposed in some works in the past.29,132 Conversely, if
only fluctuations of electronic couplings are taken into account,
a slight increase in the mobility is predicted. Interestingly, also
other models, e.g. transient localization theory13,41 have led to
similar results in the past, i.e. high fluctuations s of the
coupling value can have a beneficial impact on the charge
transport properties of a molecule.15

The different impact of the two types of disorder on the
mobility can be easily rationalized in light of the physical
assumptions at the basis of the FGR/KMC model: indeed, a
positive fluctuation in the coupling (i.e. an increase in the
coupling), will lead to higher rates and thus increased mobility.
On the other hand, energetic disorder can only lead to a strong
decrease in the mobilities, since the FCWD for both the
molecules (see Fig. S15 in the SI) is strongly peaked around
E = 0, to the point that any fluctuation (either positive or
negative) around this value will lead to a decrease in the FCWD
and thus (eqn 3) in the rates determining the charge mobility.
However, it must be kept in mind that the opposing roles of
diagonal (energetic) and off-diagonal (coupling) disorder have a
clear physical origin and are not simply artefacts of neglecting
coherence. Diagonal disorder generates energetic traps and
Anderson-type localization that reduce rates in both incoherent
(hopping) and coherent pictures; conversely, fluctuating trans-
fer integrals can raise the average transition rate, that further
enhances mobility.

The broadening of energy levels and electronic couplings in
OSs, due to their soft nature has been largely discussed in
literature1,12,16 along with their impact on charge mobilities.
While some studies highlighted the relationship between fluc-
tuations of the electronic coupling and the calculated rates (e.g.
ref. 1 and 12), other works have also discussed the relevance of
disorder on the site energy (e.g. ref. 13, 29 and 132). However,
these studies mainly focused on the struggle between localiza-
tion and delocalization of the charge carrier, with thermal
disorder favouring polaron formation and, consequently, slow-
ing down transport. While this is qualitatively consistent with
the physical picture ensuing from our simulations, i.e. disorder
promoting and stabilizing localization, we here show that the
spread of polaronic binding energies - that is, the distribution
of charge stabilization energies across thermally disordered
configurations - generated by intramolecular and intermolecu-
lar motion (local rearrangement induced by the positively
charged molecule on the surrounding molecules), needs to be
accurately accounted for when describing charge mobility: if
only the average polaron binding energy were considered, such
inhomogeneities would be neglected, resulting in an overly

idealized transport model that would likely overestimate mobi-
lities (as in our case). Therefore, including the full distribution
of binding energies is crucial to reproduce the experimental
trends and to correctly capture the disorder-driven mechanistic
origin of transport suppression. In this respect, it must be
remarked that, since this effect is material-dependent, it cannot
be ignored in screening procedures.

Conclusions

In this work, we combined classical MD simulations based on
quantum-mechanically derived force fields and DFT calculations
based on a Koopmans’ compliant formulation of hybrid func-
tionals to investigate the electronic structure of a hole polaron in
naphthalene and pentacene at room temperature. Our analysis
demonstrates that thermal disorder shifts the polaronic hole
energy levels towards higher energy, thus stabilizing the localized
charge. In particular, room-temperature disorder allows for
polaron formation even in the case of pentacene, for which no
localization is predicted when considering the ordered crystal.

The overall stabilization of the polaron, while mainly stem-
ming from molecular reorganization of a single acene, is found to
feature also a significant contribution from the environment, in
line with prediction based on non-local response theory.44 Further-
more, by inspection of the ‘‘micro-solvation’’ of the molecularly
localized polaron, we are able to identify the structural features
associated with the calculated reorganization energies, namely a
contraction of the first neighbours towards the positive charge, i.e.
electrostriction, and noticeable distortions in the inter-molecular
interactions, with respect to the neutral system.

We emphasize that our results are obtained using a state-of-
the-art modeling framework, which however relies on two key
assumptions. First, we assume that classical MD, based on
quantum-mechanically derived force fields, can accurately
describe the distribution of static defects in the crystal. We
consider this assumption well justified, since in previous work
on related systems we have found excellent agreement between
quantum and classical (with QM-derived force fields) MD.40

Additionally, we have refined classical MD configurations
through DFT optimization, further mitigating potential inac-
curacies. In any case, we are working to compare the classical
MD reported here and a full MD performed at the hybrid DFT
level in a forthcoming work.

Second, we assume that charge transport can be reliably
described using kinetic Monte Carlo simulations based on a
localized basis. This assumption is consistent with the results
of DFT calculations on MD snapshots, which point toward a
small polaron model. In addition, the predicted FGR hole
hopping rates are not unphysically high, but range from tens
of fs to a few ps, so that adopting full quantum dynamic
calculations,129 which are able to account for coherent effects,
appear to be not necessary here.

Noteworthy, our FGR approach goes well beyond classical
Marcus theory, including tunneling effects, which are known to
improve the realism of charge transport predictions.27,28
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By combining classical MD sampling, DFT optimization,
and KMC simulations over 20 000 trajectories, our methodology
captures both site-energy and electronic coupling disorder,
yielding charge mobilities in excellent agreement with experi-
mental measurements for both naphthalene and pentacene.
Further analyses show that fluctuations of site energies have a
significant impact on charge mobilities, lowering them by ca.
one order of magnitude, whereas electronic coupling fluctua-
tions appear to slightly facilitate charge transport, in line with
what has been suggested in previous works.29,132,149

Overall, this work demonstrates that, within the validity
range of our methodology - namely the absence of ultrafast
transitions ensuring the applicability of FGR, and the use of
QM-derived force fields to reliably describe the system’s time
evolution - our modeling approach provides a physically
grounded and computationally efficient protocol for under-
standing polaron formation and charge transport in thermally
disordered organic semiconductors.
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A. Dominguez, S. Ehlert, M. Elstner, T. van der Heide,
J. Hermann, S. Irle, J. J. Kranz, C. Köhler, T. Kowalczyk,
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A. Tkatchenko, V. W.-Z. Yu and T. Frauenheim, J. Chem.
Phys., 2020, 152, 124101.

83 M. Elstner, D. Porezag, G. Jungnickel, J. Elsner, M. Haugk,
T. Frauenheim, S. Suhai and G. Seifert, Phys. Rev. B:
Condens. Matter Mater. Phys., 1998, 58, 7260–7268.

84 M. Gaus, A. Goez and M. Elstner, J. Chem. Theory Comput.,
2013, 9, 338–354.

85 H. J. Monkhorst and J. D. Pack, Phys. Rev. B, 1976, 13,
5188–5192.

86 M. T. Ruggiero, S. Ciuchi, S. Fratini and G. D’Avino, J. Phys.
Chem. C, 2019, 123, 15897–15907.

87 A. K. Rappe, C. J. Casewit, K. S. Colwell, W. A. Goddard and
W. M. Skiff, J. Am. Chem. Soc., 1992, 114, 10024–10035.

88 T. Nematiaram, D. Padula, A. Landi and A. Troisi, Adv.
Funct. Mater., 2020, 30, 2001906.

89 R. Borrelli and A. Peluso, MolFC: A program for Franck-
Condon integrals calculation, Package available online at
https://www.theochem.unisa.it.

90 R. Borrelli, M. Di Donato and A. Peluso, Biophys. J., 2005,
89, 830–841.

91 A. Landi, A. Landi, A. Leo and A. Peluso, J. Chem. Phys,
2024, 160, 174114.

92 A. Capobianco, J. Wiktor, A. Landi, F. Ambrosio and
A. Peluso, Nano Lett., 2024, 24, 8335–8342.

93 A. Peluso, R. Borrelli and A. Capobianco, J. Phys. Chem. A,
2013, 117, 10985.

94 Y. Niu, W. Li, Q. Peng, H. Geng, Y. Yi, L. Wang, G. Nan,
D. Wang and Z. Shuai, Mol. Phys., 2018, 116, 1078–1090.

95 A. Landi, A. Landi, A. Velardo and A. Peluso, ACS Appl.
Energy Mater., 2022, 5, 10815–10824.

96 H. van Eersel, R. A. J. Janssen and M. Kemerink, Adv. Funct.
Mater., 2012, 22, 2700–2708.

97 D. Padula, L. Barneschi, A. Peluso, T. Cinaglia and
A. Landi, J. Mater. Chem. C, 2023, 11, 12297–12306.

98 P. Reiser, M. Konrad, A. Fediai, S. Léon, W. Wenzel and
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