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Structure–property relationships for exciton
polarons in organic–inorganic hybrid materials

Katherine A. Koch,†a Martin Gomez-Dominguez, †b Esteban Rojas-Gatjens, c

Alexander Evju,a K. Burak Ucer, a Juan-Pablo Correa-Baena *b and
Ajay Ram Srimath Kandada *a

By combining materials chemistry to fine-tune crystallographic features with coherent nonlinear

spectroscopy, we systematically explore how organic–inorganic interactions affect polaronic coupling in

two-dimensional (2D) hybrid semiconductors. We focus on layered metal halide perovskite derivatives

(2D-MHPs) in which the photoexcitations manifest as exciton–polarons—coulombically bound elec-

tron–hole pairs dressed by lattice vibrations. To address the current lack of quantitative frameworks for

characterizing exciton–lattice coupling, we employ resonant impulsive stimulated Raman scattering

(RISRS) and nonlinear spectroscopy to accurately determine the Huang–Rhys parameter, a direct

measure of lattice displacement induced by exciton–phonon interactions. Our results reveal a clear

correlation between polaronic displacement and octahedral lattice distortion, with stronger polaronic

coupling emerging from greater distortion induced by organic cation modification. This establishes a

robust design principle for enhancing exciton–lattice interactions through targeted chemical engineer-

ing. Furthermore, we demonstrate that these structural modifications enable precise control over

absorption lineshapes and significantly improve excitonic quantum coherence. These findings pave the

way for the development of advanced optoelectronic devices, coherent light sources, and quantum

emission technologies, offering a strategic framework for the rational design of next-generation hybrid

semiconductor materials.

1. Introduction

Engineering the coupling between electronic excitations and
lattice vibrations is crucial for optimizing the electronic, opti-
cal, and thermal properties of materials. This coupling signifi-
cantly influences key optoelectronic parameters, including
carrier mobility,1–4 thermal conductivity,5–8 optical absorption
coefficients,9–12 luminescence quantum yields,13–15 and exciton
binding energies.9,16–18 Furthermore, the interplay between
charge carriers and lattice fluctuations can give rise to emergent
phenomena relevant to quantum technologies, while simulta-
neously disrupting quantum coherence by opening multiple
scattering pathways.19–25 Therefore, tailoring electron–phonon
coupling is imperative to achieve the desired material function-
ality for specific applications.

Polaronic effects are significant in polar semiconductors,
where they strongly influence electronic and optical proper-
ties.26–29 As a charge carrier moves through a polar crystal, it
distorts the surrounding lattice via electrostatic interactions,
forming a coupled entity known as a polaron.30,31 The strength
of this coupling is often described by the dimensionless para-
meter a, estimated using the known values of the phonon
energy and the dielectric response function.32 Alternatively, it
can be inferred from carrier effective mass enhancements33–35

or optical signatures like vibronic replicas and vibrational
lineshapes.36–39

In nanostructured material systems, electronic dynamics are
often governed by Coulomb interactions between electrons and
holes, forming bound pairs known as excitons.40–42 Conse-
quently, exciton–phonon coupling becomes a more relevant
consideration. Although excitons are charge-neutral, the inher-
ent and distinct lattice coupling of the constituent electrons
and holes can still lead to substantial exciton–phonon interac-
tions. In materials like III–V semiconductors with large Bohr
radii, excitons interact with long-range optical phonons.43–45

Conversely, in systems with localized excitons (e.g., organic
semiconductors), coupling to high-frequency molecular vibra-
tions arises from local atomic reorganization and is described
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by Huang–Rhys factors.46–48 Some organic–inorganic hybrid
materials, notably 2D metal halides, exhibit unusually strong
coupling between tightly bound excitons and low-energy lattice
phonons.49–53 In these systems, excitations are confined to
quasi-2D layers of metal halide octahedra separated by organic
cations.54–56 Previous work suggests this behavior may stem
from a complex interplay of long- and short-range exciton–phonon
interactions mediated by organic–inorganic coupling,57 though
this mechanism remains to be substantiated.

Despite extensive studies over the past decade,57–61 the
mechanisms of exciton–lattice coupling and polaronic effects
in hybrid materials remain unresolved. The influence of
organic cations – positioned between metal halide octahedra
and interacting via hydrogen bonds with halogens – is particu-
larly unclear.62,63 These cations induce local strain and distor-
tions, altering octahedral angles and introducing static lattice
disorder,64–66 with implications for electronic structure, band-
gap, and exciton binding energy.67–70 However, their impact on
phonon energies and exciton–phonon or polaronic interactions
remains underexplored. Since cation substitution affects both
lattice and electronic properties,71–73 disentangling these effects is
challenging and highlights the need to preserve exciton integrity
in such investigations.

To explore these complex exciton–lattice interactions, we
focus on a prototypical 2D metal halide perovskite (2D-MHP),
(PEA)2PbI4, and its halogenated derivatives, (F/Cl–PEA)2PbI4.
(PEA)2PbI4 serves as an ideal model due to its rich excitonic fine
structure—four peaks spaced by d E 35–40 meV—and strong
exciton–phonon coupling.57 RISRS measurements have revealed
exciton-specific lattice reorganizations, confirming their polaronic
nature.59,74 Building on this, we systematically vary the organic
cation to probe how structural changes influence polaronic
coupling. Crystallography and linear spectroscopy provide suf-
ficient evidence that the excitonic landscape remains largely
intact across the three variations, allowing us to only comment
on changes concerning the organic–inorganic framework as a
whole. Utilizing RISRS, we establish that the organic cation
influences the nature of coupling between the exciton and local
lattice vibrations, directly impacting the polaronic character of
the excitons. Our findings indicate that a systematic substitu-
tion of the organic cation could provide researchers a control
knob to tune the complicated fine structure present and
mitigate many-body scattering effects in these materials by
altering the degree of polaronic coupling.

2. Experimental section
2.1. Sample preparation

Glass slides were cleaned using sequential ultrasonic baths of
acetone and isopropanol (IPA) for 15 minutes each, followed by
nitrogen drying and UV-ozone treatment for 15 minutes. The
perovskite precursor solutions were prepared by dissolving
equimolar amounts of PbI2 (purity 4 99.99%) and the corres-
ponding organic cation [phenethylammonium iodide (purity 4
99.99%), 4F-phenethylammonium iodide (purity 4 99.99%)],

4Cl-phenethylammonium iodide (purity 4 99.99%) in N,N-di-
methylformamide (purity 4 99.98%) at a concentration of
0.13 M. After stirring overnight, the perovskite films were
deposited by dispensing 80 mL of the precursor solution onto
the 2.54 cm2 clean glass slide, then spin-coated at 6000 rpm
for 30 s with an acceleration of 6000 rpm. Immediately after
deposition, the films were thermally annealed at 100 1C for
10 minutes.

2.2. X-ray diffraction

XRD measurements were performed at Georgia Tech in
the Institute for Electronics and Nanotechnology facilities.
Measurements were taken under ambient conditions on the
Rigaku Smartlab XE with Bragg–Brentano geometry using a
CuKa source. The 2D perovskite films for X-ray diffraction were
fabricated on soda lime glass.

2.3. Ultrafast transient absorption spectroscopy

Transient absorption spectroscopy measurements were per-
formed using a pulsed femtosecond laser (Pharos Model PH1-
20-0200-02-12, Light Conversion) emitting 1030 nm pulses at
1 kHz with a pulse duration of B200 fs. The 2.88 eV pump
beam, with a corresponding fluence of 50.9 mJ cm�2, was
generated by feeding half of the laser output to a commercial
optical parametric amplifier (Orpheus, Light Conversion) while
5 mW was focused onto a sapphire crystal to obtain a single
filament white-light continuum covering the spectral range
450–800 nm for the probe beam. The probe beam transmitted
through the sample was detected by a high speed camera
(FLC 3030, EB Stressing) in combination with a high resolution
spectrometer (SpectraPro SP-2150, Princeton Instruments).
All measurements were carried out in a vibration-free closed-
cycle cryostation (Montana Instruments).

2.4. Two-dimensional coherent electronic spectroscopy

We employed 2D spectroscopy on (F–PEA)2PbI4 using the pre-
viously implemented scheme,74,75 developed and described in
detail by Turner and coworkers.76 The pulses used for these
measurements were generated by a home-built single pass non-
collinear optical parametric amplifier pumped by the third
harmonic of a Yb:KGW ultrafast laser system (Pharos Model
PH1-20-0200-02-10, Light Conversion) emitting 1030 nm pulses
at 100 kHz, with an output power of 20 W and pulse duration of
220 fs. The pulses were individually compressed using a home-
built implementation of a pulse shaper using a chirp scan.77

The resulting pulse duration was 25 fs full-width at half-
maximum (FWHM), as measured by second-harmonic genera-
tion cross-frequency-resolved optical gating (SHG-XFROG).
All measurements were carried out in a vibration-free closed-
cycle cryostat (Montana Instruments).

3. Results and discussion

It is well established that the choice of organic cation influences
both the lattice parameters and electronic structure.67,68,78
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In this study, we selected three cations—unsubstituted phen-
ethylammonium (4-H), fluorine-substituted phenethylammo-
nium at the fourth position (4-F), and chlorine-substituted
phenethylammonium at the fourth position (4-Cl)—to mini-
mize disruption to the lead-halide octahedral framework
(Fig. 1). This approach ensures that the electronic structure
and excitonic characteristics remain largely unaffected, allow-
ing us to isolate and observe differences due to the organic–
inorganic interactions as a whole. Indeed, as shown in Fig. 1,
the linear absorption spectra of all samples exhibit qualitatively
similar features, with the primary exciton peak and carrier
continuum edge appearing at the same energy position. How-
ever, we observe discernible differences in the exciton fine
structure among the samples. For the sake of convenience,
we label the dominant exciton peaks as XA and XB, and it can be
seen that the relative intensities of the two peaks vary with the
organic cation substitution.

The X-ray diffraction patterns measured from the 2D MHP
thin films used in this work are shown in Fig. 2(c). These
materials exhibit a preferred out-of-plane orientation, as indi-
cated by the characteristic Bragg peaks corresponding to the
{002} family of planes.79,80 All the materials form oriented
Ruddlesden–Popper phases with varying interplanar dis-
tances, as evident from the spacing between the {002} planes.
Among the samples, (Cl–PEA)2PbI4 exhibits the greatest inter-
planar distance, while (PEA)2PbI4 has the smallest. The dif-
fraction patterns obtained for the thin films correlate well
with previously reported single-crystal X-ray diffraction,81 as
shown by the comparison between Fig. 2(c) and Fig. S1. The
experimentally measured thin-film XRD closely aligns with the
simulated diffractogram for the h001i facet orientation,
obtained from the single-crystalline data available in the
literature.81 Furthermore, the linear response of our thin
films, as can be seen by photoluminescence (PL) spectra in

Fig. S2, is not significantly different from that of the single
crystal data found in ref. 82.

To further explore the structural differences induced using
different cations, we focus on two parameters that are relevant
for the electronic properties: equatorial distortion and bond
angle variance, illustrated schematically in Fig. 2(a). Additional
structural parameters, such as the quadratic elongation (l),
distortion index (D), and the effective coordination number
(ECoN), were also explored, and more details can be found in
the SI (Section S2). The electronic structure and bandgap are
particularly sensitive to equatorial distortion,78 which, as
shown in Fig. 2(b), remains largely consistent across the three
samples studied. Although we do not have direct measure-
ments of the electron and hole effective masses, the consistency
of the equilateral distortion angle suggests no significant
change in the electronic properties. Hence, the crystallography
work aligns with the linear absorption data in Fig. 1, which
suggests similar exciton and bandgap energies across the samples.

To quantify angular distortions within the lead–iodide octa-
hedra, we calculate the bond angle variance (s2), schematically
represented in Fig. 2(a), which captures deviations from the
ideal 901 bond angles. This metric, commonly used to assess
octahedral distortion in low-dimensional perovskites,83,84 is
defined as:

s2 ¼ 1

m� 1

Xm
i¼1

fi � f0ð Þ2 (1)

where fi is the ith bond angle and f0 is the ideal bond angle for
a regular octahedra (901), which are estimated from the crystal-
lographic data. Because s2 sums the squared deviations of all
bond angles, even a modest change in s2 corresponds to a
large, cumulative octahedral distortion. Fig. 2(d) shows the
bond angle variance estimated for the three samples. The F-
substituted cation (F–PEA)2PbI4 exhibits the greatest octahedral
distortion, followed by (PEA)2PbI4 and then (Cl–PEA)2PbI4,
which shows the least distortion. Although the implications
of such distortions in 2D perovskites are still emerging, prior
studies suggest that enhanced octahedral disorder may
strengthen exciton–lattice coupling.85–87 We return to the impact
of these distortions in the Discussion section.

To investigate the impact of cation substitution on the motion
of the metal-halide sublattice—specifically, the vibrational modes
that couple directly with the exciton—we performed resonant
impulsive stimulated Raman scattering (RISRS) measurements
on (PEA)2PbI4 and its halogenated derivatives, (F–PEA)2PbI4 and
(Cl–PEA)2PbI4. In this technique, an ultrashort optical pulse
impulsively excites the lattice, generating a coherent vibrational
wavepacket—a collective superposition of all Raman-active vibra-
tional modes. This wavepacket then oscillates along the potential
energy surfaces of both the ground and excited electronic states,
following the vibrational coordinates defined by the coupled
phonon modes.

The resulting modulation of the complex dielectric permit-
tivity function, see Fig. 3(b), manifests as a time-dependent
oscillatory signal in the differential transmission spectrum

Fig. 1 (top) Structure schematic of the material system and the chemical
structure of the PEA organic cation and the halogenated cations. (bottom)
Linear absorption spectra at 15 K for all three materials.
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(Fig. 3(a)). To obtain this response, the electronic dynamics are
subtracted from the differential transmission spectra using a

high-order polynomial fit (17th-order), see Fig. 3(c). By perform-
ing a Fourier transform along the time axis in Fig. 3(b), we
extract the RISRS modulation maps, shown in Fig. 4(a), (c) and
(e). It is important to note that the transmission modulations
induced by the coherent phonons appear exclusively at specific
probe wavelengths, exhibiting a distinct lineshape. The nature
and implications of these lineshapes will be discussed in detail
later in this manuscript. The raw data for all three samples is
shown in Fig. S4, and a more detailed description of how the
RISRS data is obtained can be found in Sections S3 and S4 in
the SI.

Focusing exclusively on (PEA)2PbI4, we can draw key insights
from the beating map displayed in Fig. 4(a). In this figure, the
black line represents the absorption spectrum, providing a
reference for the excitonic resonances. Notably, the lower-
energy exciton (XA) exhibits a more pronounced modulation
due to phonon interactions compared to the higher-energy
exciton (XB). This is evident from the characteristic dip in the
modulation amplitude observed at the energy of XA, signaling
stronger exciton–phonon coupling at this resonance.

To further analyze the phonon contributions, we integrate
the data over the energy axis, yielding the Raman spectra shown
in Fig. 4(b). The RISRS spectrum reveals the presence of at least
four distinct phonon modes. The data for (PEA)2PbI4 obtained
in this study aligns well with previously reported Raman
spectra from Thouin et al.59 In that work, we demonstrated
that different excitons drive distinct lattice reorganizations,
thereby providing direct experimental evidence of their polaro-
nic nature. That study, supported by density functional theory
(DFT) calculations, established that all identified phonon
modes below 10 meV in (PEA)2PbI4 originate from vibrations
within the lead–iodide octahedral network.

Fig. 2 (a) Pictorial depiction of the equatorial distortion angle and the bond angle variance (s2) as a measure of deviation from the ideal bond angle of
901. Graphical representations of (b) the equatorial distortion angle, (c) the experimentally measured XRD patterns, and (d) the bond angle variance (s2)
are shown for all three cations.

Fig. 3 (a) Differential transmission spectra and (b) coherent phonon oscilla-
tions of (PEA)2PbI4. (c) Spectral cuts of the differential transmission data to
reveal experimental dynamics at three probe energies and their corresponding
polynomial fits. It can be seen that the main exciton peak (yellow) experiences
no oscillatory features in the raw differential transmission spectra. This energy
corresponds to the node observed in the modulation spectra, see Fig. 4(g)–(i).
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We observe phonon modes within a similar energy range
across all samples, as evident in the integrated RISRS spectra
shown in Fig. 4(d) and (f). Given the energy range of these
spectral modes, we attribute the observed phonons to the
motion of the PbI4

2� framework. Interestingly, although the
inorganic sub-lattice remains largely intact across the different
derivatives, distinct variations in the RISRS response are apparent.
A particularly notable trend across both (PEA)2PbI4 derivatives is
the blue shift of the lowest-energy phonon, accompanied by an
increase in its intensity as we move from the (F–PEA)2PbI4

compound to (Cl–PEA)2PbI4. At present, crystallographic analysis
and standard ab initio density functional theory (DFT) have not
provided clear evidence for a specific structural variable respon-
sible for the observed phonon shifts, so their origin remains an
open question. It is possible that more advanced computational
approaches combined with refined structural models of layered
perovskites could provide additional insight into the mechanism
behind the shift, but that is beyond the scope of this work. For
the sake of further discussion in this manuscript, we label the
dominant modes as M1 and M2, which have different energies
in each material, tabulated in Table 1.

Beyond changes in the eigenmode energies, we now examine
how the RISRS response evolves across different probe energies.
Vertical cuts along the beating energy axis of the probe-energy-
resolved beating maps in Fig. 4(a), (c) and (e) exhibit a char-
acteristic lineshape. Notably, at the exciton absorption peak

energy, a distinct dip appears in the modulation spectrum. The
observed dual-peak lineshape and p phase shift at the peak
energy (see Fig. S6) are hallmarks of vibrational wavepacket
dynamics, where the exciton energy is modulated by the motion
of a vibrational wavepacket along a real-space vibrational
coordinate associated with the coherently excited phonon.30,39

This characteristic spectral feature is typically seen in localized
electronic excitations of organic chromophores coupled to
molecular vibrations.88–95 Similar spectral responses have been
reported in 2D metal halides like (PEA)2PbI4 and its derivatives,
which have been interpreted—both by us59 and others58,60—as
signatures of polaronic coupling between excitons and lattice
phonons. As a consequence, the photoexcitations must
be described as exciton–polarons, wherein the Coulomb corre-
lations of electron–hole pairs are renormalized by lattice
dynamics via polaronic effects. Within this framework, the
lattice reorganizes along the vibrational coordinates defined
by the lattice phonons in the presence of excitons. The mod-
ulation strength and lineshape symmetry are linked to the
extent of displacement in the excited-state PES and the degree
of anharmonicity in the potential.

The RISRS maps in Fig. 4(a), (c) and (e) reveal that the
modulation associated with M2 occurs exclusively at the
energy of the dominant peak, XA, in the linear absorption of
all samples. In contrast, the modulation due to M1 appears
not only at XA but also at the higher-energy absorption peak,
labeled XB. This observation suggests the presence of
two distinct excitonic states, XA and XB, each interacting
uniquely with the lattice phonons M1 and M2, and with
distinct lattice displacements (Fig. 5). To further quantify
these differences across the samples, we analyze the modula-
tion amplitude spectra, obtained through an integration over
the beating energy axis of the RISRS map, for M1 and M2.

Fig. 4 Linear absorption (black line) and beating spectra as a function of detection energies for (a) (PEA)2PbI4, (c) (F–PEA)2PbI4, and (e) (Cl–PEA)2PbI4.
Probe-energy-integrated vibrational spectra for (b) (PEA)2PbI4, (d) (F–PEA)2PbI4, (f) (Cl–PEA)2PbI4 respectively. All measurements were taken at 15 K.
The corresponding spectral cuts of RISRS beating map and fitting results using eqn (2) and (3). This figure shows the modulation depth for phonon mode
1 (M1) and phonon mode 2 (M2), where spectral cuts were taken at (g) 2.3–2.9 meV and (h) 4.1–4.8 meV for (PEA)2PbI4, (i) 3.6–4.1 meV and (j) 4.5–5.3 meV for
(F–PEA)2PbI4, (k) 3.6–4.4 meV and (l) 4.6–5.2 meV (Cl–PEA)2PbI4. The data is represented with open circles and the fit is the solid line.

Table 1 Dominant phonon mode (M1 & M2) energies for (PEA)2PbI4,
(F–PEA)2PbI4, and (Cl–PEA)2PbI4

Mode PEA (meV) F–PEA (meV) Cl–PEA (meV)

M1 2.3–2.9 3.6–4.1 3.6–4.4
M2 4.1–4.8 4.5–5.3 4.6–5.2
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The respective ranges of integration for each material are
shown in Table 1.

Researchers have measured similar amplitude profiles due
to vibrational wavepackets since the 1990s, but until recently,
quantitative information has been difficult to extract.96,97

Previously, the predominant approach for analyzing RISRS
lineshapes was a quantum dynamics model proposed by
Champion et al.,98 which was employed in the earlier study
on (PEA)2PbI4.59 The Champion model is mathematically
complex and requires a well-characterized linear absorption
lineshape of the exciton as an input. The fitting process is also
highly sensitive to the choice of lineshape function in the Elliott
analysis, whether Lorentzian or secant-hyperbolic. Turner
et al.,99–101 developed a comparatively simple analytical model
for femtosecond coherence spectra (FCS), which they define as
the Fourier-domain amplitude and phase profiles, A(o) and
f(o), respectively, as a function of detection frequency, o, for a
chosen oscillation frequency, o0. This model is more successful
in reproducing asymmetry in the lineshape, and allows for
more complicated applications that consider the inclusion of
anharmonicity or unequal curvatures in the potential energy
surfaces.99 Moreover, it assumes that the duration of the optical
pulse is in the impulsive regime for vibrational excitations, but
not for electronic excitations, which is ideal for our experi-
mental conditions. This model is based on the displaced
harmonic oscillator framework, where both the ground and
excited electronic states are harmonic potential energy surfaces
of frequency o0, offset horizontally by a displacement D, which

is directly related to the Huang–Rhys factor by S ¼ 1

2
D2, see

Fig. 5(c). The vertical offset is represented by the exciton
resonance energy oeg. A doorway-window approach is used,
where the vibrational wavepacket oscillating within the excited
state PES is projected onto the ground state PES, and the
Frank–Condon wavefunction overlap is determined.97,100

The starting point of the model is the transient absorption
data, S(o, t2), where t2 is the pump probe delay and o is the
probe (detection) energy axis. A Fourier transform over the time

interval results in a complex valued spectrum, M(o, o2) =
F[S(o, t2)]. The amplitude and phase profiles of a specific
mode, with frequency o0, are functions of detection frequency
(o), and given by, A(o) = M(o, o2)|o2=o0

. The two relevant
equations for this model are:

Mðo; o0Þ ¼ e�2S
X1
n;m¼0

m!S2nþmþ1An;mðSÞAnþ1;mðSÞ

� 1

o� onþ1;m þ ig=2
� 1

o� on;m � ig=2

� � (2)

where the auxiliary functions are given by:

Aa;bðSÞ ¼
Xmin½a;b�

j¼0

ð�1ÞjS�j
j!ða� jÞ!ðb� jÞ! (3)

In these expressions, m and n index the vibrational eigenstates
of the ground and excited electronic states, respectively, where
the vertical offset oeg is implicitly included in oa,b = (Ea � Eb)/h�,
and g is the dephasing parameter. Physically eqn (2) and (3)
represent that each FCS spectra is a collection of Lorentzian
peaks, where each peak is broadened by g and weighted by an
auxiliary function, see Fig. 6. The fit parameters for this model
are {S, g, oeg} where the phonon frequency, o0, is defined
directly from the measured spectra. Value restrictions can be
placed on both g and oeg because they can be approximated
from the linear absorption linewidths and the energy of the
exciton resonance, respectively. This leaves the Huang–Rhys

factor, S ¼ 1

2
D2, as the only true fitting parameter, where its

value and associated error is an output of the fitting routine.
The extracted Huang–Rhys parameter depends on the relative
lineshape of the modulation spectra, rather than the absolute
magnitude; thus, performing the fitting routine on norma-
lized data does not impact the results. Additional details on
how variations in the Huang–Rhys parameter impacts the

Fig. 5 The offset between the ground and excited state potential energy
surfaces calculated from the Huang–Rhys fitting parameter for (a) exciton
A (XA) and (b) exciton B (XB). (c) Schematic of potential energy surfaces,
where the potential energy surfaces of XA and XB are composed of distinct
vibrational manifolds.

Fig. 6 Linear absorption spectrum of (a) (PEA)PbI4, (b) (F–PEA)PbI4, and
(c) (Cl–PEA)PbI4. (d)–(f) Represent the collection of Lorentzian peaks,

weighted by Fn0 ¼
e�SSn

n!
where n denotes the vibrational transition, that

make up the XB resonance, and the sum of those peaks (black line).
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modulation spectra are provided in Section S4 of the SI (see
Fig. S7). These values were used to determine the displacement

of the excited state PES, where D ¼
ffiffiffiffiffiffiffiffiffi
2 � S
p

and its corres-
ponding error was determined through error propagation
methods. Turner and co-workers introduced an expanded
anharmonic model, which incorporates an additional fit para-
meter to account for an anharmonic potential energy surface.
However, in our case, the harmonic model already provides
reasonable agreement with the experimental data, as shown in
Fig. 4(g)–(l). Therefore, we chose not to adopt the anharmonic
extension as it would increase model complexity without offer-
ing a clear improvement in fit quality.

This model was able to reproduce the M2 modulation
spectra of all three compounds shown in Fig. 4(h), (j) and (l),
which follow the expected dual peak lineshape. However, as can
be seen in Fig. 4(g), (i) and (k) the lowest energy phonon mode
(red) deviates from the two-peak structure seen in the second
mode (blue), and a third peak is emerging at higher energies.
For these low energy phonon modes, we expanded the model to
include two distinct excited state potential energy surfaces,
each for XA and XB respectively, see eqn (4) and Fig. 5(c), where
the relative weight of contribution for the XA and XB PESs were
determined using the absorption spectrum (A = intensity of XA

resonance and B = intensity of XB resonance).

Mtotal(o; o0) = A�MXA
+ B�MXB

(4)

This analytical model enabled the extraction of the Huang–
Rhys parameter, which is related to the equilibrium offset
between the ground and excited state potential energy surfaces,
and hence the extent of polaronic coupling. We highlight that
the FCS model is the most accurate estimation of the Huang–
Rhys parameter because it provides direct access to time-
resolved exciton–phonon dynamics, unlike Raman or sideband
methods which infer the Huang–Rhys parameter through
steady-sate or frequency domain data. Additionally, the FCS
method addresses the fact that phonon replicas in the Raman
or photoluminescence spectra are difficult to deconvolute, as it
resolves the exciton–phonon interactions temporally, enabling
one to distinguish phonon modes with femtosecond precision,
which is necessary for these systems as the phonon energies of
interest are below 10 meV. In Fig. 5(a) and (b), we show the
Huang–Rhys parameter associated with the two dominant
vibrational modes (M1 and M2) for two distinct excitonic
resonances (labeled XA and XB) in the optical spectrum.

For all systems considered, the PES of XA is displaced along
coordinates associated with both M1 and M2, while XB shifts
exclusively along M1. We first look at the displacement D of XA

along the M1 coordinate, where (F–PEA)2PbI4 exhibits the least
displacement and (Cl–PEA)2PbI4 shows the greatest, with the
non-halogenated compound, (PEA)2PbI4, displaying an inter-
mediate value. Interestingly, the displacement of XA along the
M2 mode, which has been identified as the dominant mode in
the photoexcitation dynamics of the XA exciton,57,59 follows the
opposite trend, albeit to a greater magnitude. Moreover, for XB,
which is displaced solely along M1, a similar trend to XA and

M2 emerges, with (F–PEA)2PbI4 demonstrating the most sig-
nificant phonon dressing and (Cl–PEA)2PbI4 demonstrating the
least. Upon first glance, the trends of the displacement (D) are
particularly interesting, especially when considering the Raman
spectra. As noted earlier, there was a consistent blue shift in the
low-energy phonon modes when moving from PEA to F–PEA
and Cl–PEA, indicating that the observed trends in D cannot be
due to phonon energy alone. If that were the case, one would
expect PEA to exhibit the lowest D value and Cl–PEA to exhibit
the largest, which, as shown in Fig. 5 is not true. On a related
note, the displacement trends cannot be directly attributed to
dielectric effects. While the dielectric constants and therefore
the polarizabilities of the organic layers do vary with the
substituted cations, (PEA o Cl–PEA o F–PEA), this ordering
also does not align with the observed displacement trend.

A clear and striking correlation emerges between the trends
in exciton–phonon coupling parameters shown in Fig. 5(b) and
the crystallographic parameters, particularly the bond angle
variance (BAV) in Fig. 2(d). In this instance, the BAV is an
estimation of the degree of angular distortions that the lattice is
capable of withstanding, serving as an approximation of
the structural pliability of the material. When bond angles
are close to their ideal values, the structure is more rigid and
less susceptible to external stress or deformation. Conversely, a
higher BAV indicates increased structural flexibility,78,102,103

allowing the material to accommodate larger distortions
induced by external forces. The lattice dressing effect in the
presence of photocarriers, previously discussed as the polaro-
nic effect, operates through Coulomb-mediated lattice defor-
mations, which are directly linked to lattice flexibility.
Our experimental results suggest that substituting PEA with
F–PEA enhances the flexibility of the PbI4

2� sub-lattice, influ-
encing the lattice dressing of excitons. In contrast, substitution
with the chlorinated compound leads to a more rigid sub-
lattice. Notably, while the overall electronic structure remains
largely unchanged across the samples, subtle local interactions
are fine-tuned by organic cation substitution. These structural
modifications have significant and observable effects on key
spectral characteristics, which we will explore in the following.
The complex spectral fine structure, characterized by multiple
transitions at the exciton energy, has been widely reported in
numerous 2D metal-halide perovskites (2D-MHPs) incorporat-
ing various organic cations and halogens.29,56,104–106 However,
the origin of this fine structure remains an open question, with
ongoing debate as to whether the observed transitions corre-
spond to distinct excitonic states or a single transition exhibit-
ing vibronic progression.

In our previous work, we argued that each observed peak in
absorption and photoluminescence (PL)—denoted here as XA

and XB – corresponds to distinct excitonic states. However, we
also noted the possible presence of additional peaks, obscured
within the broad linewidths of the linear response, which may
be attributed to phonon replicas. Indeed, analysis based on
the displaced oscillator model, used to interpret the resonant
inelastic scattering of Raman signals response, predicts the
presence of phonon replicas in the optical spectra. These replicas
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are separated by the characteristic phonon energies M1 and M2
and are weighted according to the estimated Huang–Rhys
factors.

Notably, variations in the relative intensities and linewidths
of the exciton fine structure can be observed across different
samples (see Fig. 1 and 6(a)–(c)). Specifically, in (F–PEA)2PbI4,
the relative strength of XB appears quenched, whereas in
(Cl–PEA)2PbI4, it is enhanced. To further investigate how lattice
displacement influences the oscillator strength of the XB reso-
nance, we examine its underlying vibronic structure. Fig. 6(d)–
(f) depict a collection of Lorentzian peaks weighted by the
experimentally determined Franck–Condon factors, given by

Fn0 ¼
e�SSn

n!
, where n denotes the vibrational transition that

makes up the XB resonance. The black line represents the sum
of these peaks. It is evident that an increase (decrease) in lattice
displacement enhances (suppresses) the Franck–Condon over-
lap of higher-lying vibrational states, leading to a quenched
(enhanced) transition. Thus, this suggests that organic cation
substitution can offer effective ways of fine-tuning the spectral
characteristics of the excitons in 2D-MHPs, which we have
recently argues plays a critical role in enabling their application
in polariton lasers.20,107 To further substantiate these claims, a
theoretical framework needs to be developed to continue study-
ing the impact of the polaronic nature of these resonances.

Our findings further reinforce the hypothesis that photo-
excitations in these materials must be understood within the
exciton–polaron framework.57 Operating within this same fra-
mework, Dyksik et al.108 previously employed continuous-wave
resonant Raman spectroscopy and the displaced harmonic
oscillator model to estimate Huang–Rhys factors in (PEA)2PbI4.
Through detailed analysis, they reported Huang–Rhys factors of
approximately 7–8 for low-energy phonons (below 8 meV)—
significantly larger than the values we have estimated above.
While both approaches involve rigorous analysis, this discre-
pancy underscores the need for a deeper understanding of the
methodologies and assumptions involved. We believe that our
work will stimulate further investigation into the precision and
limitations of experimental techniques used to extract such
photophysical parameters, particularly in emerging hybrid
materials. Furthermore, it may prompt the development of
more refined theoretical models and critical evaluation of
existing experimental interpretations.

The exciton–polaron framework becomes particularly rele-
vant when considering many-body scattering effects. Within this
framework, the exciton resides within a self-induced deforma-
tion cloud, where both phonon–phonon and exciton–phonon
interactions contribute to the thermal dephasing of excitons.
This dephasing manifests as a temperature-dependent increase
in the homogeneous linewidth, g. Previously, we noted that
linear optical response is not an effective method to estimate
g,105 necessitating the use of two-dimensional electronic spec-
troscopy (2DES)74,76 instead. In ref. 74, we employed 2DES to
study thermal dephasing in (PEA)2PbI4, allowing us to esti-
mate the corresponding exciton–phonon interaction parameter.
Importantly, we distinguish between the exciton–phonon

coupling parameters associated with lattice dressing and
exciton scattering, as they stem from inherently different
physical processes.

In this work, we extend our study to (F–PEA)2PbI4, applying
2DES to determine the temperature dependence of g, where a
detailed analysis of the experiment and linewidth analysis can
be found in Sections S5 and S6 in the SI. By assuming that line
broadening results from exciton scattering with a single ther-
mally populated phonon mode, we fit g to eqn (S3) to extract the
effective energy (ELO) of the scattered phonon and the effective
interaction parameter (aLO). The fitting result reveal an effective
interaction parameter of aLO = 1.58 meV for (F–PEA)2PbI4 (see
Fig. S9), which is significantly lower than the previously
reported value of aLO = 33 meV for (PEA)2PbI4.74

Notably, when comparing both the exciton–phonon inter-
action and Huang–Rhys parameters of the two materials, we
observe an inverse correlation: a higher Huang–Rhys parame-
ter—indicative of stronger polaronic character—corresponds to
a lower exciton scattering interaction parameter, indicating
that our observations at 15 K are relevant for room temperature
exciton interactions. This finding also highlights the interplay
between polaron formation and exciton–phonon scattering in
2D-MHPs. These observations suggest that within the exciton–
polaron framework, the dominant mechanism governing ther-
mal dephasing is exciton–phonon scattering, rather than long-
itudinal optical (LO) phonons scattering with other LO
phonons. Notably, in (F–PEA)2PbI4, the enhancement of polaro-
nic character, coupled with a reduction in the interaction
parameter, supports the previous hypothesis that lattice pho-
non dressing provides a protective effect for excitations.57

A comparative analysis of the interaction and Huang–Rhys
parameters for (PEA)2PbI4 and (F–PEA)2PbI4 suggests that
stronger lattice dressing effectively shields the exciton, mitigat-
ing scattering effects. Although excessive distortion generally
degrades performance, this polaronic protection mechanism
presents an intriguing avenue for material scientists seeking to
suppress many-body scattering effects, which is potentially
useful in designing materials with enhanced optical coherence.

4. Conclusions

In summary, we have presented a comprehensive analysis
detailing how exciton–phonon interactions are influenced by
the organic cation, in 2D-MHP systems, specifically (PEA)2PbI4,
(F–PEA)2PbI4, and (Cl–PEA)2PbI4. Linear spectroscopy and crys-
tallography were utilized to confirm that the organic cation
substitutions preserve the exciton landscape, while RISRS,
crystallography, and the estimation of the Huang–Rhys para-
meter established that the organic cation and hence the degree
of octahedral distortion influences the nature of coupling
between the exciton and local lattice vibrations, directly impact-
ing the polaronic nature of the excitons. It is evident from the
analysis that careful engineering of the organic cation and
the organic–inorganic interactions may offer a design route
to control the degree of polaronic character of excitons, and
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possibly provide an avenue to control the fine structure and
weaken the many-body scattering effects of 2D-MHPs, which is
crucial for advancements in material science.
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