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Miller—Abrahams rate in kinetic Monte Carlo
simulationsti
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The conventional Miller—Abrahams (MA) rate is a frequently applied rate for modeling the hopping trans-
port of charges or excitons in organic semiconductors. However, the expression known as Miller—Abra-
hams rate is an approximation that has a more limited range of validity than the original, full expression.
We study the effect of both rates in Kinetic Monte Carlo simulations on the resulting charge carrier mobi-
lity in OFET and OLED structures. We find significant differences for small disorders as well as for high
electric fields. While the original, full expression predicts an increase and finally saturation of the mobility
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with temperature and field, the conventional (approximated) MA rate erroneously yields a decreasing
mobility with temperature and field. We demonstrate that this results from the constant rate for energeti-
cally downward carrier jumps in the conventional, approximated MA rate in contrast to the full rate where
downwards jumps accelerate with increasing energy difference and discuss the physical origin of this. This
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Introduction

A central parameter controlling the performance of organic
semiconductor devices such as transistors, light-emitting diodes
and solar cells is the charge carrier mobility." Meanwhile,
mobilities in the range of several cm® V~' s~ can be obtained
for OFET or OLED applications when the molecular or polymeric
films concerned are, first, free of extrinsic traps and, second,
have a high degree of structural order.>” This can be achieved in
multiple ways. In solution-processed films, suitable processing
methods, such as meniscus-guided coating, and the choice of
solvent have been shown to increase the films’ order. Concern-
ing the materials themselves, appropriate choices of material
parameters, such as regioregularity and molecular weight are
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aspect becomes relevant when downward jumps are rate-limiting, e.g. for small disorders or high fields.

known to enhance molecular ordering. Finally, for vacuum
deposited films modifying the evaporation rate and substrate
temperature can similarly lead to ordered films.®® Today’s high
charge carrier mobilities are a direct consequence of higher
morphological order, e.g. in films with crystalline domains or
semi-crystalline microstructures, and the accompanying low
energetic disorder.

Such films show, however, not only higher values in the
charge carrier mobilities, but also a temperature dependence
that is no longer consistent with the commonly used description
in terms of a thermally activated hopping transport that can be
modelled using a conventional Miller-Abrahams rate.” Some
well-ordered organic semiconductors with high charge carrier
mobility show a falling mobility with increasing temperature,
consistent with a band-like transport of delocalized charge
carriers. At the same time other experiments, e.g. optical-pump
terahertz probe spectroscopy which yields the optical conductiv-
ity or charge modulation spectroscopy which gives the charge
induced absorption, suggest a localized character of the
charges.” In these compounds, coupling to intermolecular pho-
non modes is strong and modifies the charge transfer process.
The resulting mobility can then be described in terms of
transient localization or delocalization mechanism.>'***

Some crystalline materials, however, show a constant mobi-
lity over a large temperature range, at odds with both the
conventional MA-type hopping transport and the description
in terms of transient localization. Examples include transport
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in polyacenes along the c-axis, where the electronic coupling is
weak, e.g. electron transport in naphthalene and anthracene.'*"®
For electron transport in naphthalene along the c-axis, the
mobility decreases from about 50 to 100 K and then remains
constant up to 325 K.' Similarly, a completely temperature
independent electron transport prevails in anthracene along
the c-axis from 77 K to 375 K."> Clearly, this is not compatible
with a description in terms of band-like delocalized states. To
understand why the description of a localized hopping type
transport also seems to fail, it is worthwhile to take a closer
look at the conventional Miller-Abrahams rate. While many
different rate expressions have been developed and discussed
over the last decades,"® the Miller-Abrahams (MA) rate has
been used particularly frequently.’® It is conventionally

expressed in the following form:***?
efAE//\’BT7 AE >0
Kapprox = Voez}'r{ (1)
17 AE < 0

Here, v, is the attempt-to-hop-frequency, y is the inverse
localization radius, r is the distance and AE = &gnal — &initial 1S
the energy difference between the final and initial site energy .
Eqn (1) is frequently used in simulations and theoretical work to
model charge transfer in organic semiconductors.***° 1t forms
the foundation for the Gaussian disorder model and its various
modifications when it is combined with a master equation
approach, a Gaussian density of states and notion that charge
transport occurs through thermally activated hops from an equili-
brium energy to a transport energy.>**”*° In the field of organic
semiconductors, its popularity derives from the fact that it is
simple, and that it was very successful in describing the field
and temperature dependence of charge carrier mobility in the
disordered semiconductors that had been used in the past.”**"~*°
Eqn (1) has also been used as a starting point to develop expres-
sions that, in addition to energetic disorder, include the reorgani-
zation energy A through a weighting factor (C-parameter).>'*?
Furthermore, it is applied to describe charge transport in inorganic
semiconductors,® hybrid perovskites,* or biomolecules such as
DNA®*® or to model random walks of Brownian particles.”” When
combined with the Forster transfer rate, the resulting expression is
used to describe singlet exciton transfer, e.g. in organic solar cells
or light harvesting complexes.*®*** An independently derived but
similar expression is used in the general Metropolis Monte Carlo
algorithm to calculate the acceptance probability of a random
change to the modeled system.*’

The Miller Abrahams (MA) rate has already been discussed
and compared to other possible hopping rates.'”-*®*14174¢ For
example, Vukmirovi¢ and Wang emphasized the need to con-
sider the phonon density of states.”® Also, at strong electric
fields*” or at very small disorder strengths of 3 meV,*® eqn (1)
was observed to result in an inverse temperature dependence of
the mobility that contradicts the original assumption of ther-
mally assisted hopping. Obviously, there are cases in which
eqn (1) has shortcomings.

Its long string of successes leads to a neglect of the fact that
the MA rate as given in eqn (1) is, in fact, an approximation of a
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more general expression derived by Miller and Abrahams for
weakly doped semiconductors. To derive the non-approximated,
full expression, Miller and Abrahams considered that charge
transfer is associated with the absorption (AE > 0) or emission
(AE < 0) of a single acoustic phonon.>> Hence, AE should not
exceed the maximum Debye energy of single acoustic phonons.
This satisfies energy conservation, yet, as detailed beautifully by
Fornari et al., the key aspect is that the single (non-local) phonon
mode actually enables the transition between the two sites to
occur, similar to a Herzberg-Teller coupling mechanism.*® For
uncorrelated disorder, the final rate expression of Miller and
Abrahams can be written as>

|AE|
kfull _ ée—ZyrszT 2kBT e—AE/2k3T7 (2)
h sinh( AZ| )
2kgT
where % is the Planck constant and A is a dimensionless
constant. In systems, in which the mean energy differences do
not differ greatly, A is connected to the constant attempt-to-hop-
frequency v, from eqn (1) by v, = A(|AE|)%. In the case of |E| >
2kgT, the conventionally applied version of the MA rate, ie.,
eqn (1) is recovered®° and shall henceforth be designated as

“approximate MA rate”. This rate is still used in many simula-

tions, even commercial ones, because it is simple and depends
21,25,26

on only a few parameters.
Miller and Abraham’s final rate expression in the form of
eqn (2) was derived by Fishchuk et al and compared to
eqn (1).>° Fishchuk’s work is an analytic treatment based on
the effective-medium approximation approach and the concept
of transport energy. It was motivated by the intention to explain
the unusually weak temperature dependence of the hole mobi-
lity in a film of the only weakly disordered polymer (MeLPPP).*°
Here we use kinetic Monte Carlo simulations to explore
whether some of the above-mentioned shortcomings of the
conventional, i.e. approximate MA rate (eqn (1)) may result
from using it outside the parameter range for which its deriva-
tion is valid, so that the full rate should be used. A key insight is
that for small disorder, and hence small AE, the energy-
dependent expressions in eqn (1) and (2) become constant, so
that the rate k is determined by the prefactor. This prefactor is
constant for eqn (1) yet directly proportional to T for eqn (2).
The hopping rate k directly yields the diffusivity D, from which
the mobility u is obtained as u = keB—DT by means of the Einstein—
Smoluchowski equation. A temperature-independent mobility,
as experimentally observed in systems with a small energetic
disorder, can therefore only be obtained when using the full
rate, eqn (2), so that the temperature dependencies cancel. We
focus on discussing the implications and the physical origin of
differences between the full and the approximate rate.

Methods

In the following, we describe our simulation model, the geo-
metry of the modelled devices and the procedure to obtain the

This journal is © The Royal Society of Chemistry 2025
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charge carrier mobility from the simulation results. We simu-
late two different device geometries: a sandwich-type geometry,
used typically for modelling organic light emitting diodes
(OLEDs), with a simulation box size of n, x n, x n, =
100 nm x 50 nm X 20 nm and a device, which differs from
the other geometry by its height n, = 3 nm and an additional
gate voltage field along the z-axis, thus representing an organic
field transistor (OFET), ¢f. Fig. 1. The small height in the OFET
case is still reasonable since most charge carriers occupy only
the lower few layers in an OFET at high gate voltages.”®*" In
both cases, we apply periodic boundary conditions along the x-
and y-axes and model the site energies E as uncorrelated
disorder drawn from a Gaussian distribution.** Therefore, the
density of electronic states (DOS) is of the form

g(E) =

1 E?
exp| —5 3)
V2na? 202 )

where the standard deviation ¢ characterizes the energetic
disorder, taking values in our simulations of 5-100 meV. The
uncorrelated disorder was chosen to allow for direct compar-
ison with the analytical calculation of Fishchuk et al. that is
valid only for the uncorrelated disorder.”® Results obtained for
the correlated disorder are added for reference in the ESI (Fig.
S.1-S.3). They are qualitatively similar, yet the difference
between using the full and the approximate rate is more
pronounced.

For both the OLED and the OFET cases, an external electric
field F is introduced in the x-direction. The resulting potential
drop over a single lattice spacing (a = 1 nm) is given by eFa. For
each hop with distance a in the field direction, this potential
difference is added to the energy difference AE between the
final and initial site. For hops against field direction, AE is
subtracted. Because the potential difference eFa is defined
relative to the direction of motion, it remains valid even when
a carrier crosses the periodic boundary along the x-axis. The
coulomb interaction between the charges (carrier-carrier inter-
actions) is considered explicitly by using the minimum image
convention and by updating the changes in the coulomb
potential, as it was suggested by Li and Brédas.>® The rates
for all charges to hop to neighboring sites within a maximum
hopping radius of rn,, = v/3a are calculated by eqn (1) with v, =
10" s7', or eqn (2) with A =1 & 24.18 eV ' hw,, respectively.
The inverse localisation radius was y = 5 nm™* for all cases.
Then, one transfer rate is randomly chosen, and the corres-
ponding event is executed. The corresponding time interval, in

(a) OLED

0
[ electrode

=3 semiconductor
[ insulator

(b) OFET
~—100 n(m——

50nm— —, J__7/

20nmi] | =[]
z
y
., l
Fig. 1 Model geometries used in our simulations for the (a) OLED and (b)
OFET geometry. In both cases, only transport in the semiconductor

(shown in blue) is modelled with periodic boundary conditions along
x- and y-axis.

«~——100 nm

50nm.— —,
3 nm]]
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which this event occurs, is calculated by
In(X
ar= ), @
ktotal

where X is a random number.”® The simulation terminates
when the current of carriers along the x-axis has converged. We
run simulations with every parameter set until at least 100
charge carriers were used in total. The mobility then was
calculated from data after convergence by

_Ax F
B=20 N (5)
where Ax is the net distance all carriers travelled in field
direction in the time interval A¢, F is the field created by the
applied source-drain voltage and N is the number of carriers,
which is set constant to N = 10 in the OLED-type device and
proportional to the gate voltage in the OFET device.!

Results

We simulated the charge carrier mobility in systems with OFET
as well as OLED geometry using the full and approximate MA
rates, parametric in disorder, temperature and charge concen-
tration. We shall use ppq and papprox to differentiate the
mobilities obtained with both rates.

Temperature dependence

OFET-structure model. First, we focus on the transfer beha-
viour simulated with the OFET-structure model. Fig. 2 shows
the dependence of the mobility on the charge carrier concen-
tration and temperature for different disorder strengths ¢ =5,
10, 25, and 50 meV, comparing pg,; on the left-hand-side to
Mapprox ON the right-hand-side. At high disorders, such as
50 meV, the mobilities obtained from both rates exhibit a
similar behavior, i.e., the mobility increases with temperature
and with charge carrier concentration. The mobility increase
with temperature reflects the increased available thermal acti-
vation energy. The increase in carrier density results from the
increase in the Fermi level with gate voltage, which reduces the
activation energy needed for charge transport. As the disorder
reduces, the temperature dependence also reduces since less
activation energy is required for transport. We call to mind that
a value of ¢ = 25 meV corresponds to the thermal energy at
room temperature. For very small disorders, e.g. ¢ < 10 meV,
however, p,pprox Starts to deviate significantly from pg,. While
for ugy, the temperature dependence of the mobility reduces
further to yield a nearly temperature independent mobility, for
Mapprox the temperature dependence of the mobility reverses,
which would imply an increasing mobility upon cooling. We
also find that the curves at 400 K happen to agree for both rates;
however, this is a coincidence due to the choice of the con-
stants A and v.

OLED-structure model. We found the same temperature
evolution of the mobility in simulations with the OLED-
geometry. The mobility obtained from both rates at different
disorder strengths and temperatures at a field strength of

J. Mater. Chem. C
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Fig. 2 Dependence of the carrier mobility on the gate voltage in an OFET
geometry, parametrized with different temperatures, shown for several
disorders (from top to bottom: 5 meV, 10 meV, 25 meV, and 50 meV),
derived with the full rate (left-hand-side, uq,) or the approximate rate
(right-hand-side, papprox)-

E =0.1 MV cm ' is displayed in an Arrhenius form in Fig. 3(a).
For low temperatures at 75 and 100 meV disorder, the simula-
tions did not produce reliable data in a reasonable computa-
tional time. Analogous to the OFET structure, at high disorder
values, mobilities obtained from both rates exhibit a similar
temperature dependence, i.e. increasing mobility with tempera-
ture, albeit the values differ slightly (¢f ESL¥ Fig. S.4). Like for
the OFET case, pg, is almost independent of temperature for
disorder values at 10 and 5 meV, while papprox decreases with
temperature, thus showing an inverse temperature dependence.

To investigate the differences between both rates in their
dependence on disorder and temperature, the data are
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Fig. 3 Temperature dependence of the mobility for different ¢ = 5, 10, 25,
50, 75, and 100 meV in an OLED-type device using either the full Miller—
Abrahams hopping rate or the approximate expression. At high mobilities,
the confidence intervals are smaller than the symbol size. (a) Results in an
Arrhenius representation. The auxiliary line at 10~* cm? V™ s~ serves to
differentiate the different temperature dependencies for 5 and 10 meV
disorder for both rates. (b) Mobility plotted against the relative disorder
(6/kgT)?. Beware that some data points pertaining to different values
of ¢ coincide. The grey line shows an exponential decay with a decay
constant of (2/3).

additionally plotted against the quadratic relative disorder (o/
ksT)? in Fig. 3(b). For g, the data points obtained for different
disorder strengths coincide when plotted against (¢/kgT)* and
the resulting curve closely follows an exponential decay

’ 2
Upap ~ €Xp| — . , indicated as a straight grey line
3 ksT

(see also Fig. S.5, ESIf). The deviation at large values of (o/
ksT)?, i.e. for a/kgT larger than 3, is due to the finite size of the
simulation box. States at the very bottom of the density of states
are, by definition, rare. For a finite box size, these very low
probability sites are no longer present in the distribution. This
prevents relaxation of the charge carriers into tail states, so that
equilibrium is no longer established.>®

In contrast, the results obtained with the approximate rate
deviate strongly from this behaviour. Importantly, the o/kgT
scaling is no longer valid, and it makes a difference whether the
temperature or the disorder is changed. The effect is stronger at
smaller disorders.

This journal is © The Royal Society of Chemistry 2025
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Fig. 4 Dependence of the mobility on the electric field in an OLED-type
device at T = 300 K for the full (top) and approximate (bottom) Miller—
Abrahams rate.

Field dependence

We also compared the dependence of the mobility on the
applied field and disorder strength. The mobility ug,y, shown
in the upper plot of Fig. 4, increases with field until it saturates
and converges towards a maximum mobility for high fields.
This implies that the drift velocity is increasing linearly with the
field. In contrast, {;pprox, Shown in the lower plot of Fig. 4, first
increases at high disorders yet then decreases with 1/F when
the drain field is increased further.

Discussion

The key results of the current simulation study are as follows: (i)
in contrast to the full rate, the approximate MA rate predicts a
decrease of the mobility with increasing temperature for small
disorder values, (ii) the mobility scales with o/kgT for the full MA
rate yet not the approximate rate, and (iii) the full rate predicts
an asymptotic approach to a finite maximum mobility with the
electric field, while the approximate rate suggests the mobility to
decrease at high electric fields. Such a decrease has indeed been
observed yet there are several ways to account for it.>*

In the following, we shall address the conceptional differ-
ence between the full and the approximate MA rates and the

This journal is © The Royal Society of Chemistry 2025
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Fig. 5 The transfer rate k, divided by the prefactor voexp(—2yr), for the full
MA rate (egn (2)) in green and the approximate MA rate (egn (1)) in blue,
shown for jumps downwards in energy (left) and upwards in energy (right),
(a) dependent on the energy difference between the initial and final site at
kT = 25 meV, and (b) as a function of temperature at AE = 5 meV.

implication for analyzing charge transport in a disordered
organic semiconductor. In Fig. 5, we illustrate the difference
between the jump rates for a charge carrier in a hopping system
as a function of (a) energetic difference between charge donat-
ing and charge accepting states and (b) temperature.

Regarding the energy dependence, the upward jumps are
thermally activated, tending to a Boltzmann-term for both rates
at large energy differences, since in eqn (2) sinh(x) ~ 0.5¢* for
x » 1. The key difference lies in the downward jumps. In the
approximate rate, any energy dependence is ignored so that
jumps downward in energy are all taken to be equally likely,
while downward jumps accelerate with the energy gap for the
full rate. This is quite in contrast to the energy gap law,>® as
already noted by Fornari et al.*

The temperature dependence for both rates is also strikingly
different. For the full rate, the upward and downward jump
rates both increase roughly linear with temperature. They differ
mainly at very low temperatures where the downward jump rate
remains finite in contrast to the vanishing upward jump rate.
For the approximate rate, however, the downward jump rate
remains temperature-independent while the upward jump rate
merely reflects the temperature evolution of the Boltzmann
factor. In the high temperature limit, the rates for both jump
directions of the approximate rate become constant.

To extract the difference in the underlying physics, we turn
to the derivation of a very general rate expression that was
developed by Fornari et al.*® They emphasize that the coupling
between the initial and final site is brought about by the
coupling to inducing vibrational modes and derive a general

J. Mater. Chem. C
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rate expression in which the transfer rate k& depends on the
product of the spectral density J(w) and the phonon occupation
number N(w), see the ESIi Section D. The basic idea is that
phonon modes m with energy w}, modulate the coupling and
induce the transition. |Mj, ,|* is connected to the transition
matrix element V;, by the displacement g, via Vi = |Mi3 |* G-

Fornari et al. define J(w) =3 |M12,m‘25(w — w},). The spectral

m
density J(w) is therefore a measure for the coupling strength per
mode. The phonon occupation number N(w) is given by the
Bose-Einstein statistics.

Within the framework of Fornari et al., eqn (1) and (2) can be
obtained if one assumes a certain form for the spectral density
J(®). The full MA rate, eqn (2), implies a spectral density that
increases linearly with energy. In contrast, a spectral density
that saturates underlies the approximate MA rate (¢f ESIE
Section D). The linearly increasing rate with the downward
energy gap for the full rate may hence be associated with the
increasing spectral density implicit in the full rate, while the
constant downward jump rate in the approximate rate may be
seen as connected to the saturating spectral density.

Trends in the dependence on temperature and disorder

Having considered how the rates differ between the full and the
approximate MA model, we can discuss the observed opposite
trends of the mobility obtained from both rates. Let us first
consider the temperature dependence shown in Fig. 2 and 3.
We recall that for low or moderate applied fields (in contrast to
the high field limit discussed in the context of Fig. 4), we found
a similar temperature-dependence of ,pprox cOmpared to pggy
at high energetic disorders, yet an inversed one for small
disorders. Moreover, curves derived for different disorder
strengths coincide when plotted against (6/ksT)* for g, over
the entire parameter range yet not for y,pprox- The reduction of
mobility upon increasing the temperature for papprox at small
disorders had previously already been noted by Chatten et al.*®
in KMC simulations carried out for ¢ = 3 meV. The failure of
Mapprox tO scale with (o/kgT)* at low disorder values was already
highlighted by Fishchuk et al.>° in their comparison of g, with
Mapprox that was performed using effective-medium theory.

To understand these related phenomena, it is useful to start
by reflecting on the case where energetic disorder is large. For
large disorder, full and approximate rates yield very similar
results. Large uncorrelated disorders trivially imply large energy
gaps between adjacent sites, i.e. |AE| > 2kgT, so that the full
and the approximate rate are both limited by the upward
jumps, ie., by the Boltzmann term. More precisely, charge
transport in a disordered density of states (DOS) is limited by
upward jumps from a temperature-dependent equilibrium
energy to a transport level slightly below the center of the
DOS. This is the origin of the exponential dependence of
mobility on (o/ksT)* that is observed experimentally in systems
with moderate to large disorder.>**® This behavior is also

reflected in our data for the regime % < 3 (¢f. grey line in
B
o

Fig. 3b). For larger values of kT

, the finite simulation box
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precludes full relaxation of the simulation data to the expected
grey line as detailed above.

Mobilities obtained with both rates begin to differ in tem-
perature evolution and value as the disorder reduces. The
reason is that thermal activation as well as the concept of the
transport level both lose their relevance in the case of low
disorder since there is nearly no difference between the energies
of neighboring sites. For low disorder, upward and downward
jumps attain similar weight. The transport is then well described
as normal diffusion on a three-dimensional grid, in which case
the diffusion coefficient D is given as:*’

D= gazk (6)

Here, a is the lattice constant and k is the transfer prob-
ability. Although this expression was derived for random-walk
steps only to directly neighboring sites, one can similarly show
that D ~ (k) also for the case of jumps to neighbors further
away (cf ESL% Section E). For diffusive motion, mobility and
diffusivity are related according to Einstein-Smoluchowski
by58,59

eD = ,ukBT (7)

Hence the mobility follows p ~ (k)/T, with (k) being the
average transfer probability. In the high temperature limit, the
full rate depends linearly on T for both upward and downward
jumps (hence, (kpy) ~ 7), while the approximate rate is
constant or converges to a constant value for downward and
upward jumps, respectively (implying (kapprox) ~ const.). This
is illustrated in Fig. 5(b) for AE = 5 meV and in the ESIi for
larger values of AE (Fig. S.7, ESI}). With this, one obtains for
the temperature dependence of the mobility:

(kepnn)

Hgan ~ —— & const. (8)

Kapprox 1
Happrox ™~ < dp]pwo > ~ ? (9)

Hence, for small disorders, papprox decreases with increasing
temperature, while ug,); is approximated as temperature
independent.

Thus, overall, Inu ~ (o/kgT)* applies for the full and the
approximate rate in the limit of high disorders, while eqn (8)
and (9) represent the limit of low disorders. In between we
expect a continuous transition in the evolution of u(o,T).
Evidently, ug,n scales with a/kgT, so that it does not matter if
a KMC simulation was conducted with, say, half the value of ¢
or twice the value of T, and curves obtained by varying the one
or the other all coincide (¢f Fig. 3). Similarly, other curves
obtained for different values of ¢, yet same a/kgT also coincide.
Finally, the slope of the In ugy ~ (o/ksT)? curve is —(2/3)* for all
values of (¢/kzT)*>. We recall that the slope is indicated by the
grey line in Fig. 3b, with the deviation of the simulation from
this for large values of (¢/kgT)” being due to the energy relaxa-
tion of charge carriers not reaching equilibrium. A scaling of
mobility with ((r/kBT)2 is not the case for papprox due to the 1/T

This journal is © The Royal Society of Chemistry 2025


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5tc01487e

Open Access Article. Published on 05 June 2025. Downloaded on 7/23/2025 11:52:56 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Journal of Materials Chemistry C

dependence (eqn (9)) which becomes critical when perform-
ing KMC simulations for low disorders. The relationship

5 2
uw=pyexp| — £ 9 has been established on the basis of
3kgT

analytical calculations and kinetic Monte Carlo simulations
with the approximate MA rate. It was found to agree very well
with experiments for several decades and has thus become an
established reference for the description of charge transport in
systems with moderate to high disorder and negligible polaro-
nic contributions.>® The fact that the use of the full MA rate
preserves this relationship also for the regime of low disorders
is therefore reassuring.

The observations made by Chatten et al. and Fishchuk et al.
can thus be understood in the context of eqn (8) and (9).**>°
There are two points in the work by Fishchuk et al. that deserve
further discussion. First, Fishchuk does not find a universal
slope of (2/3)> = (0.66)” for the In ugy ~ (o/ksT)* curve for all
values of (c/ksT)” like we do. Instead, he obtains two limiting
slopes of (4/9)*> ~ (0.44)> and (3/5)> = (0.60)” for small and large
values of ¢ at constant temperature, which might be due to
limitations of his effective-medium-approximation approach.
For his calculations, Fishchuk was using an effective-
medium theory in combination with the concept of an effective
transport level. Evidently, this is a good approximation to the
transport situation for well disordered systems, yet the effective
transport level concept becomes progressively less suitable for
more ordered semiconductors.

The second point worth mentioning is that, over the entire
parameter range, Fishchuk et al. find papprox to have a stronger
dependence on (a/kgT)* than gy, while we find the opposite.
More specifically, they noted a stronger temperature dependence
for tapprox, €ven though his mobility values for the temperature
dependence were not obtained by variating the temperature
but by variating the disorder. The approximate rate does not
scale with ¢/kgT but depends differently on both parameters.
Consequently, it is not possible to directly compare the tempera-
ture dependencies. papprox can exhibit a stronger or weaker
temperature dependence compared to ug,, depending on the
disorder considered.

Trends in the dependence on electric field

We now turn to the field dependence of the mobility, shown in
Fig. 4. In summary the mobility derived from using the full rate,
Ugan, increases monotonously with field, following In i ~ VF
for not too low fields, and eventually converges towards a
maximum mobility. When using the approximate rate, the
resulting papprox Shows a similar increase and values for large
disorders and low fields, yet at high fields or low disorders,
Mapprox decreases with increasing field following a u ~ 1/F
dependence. The In u ~ \/F dependence is experimentally well
verified and extends also to lower fields when using correlated
disorder (c¢f ESLi Fig. S.3) instead of the non-correlated dis-
order we employed here.”®*®® As discussed by Poole and Fren-
kel, it results from the lowering of the energy barrier by the
electric field." In this regime of moderate fields, and hence
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moderate AE, the transport is predominantly limited by the
uphill jumps. Since the full and approximate uphill rate con-
verge with increasing AE (cf. Fig. 5), it is not surprising that the
electric field has the same effect on transport simulated with
both rates.

More remarkable is the difference in the mobility for high
fields. The reduction of mobility with increasing field has
occasionally been observed experimentally®' ® albeit mostly
for field strengths of 0.01-1.44 MV c¢cm™'. It was phenomen-
ologically explained by the notion that higher fields would
prevent charge carriers from circumnavigating a particularly
high energy barrier by a sequence of low barrier jumps.** This
notion was supported by the KMC simulations based on the
approximate MA rate that explicitly considers positional dis-
order through a parameter X that modified the prefactor of the
jump rate. However, even when the positional disorder was low
(2 < 1.5), u(F) was found to reduce with the field. To obtain
agreement between the results of the KMC simulations and
the analytical expression, an empirical, additional constant of
2.25 was introduced.>»*® The field dependence Of fiypprox Was
then described as

u(F) e (%“LT) eXP((C(kBLT)z—ZZ) \/f) (10.i)
2>15
u(F) xe <%1“3LT> ~exp(<é (k;LT)Z—2.25> \/f), (10.ii)
<15

with € being a constant that depends on the lattice constant
a.** The simulations carried out here with the full rate yield a
constant mobility for all disorders at high fields. In light of the
full-rate simulations, the ad hoc introduction of the constant
factor of 2.25 for low positional disorder (eqn (10.ii)) seems no
longer justified. Obviously, the role of positional disorder in
modifying the coupling between sites is an aspect requiring
further attention. To which extent eqn (10.i) correctly describes
charge transport in the presence of high fields and positional
disorder is an aspect requiring further attention that is beyond
the scope of the current manuscript. Moreover, experimental
data for field strengths above 1 MV cm ™" for films with low
disorder are required, which are at present not available.
What causes the different field dependences when using the
full or the approximate rate? Let us consider the limit of high fields
(eaF = o, where a is the lattice constant). For ¢ = 50 meV, a high
field would be F > 0.5 MV cm ™, i.e. VF > 0.71 MV*? em ™2 (¢f
ESI} Section G). In this regime, charge carrier motion by diffusion
is negligible and, instead, drift, i.e. directed transport driven by the
electric field, predominates. The field lowers the energy barrier
between sites in field direction, so that in the extreme case virtually
all hops are downhill and directed towards the collecting electrode.
Hence, the drift velocity vpf is directly proportional to the average
jump rate (k), i.e. Vprg ~ (k). Moreover, upward jumps cease to
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exist in this extreme limit, so that only the downward jumps are
rate-limiting.

For example, when a field of 2 MV cm ™" acts on the sample,
the energy between two adjacent sites in the field direction is
reduced by 200 meV, so that any former disorder-related energy
barrier with less than 200 meV vanishes. For large downward
jumps, the full rate accelerates nearly linearly with the energy
gap between adjacent sites, AE, while the approximate rate is
constant (see Fig. 5(a)). Furthermore, on average, AE can be
assumed to be proportional to the field F for large fields.
Therefore, one finds for the average rates at high fields
(kean) ~ F and (kapprox) = const.; and with the definition of
the drift mobility, i = vp,ig/F, accordingly,

k
Pt ~ {Feran) A const. (11)
F
k. 1
:uupprox ~ % ~ f (12)

Therefore, in the regime where directed transport towards
the drain electrode predominates, (eaF > ¢), both rates lead to
different dependencies of the mobility on the field. Eqn (12),
i.e. the decrease of mobility with the field in the approximated
MA rate arises from the implicit limited phonon density of
states. Eqn (11) and (12) agree with the analytical results of
Fishchuk et al in the large field limit.>® We should point out a
caveat of our treatment. We did not investigate the effect of
positional disorder, which modifies the coupling between sites
and might possibly reduce the difference between the results
from full and approximate rates. This aspect needs to be
addressed in future work.

Finally, we briefly comment on the downward rate in both the
approximate and full expressions from Miller and Abrahams. As
noted by Fornari et al., a constant as well as an increasing rate
with increasing energy gap may seem at variance with the energy
gap law. The energy gap law is well established and predicts
decreasing rates for increasing downward energy gaps.**>> How-
ever, in the energy gap law, the transfer of energy is limited by
the dissipation of excess energy through a multiphonon emis-
sion process. This becomes increasingly less likely the more
phonons of the same energy need to be emitted. The downhill
(or uphill) charge transfer process considered in the Miller-
Abrahams model, in contrast, involves the emission (or absorp-
tion) of a single phonon. The rate is limited by the electronic
coupling between the two states rather than by the dissipation of
energy. As detailed by Fornari et al., the emission (or absorption)
of a phonon not only satisfies energy conservation requirements
but also modulates the electronic coupling between the two
states involved. Hence, the rate rises with the availability of
phonon states.

Conclusions

The choice of hopping rate is a critical question when model-
ling charge transport in organic semiconductors.>" Inspired by
the analytical treatment from Fishchuk et al., we highlighted
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that the hopping rate which is conventionally referred to as
Miller-Abrahams rate is an approximation of a more general
(full) rate. This approximation holds for the case where the site
energy difference is large compared to thermal energies.’®
Using KMC simulations, we illustrate how the common, approxi-
mated rate impacts notably p(7) and u(F). Mathematically, the
approximation is valid for |AE| >» 2kgT. Investigating the
temperature and field dependence of the charge carrier mobility
with the full and the approximated rate suggests that the
condition ¢ > kpT is already sufficient to obtain papprox(T) &
tean(T). However, we point out that papprox(F) & piean(F) addition-
ally requires eaF < o. In simple words, the approximate rate
works well for sufficiently large disorders and low to moderate
electric fields.

We analyzed the differences between rates and resulting
charge carrier mobilities for the full and the approximated
equations as a function of the energy gap between adjacent
sites and as a function of temperature. In essence, the differ-
ences in the mobilities obtained from both rates may be attrib-
uted to different implicit shapes of the spectral density J(w), with
J(w) saturating for large energy gaps for the approximate expres-
sion, while it increases for the full expression. j(w) may be seen as
a measure for the coupling strength per phonon mode.

Previous discussions on the deficiencies of the MA rate
considered only the approximate rate.'”?**'"*%%” some of the
issues raised resolve themselves when the full rate is consid-
ered in a parameter range where the approximated rate is no
longer valid. The use of the full rate becomes important when
quantitatively analyzing the mobilities in systems with weak
disorder, such as highly aligned or crystalline material. In fact,
models that describe charge transport in very weakly disor-
dered systems through the concept of transient (de)localization
focus strongly on the explicit role of phonon modes in the
charge transport.'®'*®® Using the full MA rate may help to
conceptually link the description of charge transport in dis-
ordered and in well-ordered organic semiconductors.
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