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Secondary electrons play a vital role in extreme ultraviolet lithography (EUV-L), as low-energy electrons
(LEEs) induce the solubility switch of the photoresist via electron-induced reactions. However,
optimizing EUV absorption at 92 eV and addressing the relatively long inelastic mean free path (IMFP) of
LEEs, which can lead to pattern blurring, remain critical challenges. Here, first-principles calculations
based on time-dependent density functional theory (TDDFT) are conducted to evaluate how chemical
substitutions in metal and ligand sites affect both EUV absorption and the energy loss function (ELF) of
LEEs in oxalate systems. Results highlight that atomic cross-sections alone are insufficient for optimizing
photoabsorption, and electronic structure effects must be considered. Analysis of the ELF of LEEs

Received 2nd February 2025, reveals that iodine-containing systems exhibit a higher ELF at low energies, suggesting a reduced IMFP.

Accepted 12th March 2025 Additionally, iodine incorporation shows potential to lower the band gap, which may further reduce the
DOI: 10.1039/d5tc00441a IMFP of LEEs in photoresists. These findings underscore the significance of electronic structure effects in

EUV-L and demonstrate the value of first-principles calculations in optimizing photoabsorption and
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1. Introduction

As the demand for smaller feature size increases, extreme
ultraviolet lithography (EUV-L) appears as the most promising
technology to reach the targeted sub-20 nm resolution.” EUV-L
involves transferring of a pattern from a patterned mask onto
a photosensitive material using exposure to EUV light. The
interaction of EUV photons with a photoresist is a complex
multi-step process, in which an absorbed photon has sufficient
energy (92 eV) to ionize a molecule resulting in the emission
of the primary photoelectron, which will thus further interact
with the photoresist, generating more electrons (secondary
electrons).”™ The ejected electrons (primary and secondary)
usually have a kinetic energy range from 0 to 80 eV, depending
on the atoms and orbitals involved in the emission process.®
The absorption and emission events hence continue in a
cascade manner with the total electron yield suggested to be
2-4 per EUV absorption.’ It is believed that the low-energy
electrons (LEEs), with energies below ~20 eV, are mostly
responsible for the solubility switch that leads to nanopattern
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electron behavior for next-generation lithography applications.

formation. They achieve this by inducing further ionization and
bond scission, which can result in cross-linking.>”"'! By this
multiple processes, EUV-L faces challenges to find a EUV resist
with optimal RLS (resolution, line edge roughness, sensitivity)
trade-off, regarding EUV absorption and effects of LEEs, while
conventional deep ultraviolet lithography seeks for resists with
desirable photochemical property.

Regarding the sensitivity of the photoresist, previous gen-
eration organic photoresists have low absorption cross-section
at EUV wavelengths.'® Moreover, EUV contains a much smaller
number of photons, less than ten times compared to deep UV
of the same power, thus the associated photon shot noise can
induce roughness of line pattern.'™'*'* One way to tackle the
photon shot noise problem is by the direct utilization of more
photons.™® Still, optimizing the absorption of the EUV photon
appears critical to make EUV-L cost effective. The common
strategy to enhance EUV absorption is simply to incorporate
elements with higher atomic cross-section at 92 ev.'h®??
However, this approach, or the Gelius model, is insufficient
to explain the observed dependence on metal-ligand inter-
actions or molecular structure.”® In addition, regarding LEEs
for the solubility switch of EUV photoresists, their relatively
long inelastic mean free path (IMFP) can contribute to image
blur and loss of resolution.>* Assessing the IMFP of these LEEs
is crucial for gaining a deeper understanding of EUV-L physics
and optimizing future EUV photoresists. However, experimentally

This journal is © The Royal Society of Chemistry 2025
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determining the IMFP of LEEs remains highly challenging.”>’
Theoretical calculation of IMFP might be helpful, but most are
for pure elements.”®?®* Since the IMFP can be significantly
influenced by material-dependent electronic structure details,
especially for low-energy below ~30 eV corresponding to the
minimum of the universal curve, it is essential to investigate
material dependence beyond the elemental phase.>*>*

In this paper, we study the impact of metal and ligand
substitutions on the photoabsorption properties and IMFP
of LEEs through first-principles calculations. We consider
ML,(C,04) (M = Zr or/and Sn; L = OH, F or/and I) as model
systems for two key reasons. First, their crystal structure is
relatively simple with two formula units per unit cell, making
calculations that include quantum many-body effects feasible.
Second, Zr(OH),(C,0,) has already been synthesized.*
We present our calculation methods in Section 2, followed by
our results and discussion in Section 3. Finally, we conclude in
Section 4.

2. Calculation methods

The results presented in this work are based on first-principle
simulations performed within the framework of density func-
tional theory (DFT) as implemented in the WIEN2k code,**®
and time-dependent density functional theory (TDDFT) as
implemented in the Quantum espresso package (QE).**™*
In the following, the details of our calculations are presented
in parallel for (i) electronic structures, (ii) photoelectron spectra
(PES), (iii) dielectric functions, and (iv) ELF and IMFP. Prior to
those calculations geometry optimization was performed with
the projector augmented wave method, as implemented in the
Vienna ab initio simulation package (VASP, see Section A.1
in ESI¥).>>*

2.1. Electronic structures

In the framework of DFT, the calculations were performed with
the all-electron full potential linearized augmented-plane-wave
(FLAPW) using the WIEN2k code. The LAPW treatment imple-
mented in WIEN2Kk is one of the most accurate methods for
electronic structure calculations. Calculations presented in this
paper were performed in the scalar relativistic framework.
Exchange and correlation effects were treated in the generalized
gradient approximation (GGA) using the PBE functional.*
As GGA is known to underestimate the band gap in semicon-
ductor systems, the modified Becke Johnson (mB]J) exchange
potential by Tran et al. was used too and the results were
systematically compared to the PBE ones.”> The size of the
basis set is determined by the product of the smallest atomic
sphere radius (R) and the plane-wave cutoff parameter (Kpax),
denoted as RKy,ax. For the calculations, the plane wave basis set
was defined using a RK,.x value of 4 for systems containing OH
bonds (because of the short bond length) and 6.5 for the other
cases. The Brillouin zone was sampled using the Monkhorst-
Pack scheme,*® and converged calculations were obtained for
8 x a x 8 (with 6 < a < 8, function of the element
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substitution), k-grid. Bader charge analysis were conducted
using the AIM program implemented in the WIEN2k code to
quantitively estimate the charge transfers between the different
species.?”

The TDDFT calculations were performed using the plane
wave implementation of the QE package with the PBE variant of
the GGA functional.*>”** The input files for QE were generated
as described in the software manual.** A plane-wave basis with
energy and charge density cutoffs of 60 and 480 Ry, respectively,
was used.*® The outermost shell for all species, and additional
semi-core (4d for I and Sn, 4p for Zr) were treated as valence
electrons. The Brillouin zone was sampled with a 10 x 12 x 12
Monkhorst-Pack grid. As already mentioned by some authors,
even if the DFT calculations are over-converged with respect to
the grid, a denser grid is necessary to obtain a smooth shape of
the response functions.*®

2.2. PES using atomic cross-sections

To study the photoabsorption properties of our model struc-
tures, we conducted simulations of the valence band spectra for
photon energy of 100 eV, using the PES module as implemen-
ted in the WIEN2k code.’® The PES module calculates X-ray
photoelectron spectra (XPS) by summing over all atomic-
orbitals the product of the partial density of states (pDOS;)
and excitation-energy-dependent atomic-orbital cross-sections
(6) (from tables®"*%):

I=Y pDOS,cy 1)
1l

with ¢ the atomic index and / the quantum number associated
with the atomic-like basis set.*® A Gaussian broadening of
0.4 eV was applied to the simulated spectra for an easier
visualization. The simulations were done for a photon energy
of 100 eV as it is the minimum energy available for the
tabulated data used, and it is quite close to the desired energy
of 92 eV of EUV-L.

2.3. Dielectric functions

The dielectric function, ¢, describes the dielectric responses of a
medium to an external perturbation.’>>* For weak perturba-
tions, the linear response function y (¢ = y + 1) relates the
changes of the interacting density to an external perturbation.>”
It can be evaluated perturbatively from Kohn-Sham DFT by the
solving the Dyson-like screening equation for this operator:**>

1= o+ 1Kxo (2

where y, is the independent-electron susceptibility, also often
called microscopic polarizability, and where the kernel K define
the level of theory.”*>® In the case of the independent-
particle approximation (IPA), only single-particle transitions
are considered, Kips = 0.*° For TDDFT, the kernel K take the
form Krpprr = 0 + fie, Where v is the Coulomb interaction and
Jxe is the exchange-correlation kernel. This exchange-correlation
kernel is a complex quantity, whose exact analytical expression is
unknown, that contains all the non-trivial many-body effects.””
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(Using the turboEELS code, it is computed in the adiabatic DFT
approximation).®

Standard DFT is a ground-state theory, thus not strictly
applicable to the calculation of excitation energies or other
excited-state properties, as opposed to TDDFT which allows the
calculation of a dynamic responses of electrons to a time-
dependent external perturbation. Still, DFT is often used for
the calculation of optical properties and reproduces quite well
experimental observations.’*®° Hence, here, we compared the
results of the complex dielectric function (&) by two methods: in
the IPA using the OPTIC package as implemented in the
WIEN2k code, and TDDFT using the turboEELS code of the QE
package.®°

In the case of the WIEN2k code, using the OPTIC package,
the dielectric tensor calculation is performed from the calcu-
lated electronic structure. The OPTIC package clearly distin-
guishes between the optically allowed and forbidden
transitions in the IPA using dipole selection rules. It calculates
the direct transition (conservating k) between occupied nk and
unoccupied n'k states with the probabilities proportional to the
square of the momentum matrix element. Hence, in this case,
the calculation of optical properties does not go beyond the
interpretation of the Kohn-Sham eigenvalues in terms of the
band structure.’” The case n = n’ represents intraband optical
transitions, while the case n # n’ gives the interband contribu-
tion. This formalism is implemented into WIEN2k to compute
the imaginary part of the optical dielectric function, &,(0, ).
The real part, ¢(0, w), is then determined by a Kramers-Kronig
transformation,*®®! enabling the determination of the optical
energy-loss function (ELF, ¢ — 0).*?

In the case of TDDFT, the conventional approach is to com-
pute the independent-electron susceptibility and then solve the
Dyson-like screening equation to obtain the full response
function (see eqn (2)). However, this method is computationally
expensive as it requires knowledge of many empty states, the
inversion and multiplication of large matrices, and must be
repeated for each frequency of interest. The turboEELS code
of the QE package is based on linearized TDDFpT (time-
dependent density functional perturbation theory) and address
those drawbacks by expressing the response density matrix as
the solution of the linearized quantum Liouville equation and
Lanczos recursion algorithm.®*®® The implementations of the
Liouville-lanczos approach to TDDFpT are described in the
thesis of Rocca and Timrov and the papers associated with
the turboTDDFT and turboEELS code.®>%%%%%7

2.4. ELF and IMFP

The ELF, which describe the probability of energy-loss @ and
momentum-transfer g of an electron traveling through a mate-

rial, is obtained from the complex dielectric function:***%%
—1 & (q7 (JJ)
m |: :| - : g (3)
e(q,0)]  &1(q,0)+e(q, )

From the calculated ELF it is then in principle possible to
estimate the IMFP (1) of the electron travelling through the
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photoresist material via the dielectric formalism:"”>*°°
E—Ep
B /3 7 at] -1
it= J de ~Im {—} d 4
LZ()TEE 0 qfq B(q> CL)) 1 ( )

where Er is the Fermi energy and g are the largest and smallest
momentum transfers. In practice, however, a proper quantita-
tive estimation of the IMFP of LEEs is challenging. For the
optical ELF (g — 0), the first-principles calculations are com-
monly used. In order to proceed with the integration over the
momentum transfer in eqn (4), one needs to reconstruct the
‘complete’ ELF from the optical ELF. To do this, the optical ELF
is fitted with a number of model dielectric functions for which
the expansion in term of momentum transfer is known.**¢%7°
This procedure is quite reliable at high energies (typically above
100 eV).”® However, at low-energy the integration become rather
complicated as the choice of the model dielectric function
(Lindhard, Mermin etc.), the fitting parameters (e.g., the num-
ber of functions used), the integrations limits (e.g., 0 eV or band
gap value) or even consideration of negative oscillator strength
to express the fine structure of photon-electron scattering,
strongly influence the calculated IMFP value.>>%*"**7° Hence,
since the determination of a proper quantitative IMFP down to
a few eV is dubious, and the comparison to experimental data is
quite complex, we propose to discuss qualitatively the IMFP
of LEEs from optical ELF analysis, as the IMFP is inversely
proportional to the ELF.>”%%7"7>

3. Results and discussion

Fig. 1 shows the crystal structure of our system ML,(C,0,)
(M = Zr or/and Sn; L = OH, F or/and I). There are four metals
atoms and eight ligands in the conventional unit cell of ab face-
centered monoclinic (C2/c). The neighboring metal-oxalate
chains are linked by two ligands per metal along the c-direction.
The lattice parameter and the M-L bond lengths do not notably

Fig. 1 Crystal structures of ML,(C,0O,4) in the conventional unit of the
monoclinic phase (C2/c), adapted from Thomas et al.>®> The green, purple
balls denote metal (M), ligand (L), respectively, while brown and red rods
denote oxalate (C;0Q4). In the unit cell (dashed line), there are two kinds of
metal—oxalate chains, M1-ox-M4 and M2-ox-M3, and two neighboring
chains are linked by two ligands per metal atoms. For crystal struc-
tures with varying metal (M = Zr, Sn) and ligand (L = OH, F, 1), refer
to Fig. S1 (ESIt). For the lattice parameters and bond distances, refer to
Table S1 (ESI¥).

This journal is © The Royal Society of Chemistry 2025
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vary when the metal species is changed, but they significantly
increase when OH is substituted by I (see Table S1, ESIt).

3.1. Photoabsorption properties and electronic structures

Fig. 2 presents the calculated optical absorption spectra
of the Zr(OH),(C,0,), ZrF,(C,0,), Zrl,(C,0,), Sn(OH),(C,0,),
SnF,(C,0,4) and Snl,(C,0,) model systems, from 0 to 100 eV
within TDDFT. The results in IPA using the WIEN2k code are
shown in Fig. S2 in ESLf{ These calculations showcase the
influence of the substitution on the photoabsorption properties
of our model systems, which can be extended to the analysis of
EUV resist. The overall calculated optical absorptions (Fig. 2a
and b) are remarkably similar respectively for Zr(OH),(C,0,4)
and ZrF,(C,0,4), Sn(OH),(C,04) and SnF,(C,0,), and ZrI,(C,0,4)
and SnlI,(C,0,). This observation holds for the two levels of
theory used (see Fig. S2 in ESIt). From 0 to 70 eV, the optical
absorption of iodine containing systems exhibits a lower inten-
sity than those of (OH) and F ligands. This is because the 2p
orbitals of OH and F are spatially contracted towards the nuclei
compared to the 5p orbitals of I, leading to suppressed cancel-
lation among the dipole matrix elements near the ionization
threshold, thus slower decay with increasing photon energy.”?
However, for 80 to 100 eV, a clear increase in intensity is
observed when iodine is introduced. This increase of intensity
(for TDDFT) can be explained as follows. Generally, the absorp-
tion peaks are near the binding energy, however, for high value
of angular momentum (! > 2) delayed absorption maxima are

a)
TDDFT Zr(OH),(C,0,)
ZiF,(C,0,)
200 —— Zrl,(C,0,)
El
U
2>
B
$ 100
=
0
0 20 40 60 80 100
c)
TDDFT —— Zr(OH),(C,0,)
50 ZrF,(C,0,)
Zrl,(C,0,)
= ——Sn(OH),(C;0,)
S’; SnF,(C,0,)
> Snly(C,0,)
T e e
5% —~———
Q9
= \
0
80 100

Energy (eV)
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observed.”® This phenomenon is discussed by Manson et al.”*
in the non-Coulombic central potential model and has been
theoretically explained as owing to the suppression of thed — f
transitions near the threshold, which is caused by the centri-
fugal barrier potential superimposed on the attractive Coulomb
potential.”>’® A systematic comparison between the two
approaches reveals that while IPA captures the overall optical
absorption trends, it significantly underestimates the delayed
absorption maximum near 92 eV. In contrast, TDDFT accu-
rately reproduces the enhanced absorption intensity attributed
to the I-4d states. This improvement is evident in the pro-
nounced peak at 92 eV observed in our TDDFT simulations (see
Fig. S2 in ESIt). Those combined effects are the cause of the
iodine 4d orbital high cross-section at around 90 eV, but are not
well accounted for in the IPA (see Fig. S2 in ESIt). Hence, it
justifies the need for TDDFT simulations for EUV absorption
simulations. The expected maxima of absorption for iodine is
experimentally reported at around 90 eV,”*”**° in consistency
with the TDDFT results, and iodine substitution is promising
for EUV-L.

In Fig. 2c, the absorption is plotted together for six cases for
better comparison of the relative intensities. Zr(OH),(C,0,4) and
Z1F,(C,0,) present the lowest intensity at 92 eV, followed by
Sn(OH),(C,0,4) and SnF,(C,0,), and then ZrI,(C,0,) and
SnI,(C,04).

A common strategy to increase absorption properties is
to incorporate elements with high cross-section at 92 eV as

b)
TDDFT Sn(OH),(C,0,)
SNF,(C,0,)
200 Snly(C,0,)
E)
c
>
@
100 S
‘ S
W
/1/ I
ol
0 20 40 60 80 100
d)
TDDFT Zrl,(C,0,)
50 Snly(C,0,)
E)
S
— — - a
25_/\/ p —— %
S
0
80 85 90 95 100

Energy (eV)

Fig. 2 Calculated optical absorption spectra of the (a) Zr(OH),(C204), ZrF,(C204), Zrlx(C504) and (b) SN(OH)2(C204), SNF,(C,04) and Snl»(C,0,4) model

systems, by TDDFT from O to 100 eV and (c) from 70 to 100 eV.

This journal is © The Royal Society of Chemistry 2025
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mentioned before.**1¢722

However, in Fig. 2c and d we observed
that despite the higher cross-section of tin compared to zirco-
nium, Snl,(C,0,4) and ZrI,(C,0,) shows the same intensity at
92 eV. To explain the similarity between Snl,(C,0,) and ZrI,(C,0,) a
deeper look into the electronic structure is relevant.

Fig. 3 presents the simulation of the valence band XPS
spectra of Zr(OH),(C,0,4), Sn(OH),(C,0,), ZrF,(C,0,), SnF,(C,0,),
Zr1,(C,0,), and SnlI,(C,0,), calculated with the PES module
implemented in WIEN2k for an wunpolarized beam of
100 eV.*®°? Density of states (DOS) in the valence band
coupled with the energy-dependent cross-section energy,
enables to study the electronic structure similarities and/or
differences of these systems to better explain the optical
absorption properties. First, only considering the F and (OH)
ligand, in Fig. 3a-d for Zr(OH),(C,04), Sn(OH),(C,0,),
ZrF,(C,0,4), SnF,(C,0,4), the tin containing model systems
present an overall slightly higher intensity. For Sn(OH),-
(C,04) and SnF,(C,0,), the Sn-4d states, at around —22 eV
below the Fermi level, are responsible for the increase of
optical absorption at around 55 eV in Fig. 2¢, due to the same
delayed maxima effect observed for the I-4d states.””

This phenomenon leads to the overall increase of the optical
absorption intensity, compared to the Zr(OH),(C,0,) and
ZrF,(C,0,) systems. The peak at around —50 eV in the Zr

View Article Online
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containing systems is due to the Zr-4s semi-core states, and
its intensity is far lower than the ones of the I-4d and Sn-4d
states, reflecting the low sensitivity of Zr to EUV photons. The
same observation can be made for the Zr-4p states at around
27 eV below Fermi level (see Fig. 3a-e).

Compared to the initial Zr(OH),(C,0,) structure, the sub-
stitution of the (OH) groups by iodine leads to an increase of
photoabsorption at 92 eV (see Fig. 2d). This is attributed to the
I-4d orbital that appears at around —45 eV below Fermi level
(Fig. 3e). The high intensity of this peak compared to the others
features originates from the high DOS (five atomic orbitals) in
this energy range (localized states) together with the high cross-
section at 100 eV (~92 eV). The same observation is made in
Fig. 3f, for the SnI,(C,0,) systems. Still, the Sn-4d are present
too at around —22 eV below Fermi level. Thus, an enhanced
intensity at 92 eV for Snl,(C,04) compared to Zrl,(C,0,) is
expected when one considers only the atomic cross-section. To
explain the unexpected phenomena of the comparable optical
absorption intensity between ZrI,(C,0,) and SnI,(C,0,)
(Fig. 2d) we discuss the Bader charge of the metal element in
the model systems.

In Fig. 2, two main differences are observed for the optical
absorption spectra between the iodine containing systems
and the (OH)/F containing systems. First, below around 70 eV,

a) 200 ) 200
—Zr(OH),(C,0,) Sn(OH),(C,0,)
(Z)’H 150 @ g:' 150 &
——C,0, 5’; —C,0, \E’:
100 = 100 =
2] (72}
T o
M 50 E 50 E
A LA, LA,
50 40 30 20 -10 0 50  -40 30  -20 -10 0
E-E (eV) E-E; (eV)
o) 200 g 200
—— 7IF,(C,0,) ——SnF,(C,0,)
—Zr —_ Sn —
c 150 E . 150 g
—¢,0, < ——C,0, <
100 2 100 2
2] (72}
S 5
A}\ 50 € 50 €
A 0 0
-50 -40 30 20 -10 0 50  -40 30  -20 -10 0
E-Ef (eV) E-E¢ (eV)
e) 300 g 300
—— 711,(C,0,) Snl,(C,0,)
zr 250 = Sn 250 -
I ] I 3
200 200
——c,0, 3; ——C,0, \3
150 2 150 2
[ c
100 © 100 ©
c [
/\/\ ﬂ “ !g g 50 50
0 0
-50 40 30 20 -10 0 50 40 30 20 -10 0
E-E; (eV) E-E (eV)

Fig. 3 Simulated valence band XPS spectra of the (a) Zr(OH),(C204), (b) SN(OH)2(C204), (c) ZrF,(C,04), (d) SNFL(C204), (€) Zrlx(C204), and (f) Snix(C,04)
model systems, using the PES module implemented in WIEN2k, for an unpolarized beam of 100 eV.
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the optical absorption intensities of ZrI,(C,0,) and SnI,(C,0,)
are lower than those of the other four cases, especially above
15 eV. Second, the optical absorption above 80 eV, and parti-
cularly at 92 eV, seems to be only dependent on the iodine
cross-section in Zrl,(C,0,) and Snl,(C,0,4), as there are no
differences of optical absorption intensity between the two
(see Fig. 2d), whereas it depends on the nature of the metal
element for the four other systems. Both observations are
related to each other and originate from the effects of under-
lying geometrical and electronic structures. The lower optical
absorption intensity for the iodinated systems, below 70 eV
(Fig. 2a and c), may be related to the reduction of orbital
overlap between iodine and tin (or zirconium), as compared
to with (OH) or F ligands. Indeed, there is less charge transfer
between the metallic element and I, than for (OH) and F, as
evidenced by the calculated Bader charge in Table 1, which
further supports this argument.®" Likewise, the similar optical
absorption intensity of ZrI,(C,0,) and SnI,(C,0,) above 80 eV
may be explained from charge transfer considerations. The
shape resonance of the I-4d and Sn-4d states, which is char-
acterized by an increase of cross-section, depends strongly
upon the electronic configuration, the geometry and the
chemical environment, all of which can, to some extent, be
captured by the Bader charge description.”>®? Therefore,
because the Sn atoms in Snl,(C,0,) have more electrons than
those in Sn(OH),(C,0,) and Sn(F),(C,0,4), we propose that the
relatively similar response observed between the two iodine
containing systems can, in part, be attributed to the reduced
orbital overlap between Sn and I atoms in SnI,(C,0,). This
explanation is in good agreement with the longer bond distance
observed for Sn-I (see Table S1, ESIt) as well as the reduced
Bader charge of the Sn atoms.

To illustrate this point, we conducted calculations in
Snl,(C,0,4) structure with atomic substitution of the I atoms
by F atoms (without allowing the structure to relax). Thus, the
Sn-F bond length of the substituted system, denoted as
Sn[I” > F],(C,0,), is greatly increased compared to the
Sn(F),(C,0,) (from an average of 2.12 A to 2.93 A). Hence the
charge transfer between the Sn and F atoms is modified. The
calculated Bader charge of the Sn atoms in Sn[I” > FJ,(C,0,) is
1.83¢,, which is lower than the 2.664. Bader charge of the tin in
Sn(F),(C,0,4), and more comparable to the Bader charge of the

Table 1 Calculated gap value (eV) in the ML,(C,04) systems with the PBE
functional and the mBJ exchange potential using the WIEN2k code 8444°
The value between brackets is the percentage difference of the calculated
gap compared to Zr(OH),(C,0,) as a reference. Bader charge of the metal
element in the model systems (ge is the elementary charge)

PBE gap mB]J gap Bader charge of the
ML,(C,0,) value (eV) value (eV) metal element (g.)
Zr(OH),(C,0,)  3.31 [0.0%)] 4.72 [0.0%) 2.67
ZrF,(C,0,) 3.19 [-3.6%]  4.83 [+2.3%]  2.79
Zr1,(C,0,) 2.24 [-32.2%] 3.17 [-32.8%] 2.26
Sn(OH),(C,04) 2.55 [-23%)]  4.58 [-3.0%]  2.51
SNF,(C,0,) 2.33 [-29.6%] 4.59 [-2.8%]  2.66
Snl,(C,04) 0.98 [~70.4%] 1.82 [-61.4%] 1.61

This journal is © The Royal Society of Chemistry 2025
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Sn atoms in Snl,(C,0,) (1.61¢. see Table 1). This difference in
charge transfer (or orbital overlap here), strongly influences the
optical absorption spectra. The optical absorption spectra of
Sn[I” > F],(C,0,) is shown in Fig. S2 in ESLT It is overall
similar to the absorption spectra of Snl,(C,0,), minus the
absorption enhancement by the I-4d states. Increasing the
Sn-F bond length, which decreases the orbital overlap, drasti-
cally reduces the optical absorption. This effect is well
accounted for using the Bader charge as descriptor. It confirms
that the lower optical absorption in Snl,(C,0,) is mainly due to
a decrease of the orbital overlap between Sn and I, in contrast
that Sn(F),(C,0,) exhibits clear hybridization between the Sn-p
(and Sn-d) and F-p with substantial orbital overlap (see
Fig. S3, ESIY).

TDDFT framework has been shown to accurately describe
electronic structure effects, where IPA which ignores electron-
electron interactions fails to describe it.** For example, screen-
ing effects have been observed in optical absorption spectra of
transition metal, with TDDFT calculations well reproducing
the experimental data.®® The underlying process is known as
the local field effect, and strongly support the use of TDDFT
simulations in our work to account for many-body effects.

These results evidence that simply considering the atomic
cross-section of the different elements of a system to optimize
the optical absorption for EUV-L is insufficient. Interplay
between chemical, structural and electronic structure, as well
as the consideration of many-body effects, needs to be consid-
ered for the optimization of future EUV photoresist materials.

3.2. LEEs ELF analysis and qualitative IMFP discussion

Beside the optimization of the optical absorption at 92 eV, the
travel of LEEs in the photoresist is of major importance. While
LEEs are primordial to the electron-induced reaction in EUV-L
their high IMFP may lead to blur in practical applications.
Nevertheless, not much is said for very low-energy electrons for
which the IMFP is known to drastically increase. This quantity
is particularly important and it has been shown that the
distribution of low energy electron inside the photoresist (for
energy below the vacuum barrier), which is representative of
the multiplication cascade of the low energy electrons, can
exhibit faster increase than exponential with decreasing kinetic
energy.®® While some Monte-Carlo simulation of the IMFP of
low-energy electron exists, they suffer some drawback as they
may not take into account all possible considerations to obtain
reliable IMFP.*® Experimentally, it has been shown that for
energy about below 100 eV, the elastic reflectivity from surface
no longer agree quantitatively with atomic cross section.®” Thus
while the cross-section defines the probability of a scattering
event at a given energy, and may be the dominant factor for
medium energy (>100 eV), considering the band structure
appears indispensable at low energies. Hence, the dielectric func-
tions in Zr(OH),(C,0,), ZrF,(C,0,4), Zrl,(C,0,), Sn(OH),(C,0,),
SnF,(C,0,) and Snl,(C,0,) were calculated within the DFT and
the TDDFT frameworks, to study the ELF of LEEs in model
systems, and thus infer possible trend on the IMFP dependence
on the electron energy.
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We compared the ELF results by the IPA and the TDDFT
(obtained using the QE code) methods, as shown in Fig. 4 in
ESIL,f and found that the overall shape is very similar between
the two methods, in contrast with the calculated optical
absorption at 92 eV. Here, we specifically focus on the low-
energy region below 20 eV for two reasons; (i) the universal
IMFP curve of Seah and Dench show that the minima for the
IMFP are in the range of around 20 to 100 eV, and increase
below.®® (ii) The low-energy electrons involved in electron-
induced reaction possess on average an energy below
20 eV.”**® The DFT calculated ELF with WIEN2k appears to
present more detailed features, which is due to the ease of
convergence compared to the TDDFT simulations. Still, as
discussed below, the main features of the spectra are consis-
tently observed for the two levels of theory. Therefore, here,
despite DFT being a ground-state theory, and thus not strictly
applicable to the calculation of excitations energies or other
excited-state properties, the influence of the exchange-correla-
tion kernel included in TDDFT is not significant in our ELF
analysis. We note that the long-range Coulomb interaction is
more important for energy loss.’® Thus, we discuss the ELF of
LEEs from a standard DFT framework.*'

Fig. 4a and b present the calculated ELF within the IPA
using the WIEN2k code for the Zr and the Sn containing model
systems, respectively.

From Fig. 4a, the optical absorption properties, Zr(OH),(C,0,)
and ZrF,(C,0,) show similar LEEs ELF spectra, while ZrI,(C,0,) is
drastically different. The same holds for the Sn containing systems
(Fig. 4b). For each of ZrI,(C,0,) and SnlI,(C,0,), the ELF spectrum
exhibits a shift to lower energy, owing to a reduced band gap (see
Table 1), and an increase of intensity, as compared to the other
four cases. Considering that the IMFP of electron in a medium
is inversely proportional to the ELF, the fact that the EFL of
711,(C,0,) and SnI,(C,0,) are shifted to lower energy and higher
in intensity, makes iodine quite interesting to reduce LEEs’ IMFP
and thus enhance the resolution for EUV-L applications.

From the theoretical point of view, the ELF in the dielectric
description reflects optical transition above the band gap.
To study the origin of the desirable ELF feature of the iodinated

7858 | J Mater. Chem. C, 2025, 13, 7852-7865

systems a deeper look into the detail of the complex dielectric
function and the project density of states (pDOS) near the
Fermi level is relevant (see Fig. 5 and 6). The information about
the real part and the imaginary part of the dielectric function
can be very useful for the analysis of the ELF (see eqn (3)). The
static dielectric function, ¢(0), which corresponds to the value of
the real part at 0 eV, is higher for the iodinated systems. It is
relatively high for ZrI,(C,0,) compared to the other systems
and is the greatest for SnI,(C,0,) (see Fig. 5) following an
overall trend of higher static dielectric function for smaller
band gap value.”*

The imaginary part of the complex dielectric function (blue
lines in Fig. 5), describes the electronic transitions across the
energy gap from the valence band to the conduction band.**
The intensity of the first (main) absorption peaks observed in
Fig. 5 clearly correlate with the calculated band gap value in
Table 1, where the peak intensity becomes stronger for the
lower band gap. The imaginary part of the dielectric function
exhibits dependence on the nature of the ligand groups in
the systems. For the (OH) groups, it first presents a quite broad
and flat region, from around 4 to 6 eV in Zr(OH),(C,0,)
and Sn(OH),(C,0,), followed by a higher absorption region
(especially for Zr(OH),(C,0,)) between around 7 to 10 eV. The
broad peak in the imaginary part of the dielectric function of
Zr(OH),(C,0,) (Fig. 5a) is clearly related to the broad peak in
the ELF at around 10 eV (Fig. 4a). It is a well-known fact that the
features in the imaginary part of the dielectric function and the
ELF does not coincide, and this difference arises from the
denominator of the ELF.>® It is however still possible to
unambiguously identify features in the ELF from electronic
transitions shown in the imaginary part of the dielectric func-
tion. The imaginary part of the dielectric function of ZrF,(C,0,)
and SnF,(C,0,) (Fig. 5¢c and d) are less similar, but both present
a higher first absorption peak compared to the (OH) systems. In
the iodinated systems, the first absorption peak is the highest
in intensity. ZrI,(C,0,) presents a broad and intense absorption
peak at an energy matching the band gap, while SnI,(C,0,)
presents a sharp peak. This sharp peak is clearly observed in
the ELF of Snl,(C,0,) (see Fig. 4).

This journal is © The Royal Society of Chemistry 2025
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zz directions as calculated by the WIEN2k code.

The low-energy loss region contains low-energy interband
transitions of single electrons, and collective oscillation of the
conduction electrons (i.e., plasmons).”>%® For the interband
transition, the initial states of those are located close to the
Fermi level. Thus, to get insights on what causes the differences
in the complex dielectric function and the ELF between iodi-
nated and fluorinated systems, we calculated the pDOS for our
model structures (see Fig. 6).°' Because the photoabsorption
properties as well as ELF of the LEEs are strongly similar
between the systems with (OH) groups and F atoms, we reduced
the comparison to fluorinated systems here. In ZrF,(C,0,), the
first absorption peak of ¢, in Fig. 5¢ is associated with electro-
nic transition from F-p to Zr-d states (Fig. 6a), while for
SnF,(C,0,) the first absorption peak in Fig. 5d is attributed to
the transition from F-p to Sn-s states (Fig. 6b). In both systems,
in the valence band the F-p intensity are quite similar, however,
in the conduction band the Sn-s intensity for SnF,(C,0,) are far
lower than the Zr-d for ZrF,(C,0,). Despite this, the intensities
of the absorption peaks (Fig. 5) are similar in both systems.
This is because the electronic transitions calculated from
the electronic structure or the joint DOS are weighted by
the transition probability, thus only analyzing the pDOS is

This journal is © The Royal Society of Chemistry 2025

not enough to discuss the absorption peak intensity.”> Never-
theless, the intensity of the absorption peaks in Fig. 5 are
strongly dependent on the band gap size.

Despite ZrF,(C,0,) presenting a higher intensity in the
valence band from the F-p states, compared to the I-p states
in ZrI,(C,0,), and with the conduction bands dominated by
Zr-d in both cases, the absorption peaks are more intense in
Zr1,(C,0,) (see Fig. 5c¢ and e) exhibiting the smaller band gap
(see Table 1). The same observation is made for Snl,(C,0y,),
where the pDOS intensity (only for Sn and I in Fig. 6d) in the
valence and the conduction band is drastically smaller, but it
presents the higher intensity of absorption peak (Fig. 5f),
following a reduced band gap. Moreover, a strong hybridization
between the I-p and Sn-s states in the conduction band of
Snl,(C,0,4) is noticed, which may contribute to the higher
absorption peak intensity.”®

In the Zr-based oxalate system, iodine substitution shifts the
Fermi level upward, which reduces the band gap. At the same
time, the Zr-d states in the valence band are shifted closer to
the Fermi level, which correlates with an increased ELF at
low energy. In the Sn-based oxalate system, a similar Fermi
level shift and band gap reduction occur; however, the effect is
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correlation functional.

further amplified by the mixing between the I-p and Sn-s
orbitals in the conduction band. This additional hybridization,
combined with the higher electron count in Sn relative to Zr,
not only lowers the band gap further but also increases the
density of conduction states available for low-energy transi-
tions. As a result, the ELF at low energies is more enhanced in
SnlI,(C,0,4) than in ZrI,(C,0,4). These observations highlight the
interplay between metal and ligand substitution and illustrate
how ligand orbitals modify the conduction band, hence shap-
ing the electronic structure and optical properties of these
oxalate-based photoresists.

Table 1 presents the calculated gap value in our different
model structures either using the PBE or the mB]J functional.
First, regarding the effect of the exchange correlation func-
tional used: as GGA PBE is known to underestimate the band
gap in semiconductors, we observe a systematic increase of the
band gap value using the mBJ functional. The use of the mB]J in
this study is motivated by the fact that it had been shown to
improve the band gap value for calculation specifically focused
on optoelectronic properties in various semiconductors.’”**
Using the mBJ functional, Nakano and Sakai calculated the
optical band gap of 70 semiconductors and determined that the
calculated bandgaps and the optical constant agree well with
the experimental value (to within 0.440 eV for the bandgaps),
which strongly support the use of the mBJ functional in our
study.'® Other studies suggest that on average the use of the mB]J
does estimate band gap value better than other sophisticated

7860 | J Mater. Chem. C, 2025, 13, 7852-7865

theories, which are computationally orders of magnitude more
expensive such as the HSE06 functional.*>'°*'®” We note that,
while some confirm that mBJ is one of the most accurate
functionals for band gap calculations, the mBJ functional under-
estimates bandwiths."**™""

For the Zr containing model systems, by the PBE functional,
a decrease of the gap value is observed when (OH) groups are
substituted by iodine, with ZrI,(C,0,) presenting the smallest
gap value (Table 1). This trend is mainly due to the reduced
difference in the electronegativity between the Zr cation and the
ligand, consistent with the work of Zitouni et al. where a
decrease of the band gap was observed for different percentage
of iodine doping in CsPbBr;_, (x = 0, 22 and 33% of iodine).""*
The same trend of band gap reduction is observed when Zr is
substituted by Sn, which may be explained as a gradual filling of
the sp hybrid orbitals with the increasing number of valence
electrons, thus shifting the Fermi energy level to higher energy
and therefore reducing the gap value. Consequently SnI,(C,0,)
presents the smallest calculated band gap value. Using the mB]
functional, an increase of every band gap value is observed as
compared to the PBE scheme, owing to a systematic shift of the
band above the Fermi level to higher energy."'>'"* The difference
of band gap between the different model systems as a function
of the substitution is however less significant with the mB]J
functional. Particularly for Sn(OH),(C,0,) and SnF,(C,0,) the
differences in gap value are respectively of —23% and —29.6% in
PBE and only —3.0% and —2.8% with the mBJ functional.

This journal is © The Royal Society of Chemistry 2025
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Moreover, the calculated Bader charge analysis provides an
indirect measurement of the metal’s reducibility. Although our
study is limited to Zr and Sn-based oxalate systems, the
calculated Bader charges correlate with the band gap values,
with lower charges indicating a more readily reduced metal
center. This finding is in qualitative agreement with the experi-
mental observations of Grzeskowiak et al. who reported that
metal oxalate resists with more easily reduced centers (i.e. Co as
compared to Cr and Fe) exhibit significantly higher sensitivity,
evidenced by enhanced CO, outgassing, despite only minimal
differences in EUV absorption (due to the low concentration of
metal atoms)."™* Thus, our results suggest that the reducibility
of the metal center, as reflected by Bader charge analysis, might
be important in determining the overall sensitivity of EUV
resists.

The band gap value is of primordial importance for EUV-L
application. From the physical point of view, a larger band gap
means that electrons need more energy for transition from the
valence to the conduction band, resulting in fewer available
levels for inelastic scattering process. As a result a larger band
gap typically leads to an increased IMFP.?” In this regards, the
possibility to reduce the band gap by introducing iodine atoms
thus seems promising for EUV-L.

Following our studies on the electronic structure and
optical absorption properties of Zr(OH),(C,0,), ZrF,(C;0,4),
Zr1,(C,0,), Sn(OH),(C,0,4), SnF,(C,0,) and SnI,(C,0,), we
estimated the IMFP of LEEs using the optical ELF calcu-
lated with the mB] functional. Here we used the formula
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I éj“OE_EFIm {m} dw, providing a qualitative interpre-
tation of the substitution effects on the IMFP. As previously
discussed, calculation of IMFP from the optical ELF implied to
reconstruct the g dependent ELF, which lead to a lot of
discrepancies in the literature. Moreover, as a first approxi-
mation it seems reasonable to assume that higher g value
simply lowers the ELF intensity and shift the features to
higher energy.”"''® Hereafter, we qualitatively discuss the
IMFP to assess the substitution effects and decipher electronic
structure effects. Fig. 7a presents an estimated qualitative
‘optical’ IMFP for the Zr containing systems. As the IMFP is
proportional to the inverse of the ELF, observations made on
the ELF still hold. Hence, with our approach it is observed that
a smaller band gap value greatly reduces the IMFP of LEEs. In
Fig. 7a, which presents qualitative IMFP of Zr(OH),(C,0,),
Z1rF,(C,0,) and Zrl,(C,0,), the smaller band gap of the iodi-
nated systems (Table 1) is responsible for the shift to lower
energy, compared to the other two systems, thus reducing the
IMFP of LEEs. This drastic effect is observed because the
dependence of IMFP on ELF is greatly enhanced for low energy
regions.

From around 7 to 10 eV, the IMFP of ZrI,(C,0,) becomes
higher than the IMFP of Zr(OH),(C,0,), ZrF,(C,0,). This obser-
vation is explained when one looks at the pDOS of ZrI,(C,0,)
in Fig. 6¢, and comes from the lack of I-p states below 4 eV.
Thus, it provides direct correlation between the electronic
structure and the IMFP. Overall, ZrI,(C,0,) shows a lower IMFP.
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IMFP dependence on the electron energy (4, in arbitrary unit), from the LEEs optical ELF simulation with the WIEN2k code (IPA), using the mBJ

exchange—correlation functional for: (a) Zr(OH),(C>04), ZrF,(C2,04) and Zrl;(C,04), and (b) SN(OH),(C,04), SNFL(C,04) and Snlx(C,04). Qualitative IMFP of
Zrl5(C,0,) is added in (b) in dashed line, for an easier comparison to the Sn systems.
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The same observation is made for Sn(OH),(C,0,), SnF,(C,0,)
and Snl,(C,0,) in Fig. 7b, where the substitution by iodine
atoms greatly reduces the gap value (Table 1). Thus, this proves
once again the interest of iodine for the possible control of blur
in EUV-L application, as it leads to reduced IMFP at low-energy.

3.3. Possible additional consideration below the band gap
(electron-phonon coupling)

We note that at very low energy the scattering processes other
than electron-electron interaction may need to be considered
to obtain an accurate value of the electron mean free
path."*®*"” One possible mechanism at very low electron ener-
gies is the process of phonon creation.""” In addition to
modifying the electron energy levels in solids, the electron-
phonon interaction plays an important role in the optical
properties of semiconductors and insulator, as it is responsible
for phonon-assisted transitions."'® Combining the dielectric
models associated with electron and photon scatterings,
Bhattarai et al., showed that at very low-energy (less than 10 eV)
the total IMFP may follow the path limited mainly by phonon
excitation; ie., a dramatic reduction of the IMFP would be
observed.'"®

It is to be noted, however, that for the IMFP of copper,
calculations using DFT ELF reproduce well the one calculated
from experimental ELF without the need to consider electron-
phonon interaction.®® Moreover, the predicted drastic decrease
of IMFP, when phonon creation process are considered, is not
present in the experiments.®® Thus here these material specific
effect were not considered, but should certainly be accounted
for in practical EUV-L application.

4. Conclusions

As a summary, we have demonstrated the need of considering
electronic structures for the development of new photoresist
material in EUV-L applications. From the experimentally
synthesized material Zr(OH),(C,0,), we substituted metal Zr
and ligand OH to obtain model systems (ZrF,(C,0,), ZrI,(C,0,),
Sn(OH),(C,0,4), SnF,(C,0,) and Snl,(C,0,)) as a means to
decipher electronic structures effects on optical properties,
specifically the photoabsorption of EUV photon and the ELF
of LEEs. Calculations were performed in the framework of DFT
and TDDFT, using the PBE and the mBJ exchange correlation
functional. For the optical absorption properties, we highlight
the difference obtained in the IPA and in TDDFT, making the
use of TDDFT mandatory for the simulation of optical absorp-
tion of EUV photons. We show that the optical absorption of
EUV photon may not be predicted by atomic cross-section and
that additional many-bodies effects (encompassed in TDDFT)
should be considered. Optical absorption properties at 92 eV of
Zr1,(C,0,) and SnI,(C,0,4) are similar, despite the drastically
higher cross-section at 92 eV of Sn compared to Zr. On the other
side, for ELF of LEEs, we show that DFT calculations are suffi-
cient to reproduce the TDDFT results in low energy range. This
makes the WIEN2k code a tool of choice, as its full potential all
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electron approach is extremely precise for the determination of
electronic density of states. We further discuss the calculated
ELF by analyzing the complex dielectric function and the pDOS
of the model systems. Lastly, we discuss the effect of iodine
on the band gap value of our model systems, using the mB]
exchange correlation functional, well adapted for the calcula-
tion of band gap in semiconductors, and show a decrease of the
gap value.

Among the main results, iodine emerges as a promising
candidate for EUV photoresists, as it enhances the photoab-
sorption, increases the ELF of LEEs, and reduces the band gap
value. Thus, lowering the IMFP of LEEs, hence potentially
reducing the blur in EUV-L applications. It is important to
acknowledge that the present study focuses on bulk properties
of the model oxalate-based materials. In practical EUV litho-
graphy, however, photoresists are typically employed as thin
films that may experience surface oxidation, contamination, or
other ambient effects, which can alter the dielectric function,
ELF, and ultimately the IMFP. Future investigations should
extend this computational framework to include slab models
and explicit surface treatments to capture these phenomena,
thereby enabling a more accurate prediction of performance
under industrial conditions.

Beyond the element dependent results, these first-principles
simulations of optical properties highlight the need to consider
electronic structures for EUV photoresist design. Although
commercial EUV resists typically consist of more complex
metal-organic hybrids or inorganic clusters, the fundamental
electronic structures effects discussed here are expected to
persist in more complex materials. Thus, the trends observed
in our model systems provide valuable guidelines that can be
extrapolated to more industrially relevant EUV resists. Hence,
our findings, which emphasize the physical perspective of EUV
exposure, are particularly significant for optimizing new EUV
photoresists in a field that has so far been primarily focused on
the chemical aspects of the EUV-L process.
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