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Amphoteric doping and thermoelectric transport
in the CuInTe2–ZnTe solid solution†
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The chalcopyrite CuInTe2 is a promising thermoelectric material; here, optimal carrier concentrations

can be achieved through careful stoichiometric control or the introduction of extrinsic dopants such as

Zn. However, CuInTe2 is challenging to rationally dope: Zn can expected to substitute on either cation

site, and there are a large number of competing low energy native defects. Zn doping is further

complicated by the complete solid solution formed between CuInTe2 and ZnTe, which creates

uncertainty in the experimental elemental chemical potentials. In this work, first principles calculations

are united with experimental synthesis and transport measurements to predict the formation energies of

defects in Zn-doped CuInTe2. This is a challenging task: within Zn-doped CuInTe2, we face an expansive

four-dimensional single phase region in chemical potential space. To render this space tractable, we

present how native and extrinsic defects evolve when: (i) varying Cu, In, and Te chemical potentials for

fixed Zn chemical potential, and (ii) adjusting Zn chemical potential for fixed Cu, In, and Te chemical

potential. Computationally, we predict that the introduction of Zn significantly alters the native defect

landscape, generates large concentrations of ZnCu–ZnIn defect complexes, and serves as an ambipolar

dopant. These predictions are supported by electronic transport measurements on bulk, polycrystalline

samples that further demonstrate the broad range of charge carrier concentrations achievable in the

space. These results come together in a unified workflow to account for the interplay between native

defects, ambipolar extrinsic dopants, and solid solution behavior in Zn-doped CuInTe2.

1 Introduction

Diamond-like semiconductors (DLS) are a chemically diverse
class of materials that have long been used in microelectronic,
thermoelectric, and optoelectronic applications.1–6 This wide
range of applications stems from ability of the DLS space to
accommodate a wide swatch of chemistries, ranging from
elemental Si to quarternary compounds such as Cu2HgGeTe4.7,8

Throughout the mutation from elemental Si to the quarternary
compounds, charge neutrality is maintained by balancing
either numerous cations or anions (i.e. I–III–VI2 ternaries).
The chemical diversity of the DLS space results in materials
whose properties range from electrically insulating to metallic,
prompting the need to optimize the carrier concentration
through the introduction of extrinsic dopants.9,10

For these chemically complex spaces, doping is a difficult
task that requires optimizing over a highly dimensional space
of chemical potential, synthesis conditions, dopant selection, etc.
For the I–III–VI2 DLS space, the doping process is further
complicated the ability for II2+ dopants (i.e. Zn, Cd, and Hg) to
occupy both the I1+ and III3+ sites, resulting in uncertain doping
conditions, the formation of competing defects, and the possibi-
lity for mixed oxidation states of the host. Additionally, many of
these cationic dopants are known to form solid solutions with the
host I–III–VI2 compound, creating a wide range of achievable
dopant concentrations and obfuscating the chemical potential
space. Fortunately, the combination of first principles defect
energetic calculations and smart experimental campaigns dras-
tically reduces the need to rely on chemical intuition or employ
guess-and-check methods.11,12 However, the ability for the
dopants to form solid solutions with the host has not been
largely considered in these methods, and dopants are typically
treated in a dilute, non-interacting limit. In this work, we
demonstrate a treatment of this solid solution, non-dilute beha-
vior in Zn-doped thermoelectric material CuInTe2.

CuInTe2 has shown promise as a thermoelectric material
since 2012 when thermoelectric figure of merit zT 4 1 was
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first identified13 despite a high lattice thermal conductivity
(B5.5 W m�1 K�1 at 300 K).13–15 However, numerous studies
have found that synthesizing the compound in a copper-
deficient regime improves the thermoelectric performance by
increasing the carrier concentration and reducing the lattice
thermal conductivity.16–18 From our previous work, we have
shown that synthesizing in a copper-deficient regime increases
the copper vacancy concentration, accounting for the improve-
ment in the p-type thermoelectric performance.14 Although
CuInTe2’s thermoelectric performance has been successfully
improved through native defect engineering, extrinsic doping
strategies have also been explored.

To date, many extrinsic doping studies in CuInTe2 have
focused on tuning p-type performance in an indium-deficient
regime.16,19–22 These studies typically employ a ‘‘substitutional’’
strategy, whereby some fraction of In3+ is removed from the
nominal stoichiometry and ‘‘substituted’’ for a 2+ dopant (i.e.,
Zn, Cd, and Hg). The compositional schemes are represented as
CuIn1�xDxTe2, where the dopant atom, D, is assumed to sit on
the In site based on chemical intuition. This assumption poses
an inherent problem: 2+ dopants may act aliovalently in the
CuInTe2 space, able to occupy either the Cu1+ or the In3+ site, and
dopant site preference may not be determined through synthe-
sizing with the intuitive elemental deficiency.

Further complicating the analysis of 2+ dopant energetics in
the DLS space is their proclivity to form chalcogenide-based zinc
blende materials, which are well known to form full solid
solutions with other diamond-like structures.23,24 Given the
crystal structures of CuInTe2 and ZnTe, shown in Fig. 1, this is
rather expected: the chalcopyrite structure of CuInTe2 (left) is
nearly identical to two cubic zinc blende cells stacked upon one
another (right). As a result of this solid solution behavior,
increasing the Zn concentration will never result in Zn or ZnTe
precipitation, and the Zn chemical potential may take any value
from -inf (no Zn incorporated) to 0 eV (fully incorporated).
Experimentally, this eliminates the use of phase boundary map-
ping to pin the chemical potentials,25,26 and computationally

creates a complex, 4D space through which the chemical
potential must be optimized, a fact that has largely been
neglected in previous studies.19–22

The ambipolar, solid solution behavior of Zn in CuInTe2 is not
unique; such behavior has also been explored for the alloy between
CuInSe2 and ZnSe to reduce reliance on In while maintaining
single phase purity for photovoltaic applications.27,28 However, the
complexity of the solid solution combined with the aliovalent
dopant behavior has limited studies on the efficacy of Zn-doped
CuInSe2 as a solar cell material.29,30 In increasing complexity,
ZnSnN1�x–ZnO2x has been studied for solar applications, where
the mixed oxidation on both the cation and anion sublattices has
been leveraged to tune materials properties. Again, though, the
dual site disorder creates a complex chemical potential space with
large impacts on the carrier concentration and solar cell perfor-
mance depending on the local coordination environment.31,32

Such examples highlight how control of the chemical potentials
of all the elements are crucial in doping within solid solutions of
dopants and their hosts. Further, it demonstrates the need for
consideration of the intersection of ambipolar dopants and phase
boundary mapping in complex materials; the complexity in the
interplay of native defects and an ambipolar dopants is non-trivial.

In this work, we assemble a framework to account for the
interplay between native defects, ambipolar extrinsic dopants,
and solid solution behavior in Zn-doped CuInTe2. First princi-
ples calculations of the defect formation energies as a function
of the dopant chemical potential are paired with the character-
ization of bulk, polycrystalline samples of natively and Zn-
doped CuInTe2. An iterative process considering the experi-
mentally measured and theoretically predicted carrier concen-
tration allows for tuning the dopant chemical potential to
reasonable dopant levels. The union of native and dopant
defect calculations with experimental measurements ultimately
provides insight into the native and extrinsic defects in CuInTe2

and the affiliated electronic properties.

2 Methods
2.1 First principles calculations

Total energies of bulk and defect-containing supercells were
calculated using density functional theory (DFT),33,34 as imple-
mented in the Vienna ab initio simulation package (VASP).35

The projector augmented wave (PAW) method36 was used to
treat the core and valence electrons. The Heyd–Scuseria–
Ernzerhof (HSE06)37 hybrid functional was used as the
exchange–correlation term. Despite their higher computational
cost, hybrid functionals typically show improved accuracy in
computed formation energies, band gaps, and other quantities
important for accurate defect calculations.

The total energy and total force for structural relaxations were
converged to 10�4 eV and 0.01 eV Å�1 respectively. The total
energy and total force convergence criteria for defect calculations
were 10�4 eV and 0.03 eV Å�1 respectively. The Kohn–Sham
orbitals were expanded using a plane-wave basis with a cutoff
energy of 400 eV. For the bulk unit cells, the Brillouin zone was

Fig. 1 The chalcopyrite-structured CuInTe2 (left) forms a solid solution
with zinc blende structured ZnTe (right). A single unit cell of ZnTe is shown
with darkened boundaries.
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sampled using a G-centered 4 � 4 � 4 Monkhorst–Pack k-point
grid.38 The bulk density of states was taken from a 10 � 10 � 10
Monkhorst–Pack k-point grid to reach a density of 8000 per atom
k-point density. Supercells of dimensions 2 � 2 � 2, resulting in
64 atoms, were used for the defect calculations. In this case, a
G-centered 2 � 2 � 2 k-point mesh was employed. Due to the
presence of heavy Te atoms, spin–orbit coupling effects are
accounted for by applying shifts to band edge positions used to
obtain defect diagrams.

2.2 Phase stability and defect formation energies

A critical step in calculating defect formation energies is
determining the bounds of the elemental chemical potentials
that define the range of the compound’s stability. The chemical
potential describes the energy required to exchange an atom
with its infinite reservoir and is the key property relating the
realm of defect calculations with experimental conditions. The
bounding points in chemical potential space can be directly
correlated to regions of composition space; for a ternary
system, these points correspond to three phase regions.25,26

For CuInTe2, first principles calculations predict six invariant
points where CuInTe2 forms three phase equilibria with com-
peting compounds. These points are labeled CI1, CI2, . . ., CT2
and are shown in the 3-dimensional chemical potential space
map in Fig. 2 as the intersection points of the CuInTe2 plane
(grey) with two other compounds’ planes. The notation for each
invariant point was selected to denote which two elements
(C: Cu, I: In, T: Te) are in excess at the point. For the point
CI20, the prime notation was used due to the proximity of this
equilibrium point to point CI2. In this work, the phase stability
of CuInTe2 differs slightly from our previous work due to our
incorporation of the ordered vacancy compound CuIn5Te8,
which also changes our presented defect energetics slightly.14

For a compound in thermodynamic equilibrium, the
chemical potential is the sum of the number of atoms of type
i in the composition times the chemical potential of species i

mcomp: ¼
P
i

nimi

� �
. For CuInTe2, the chemical potential is

written as:

mCuInTe2
= mCu + mIn + 2mTe (1)

By referencing the chemical potentials to the bulk elemental
phases (m0), the above equation is instead written as:

mCuInTe2
= (m0

Cu + DmCu) + (m0
In + DmIn) + 2(m0

Te + DmTe)
(2)

The stability of each phase can then be related to the change in
the chemical potential in a similar fashion to form the planes
shown in Fig. 2 (nCuDmCu + nInDmIn + nTeDmTe � DH = 0). In
CuInTe2, solving for the equilibrium chemical potentials in this
fashion bounds the chemical potential for Cu (�0.622 r
DmCu r 0), In (�1.414 r DmIn r �0.143), and Te (�0.675 r
DmCu r 0). While this treatment of chemical potential can be
extended to the four dimensional space to include the dopant,
Zn, we have opted to present the equilibria in 3D space only;
these equilibria are shown in Fig. 2. We have chosen to only
present the 3D equilibria to present a simpler, more under-
standable diagram that avoids making unrealistic assumptions
about the behavior of the chemical potential due to the solid
solution of the host and dopant in this work.

Defect formation energies DHD,q of defects D in charge state
q are obtained using the standard supercell approach.39 For-
mally, DHD,q is given by ref. 40:

DHD;q ¼ EðD; qÞ � EðHÞ �
X
i

nimi þ qEF þ Ecorr; (3)

where E(D, q) and E(H) are the total energy of the defect
containing and the host supercell, respectively. The parameters
mi are the chemical potentials of species i, and ni accounts for
the number of atoms added (ni 4 0) or removed (ni o 0) to
create the defects. The quantity EF denotes the chemical
potential of the electrons (the Fermi energy) and Ecorr is a
correction term for finite size effects. Here we use the approach
proposed by Lany and Zunger39 to account for potential align-
ment (DEpa(D, q)) and image charge (DEi) corrections.

Defect concentration is assessed by computing DHD,q for
defects in their relevant charge states and multiplying by a site
density factor. In this work, we assume that defect concentra-
tions are determined at the synthesis temperature and cannot
equilibrate to measurement temperature, whereas electron and
hole concentrations can and do equilibrate. Following this
assumption, the defect formation energies calculated with
eqn (3) can be related to defect concentration by:

Dq

� �
¼ NX

1

1þ eDHD;q= kbTSð Þ
(4)

where [Dq] is the concentration of defect D in charge state q, NX

is the concentration of sites the defect can impact in cm�3, kb is
the Boltzmann constant, and TS is the synthesis temperature.

Fig. 2 CuInTe2 (grey) lives within the Cu–In–Te elemental chemical
potential space. Binary and ternary compounds that are more stable than
the constituent elements or competing phases appear as bevels to the
cube. There are six invariant points involving CuInTe2; at each invariant
point three phases are in equilibrium. The label at each invariant point
(black circles) indicates which two elements are in excess (C: Cu, I: In, T:
Te). For each element, the Dm range considered is from 0 to �2 eV per
atom. Analysis presented in Fig. 3 will focus on the CT2 and IT1 invariant
points.
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Site density for the ZnCu–ZnIn defect complex was assumed to
be quadruple that of copper and indium, as each cation site
neighbors eight sites for the opposite cation with which the
complex could form, and this coordination was divided by two
to account for double counting. The defect concentration is this
work is described a Fermi–Dirac-type expression to more accu-
rately describe the concentration of non-dilute defects.41–43 To
utilize eqn (4), the equilibrium Fermi level is required, as DH(D,
q) depends on EF. To determine the equilibrium EF, the charge
neutrality condition must be satisfied:X

D

q Dq

� �
� nþ p ¼ 0 (5)

where n and p are found by integrating the density of states as
follows:

n ¼
ð1
ECBM

g Eð Þf Eð ÞdE (6)

p ¼
ðEVBM

�1
g Eð Þ 1� f Eð Þ½ �dE (7)

where g(E) is the density of states obtained from the first
principles calculations and f (E) is the Fermi–Dirac distribution:

f ðEÞ ¼ 1

1þ e
E�Ef
kbT

(8)

Given the non-dilute concentrations of defects present in this
system, the full integration is necessary for determining charge
neutrality. When using eqn (6) and (7) in determining charge
neutrality conditions to calculate defect concentrations, the
synthesis temperature (TS) is used as is typical for calculating
frozen in defect concentrations.44–46 The assumption of frozen
in defect concentrations is valid in this case given the lower
temperatures the samples are subjected to during measure-
ment (400 1C) and the short time the samples are subjected to
this temperature (B5–10 minutes). The resulting Fermi level
from computing charge neutrality is referred to as Edef

F in the
text. To determine the free carrier concentration at any desired
measurement temperature, though, the defect concentrations
are kept constant and the Fermi level is recalculated using
eqn (5)–(7). In the latter two equations, the temperature now
refers to the measurement, rather than synthesis, temperature,
and the Fermi level at measurement is referred to as Eeq.

F .

2.3 Experimental synthesis and measurement

High purity Cu granules (99.999%, Alpha Aesar), In shot
(99.999%, 5N Plus), Te shot (99.999%, 5N Plus), Zn powder
(99.99%, Alfa Aesar), and Cd shot (99.99%, Alfa Aesar) were
weighed in batches totaling 5 g of material. Each batch of
material was loaded into a clean fused silica ampoule and
sealed under vacuum. Ampoules were kept as small as possible
to mitigate evaporation of elements. Ampoules were individu-
ally placed into a furnace at 1000 1C for 20 minutes with and
shaken in 5 minute intervals. Hot ampoules were then removed
from the furnace and quenched in cold water to reduce phase
separation during solidification. Ingots of solidified material

were removed from ampoules, ground into powder with an
agate mortar and pestle, and then sieved through a 200 mesh
sieve. Approximately 3 g of powder was loaded into graphite
foil-lined graphite dies and placed in a vacuum hot press.
Samples were pressed at 550 1C for 12 hours under 40 MPa of
pressure. The pressure on the die was released, and the die was
held at 550 1C for 1 hour as an annealing treatment before
cooling to room temperature. Pellets were removed from the
graphite dies and hand-polished to a parallelness within�5 mm
using a final grit paper of 2000 grit.

High-temperature measurement of the Seebeck coefficient was
performed from 323 K to 673 K using a custom-built apparatus.47 All
samples underwent a minimum of 2 heating and cooling cycles
during measurement to guarantee measurement consistency and
ensure samples are not thermally evolving. High temperature
resistivity and Hall effect measurements were performed on a
custom built apparatus with a Van der Pauw geometry.48 Thermal
diffusivity measurements were performed under vacuum using a
Netzsch LFA-467 Flash Diffusivity system. Density was determined
by the mass and geometry of the samples. Calculation of thermal
conductivity was done using the Dulong-Petit approximation. Crys-
tal structures of the samples were assessed through X-ray diffraction
(XRD) measurements performed on the powders using a Bruker D2
Phaser (Cu-Ka radiation) in a y–2y configuration for 2y running
from 101 to 1001. Patterns were compared to known experimental
powder diffraction patterns.49 SEM imaging and EDS were per-
formed using an FEI Quanta 600i SEM. Grain sizes of the samples
were determined from 5 images at 5 different locations on each
sample. For each phase in a sample, EDS measurements were taken
at 5 different locations on the samples with the averaged data
shown with the fingerprinted XRD patterns in ESI,† Fig. S1–S4.

3 Results & discussion

We begin by revisiting the native defects and phase stability of
CuInTe2. With this baseline, first principles methods are used
to predict the energetics of natively- and extrinsically-doped
CuInTe2. These predictions are cross-referenced with experi-
mental transport measurements of bulk, Zn-doped CuInTe2

with either Cu or In deficiency. The effects of the dopant are
compared to the undoped samples at each point of interest,
showcasing the varying behavior of CuInTe2 and the versatility
of Zn as an ambipolar dopant.

3.1 Phase stability and defects in undoped CuInTe2

Understanding a compound’s extent in chemical potential
space against other competing phases is critical for predicting
defect energetics. In Fig. 2, we show the phase stability across
the Cu–In–Te ternary in elemental chemical potent space at 0 K.
This space is constructed by first creating three orthogonal
planes where the chemical potential of the elements is equal to
zero (DmCu = 0, DmIn = 0, and DmTe = 0). The surfaces are
constructed from planes whose equations following the format
nCuDmCu + nInDmIn + nTeDmTe � DH = 0. Additional planes are cut
away from the box where compounds are more stable than the
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elemental solids. Junctions between planes correspond to two
(line) and three (point) phase equilibria. The grey point at the
origin would correspond to having elemental Cu, In, and Te in
equilibrium; the system lowers its energy by moving inwards to
form compounds. Further introduction to the chemical potential
space is provided in the Methods section. CuInTe2 has six three-
phase invariant points in this chemical potential space; these are
denoted in terms of which elements have high chemical
potential. Overall, the CuInTe2 phase spans a broad range of
chemical potentials for each elemental species (Cu: �0.622 to
0 eV per atom; In: �1.414 to �0.143 eV per atom; Te: �0.675 to
0 eV per atom). These broad ranges in chemical potential enable
large variations in the defect energetics for the system.

The effect of changes in chemical potential on defect and
carrier concentrations is summarized in the Brouwer defect
diagram (Fig. 3a), which plots the concentrations as one tra-
verses the perimeter of the CuInTe2 chemical potential plane.
The energetics underlying the concentrations in the Brouwer
diagram are shown in the defect diagrams for two representative
points in the space: copper-poor (IT1) and indium-poor (CT2)
conditions (Fig. 3b and c, respectively). The defect diagrams of
the remaining points are shown in the ESI,† in Fig. S6. As

discussed in the methods, defect concentrations are set during
synthesis and do not evolve with temperature; as such, the
vertical dashed line (Edef

F ) shows the Fermi level at the time of
defect formation. The VCu

�1 proves to be the dominant defect in
nearly all available chemical potentials. For indium-deficient
conditions, CuIn is the dominant defect; at all compositions,
InCu is 2+ orders of magnitude lower in concentration. The
defect diagrams in Fig. 3b and c also display the dilute defects
that are not visible on the Brouwer diagrams; for example,
regardless of chemical potential, VIn and VTe are extremely dilute.

With the defect concentrations established at high tempera-
ture, the hole carrier concentrations can then be assessed at
lower temperatures. In Fig. 3a, the hole carrier concentration is
determined by calculating the charge neutrality condition at
the measurement temperature (300 K), as discussed in the
Methods. The intrinsic chemistry of CuInTe2 results in persis-
tent p-type behavior due to an excess of Cu vacancies in copper-
deficient conditions and CuIn antisite defects in copper-rich
conditions, which ultimately pin the Fermi level mid-gap and
limit n-type dopability.14

Next, we move to introducing Zn to the system. As CuInTe2

and ZnTe form a full solid solution, the exact chemical

Fig. 3 For undoped CuInTe2, the perimeter of the single phase chemical potential region in Fig. 2 is traced to map out the defect and charge carrier
concentrations. VCu

�1 and CuIn prove to be the two most prevalent defects. Given the absence of compensating native defects, the hole carrier
concentration tracks these defect concentrations. (b) and (c) The individual defect diagrams for undoped IT1 and CT2 show the available dopability
windows. The 300 K Fermi level positions (Eeq.

F ) shifts significantly from the 623 K (Edef
F ) position due to the need to maintain charge neutrality upon

quenching. (d) The impact of Zn doping can be traced around the perimeter of the CuInTe2 chemical potential space. Here, the Brouwer band diagram is
calculated assuming a constant Zn chemical potential (DmZn =�1.25 eV per atom). Three charged defects, ZnIn, ZnCu and VCu, significantly alter the carrier
concentration from the undoped case. Additionally, the neutral defect complex, ZnIn–ZnCu lowers the Zn dopant efficiency. (e) In IT1, the optimal DmZn

value was found to be �1.25 eV per atom, pinning the synthetic Fermi level to nearly identical energies of VCu and ZnCu, resulting in heavy charge
compensation. The ZnIn–ZnCu defect complex was calculated to have a negative formation energy (�0.414 eV) at this combination of DmZn and synthetic
temperature. (f) At point CT2, the optimal DmZn was found to be �1.38 eV per atom. Under these conditions, ZnIn proves to be a far higher concentration
acceptor defect than native CuIn, leading to higher hole concentrations.
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potential of Zn during synthesis is elusive. As such, we initially
estimate the Zn chemical potential by considering the nominal
synthetic stoichiometry; this suggests a DmZn between �2 and
�1 eV per atom as the bounds for our chemical potential
sweeps. By shifting the DmZn, the formation energy of the
Zn-containing defect also shifts, altering the position of the
Fermi level, and ultimately the carrier concentration. The
relationship between DmZn, synthetic temperature, and carrier
concentration are shown for a wide selection of values in Fig. S5
(ESI†). Considering both the undoped and doped experimental
results at IT1 and CT2, a universal synthetic temperature of
623 K agreed well with the computational predictions of carrier
concentration. Here, synthesis temperature refers to the tem-
perature at which defects are effectively quenched into the
sample due to their limited mobility; this temperature is used
in eqn (4).

Having established a synthesis temperature, we next esti-
mate the DmZn values of the doped samples. In Fig. 4, the impact
of DmZn on the synthetic Fermi level is shown for the two
invariant points (IT1 and CT2) considered experimentally. Based
on the resulting carrier concentration that emerges from charge
neutrality conditions shown in Fig. S5 (ESI†), we select DmZn =
�1.38 eV per atom as a suitable value for point CT2 (indium-
deficient conditions) and DmZn = �1.25 eV per atom for point
IT1 (copper-deficient conditions). We emphasize that this ana-
lysis is a hybrid approach that unites experiment and theory
rather than a validation effort.

Having estimated the chemical potentials of Zn, we consider
the impact of Zn holistically on the native and extrinsic defects.
In Fig. 3d, the concentrations of defects and carriers are shown
for the perimeter of the CuInTe2 chemical potential space for a
DmZn = �1.25 eV per atom, the value best suited for point IT1.

The set of defect diagrams that are used to build Fig. 3d are
shown in Fig. S7 (ESI†). The analogous Brouwer diagram for
DmZn = �1.38 eV per atom is shown in Fig. S8 (ESI†) with the
underlying defect diagrams presented in Fig. S9 (ESI†). For the
extrinsic Zn dopant, substitution on the cation sites results in
three regimes: (i) Cu vacancies remain low energy, though they
are matched with ZnCu (CI2, CI20), (ii) ZnCu is favored over VCu

(IT1, CT1), and (iii) ZnIn dominates (CT2, CI1). Similarly, the
carrier concentration follows trends with the regimes: in (i),
carriers remain low due to relatively high defect energetics and
large amounts of compensation, (ii) shows a slight rise but
remains low due to some competing defects, and (iii) is high
due to the high ZnIn concentrations. Compared to the undoped
case, there are either regions where the Zn defects result in
increased carrier concentration (CI1, CT1, CT2), or are pushed
closer to bipolar behavior with lower carrier concentrations
(CI2, CI20, IT1).

While the ZnCu and ZnIn are calculated using a dilute defect
approximation involving supercells, we also consider the for-
mation of defect pairs as the Zn concentration is, experimen-
tally, 2% of the cation sites. We find the neutral defect complex
ZnCu–ZnIn to be extremely favorable at this DmZn in nearly all
synthetic conditions. The only exception is for tellurium-
deficient conditions (CI1, CI2, CI20). Here, the combined ‘cost’
of removing copper and indium drives the defect energy higher.
As such, the dopant efficiency of Zn is expected to be signifi-
cantly compromised due to the formation of neutral defect
clusters at high concentration.

Considering the defect diagrams shown in Fig. 3e and f, the
impact of Zn doping has wildly different impacts at the different
phase equilibria points selected. First, doping point IT1 results in
heavily compensated behavior due to the ZnIn and ZnCu defects.
The limit of the Zn compensation is set by the intersection of
these two defects with the x-axis: EF is pinned at the point where
the DHD = 0, ultimately limiting the achievable n-type dopability.
As such, the Fermi level at measurement (EF) ultimately ends up
inside the valence band at room temperature.

3.2 Experimental doping

The carrier concentrations discussed above to set DmZn origi-
nate from measurements of bulk, single phase polycrystalline
pellets, whose SEM images and X-ray diffraction patterns are
shown in Fig. S1–S4 (ESI†). The properties of these pellets, and
their undoped counterparts, are considered herein. The impact
of the changing host elemental chemical potentials on the
native and extrinsic defects, defect compensation, and the
formation of defect complexes is probed through experimental
measurement of the carrier concentration and electrical resis-
tivity. Further, with the variation in defect chemistry, we explore
the impact of defects on electronic mobility and lattice thermal
conductivity.

Across all of chemical potential space, undoped CuInTe2 has
been reported to have carrier concentrations spanning 1� 1015–
3 � 1019 cm�3.14 As shown in Fig. 5a, the focus on indium- and
copper-deficient conditions restricts this significantly: the sam-
ple synthesized in indium-deficient conditions (CuIn0.96Te2,

Fig. 4 When DmZn is varied, the Fermi level shows significant variation
compared to the undoped compositions (DmZn = �N). For copper-
deficient point IT1, increasing the DmZn moves the Fermi level closer to
midgap until DmZn 4 �1.25 eV per atom is reached, at which point many of
the dopant defects have negative formation energies. In contrast, increas-
ing DmZn at indium-deficient point CT2 moves the Fermi level into to the
valence band. Here, Edef

F . refers to the Fermi level where defect concen-
trations are equilibrated at a synthesis Tsynth. = 623 K.

Paper Journal of Materials Chemistry C

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

6 
M

ar
ch

 2
02

5.
 D

ow
nl

oa
de

d 
on

 1
1/

2/
20

25
 3

:3
8:

21
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4tc05216a


8798 |  J. Mater. Chem. C, 2025, 13, 8792–8801 This journal is © The Royal Society of Chemistry 2025

filled gold circles) has a carrier concentration of 1 �
1019 h+ cm�3, while the sample prepared in copper-deficient
(Cu0.96InTe2, filled blue diamonds) conditions has a slightly
increased carrier concentration of 3 � 1019 h+ cm�3. As dis-
cussed above, while the carrier concentrations are similar, the
dominant defects are distinct (VCu vs. CuIn). Similar effects are
seen in the electrical resistivity measurements shown in Fig. 5b,
where the copper-deficient sample (Cu0.96InTe2) is slightly less
resistive than the indium-deficient (CuIn0.96Te2).

As shown in Fig. 5a and b, doping the copper-deficient
sample with zinc (Cu0.96InTe2Zn0.04, IT1) results in a drastic
reduction of the carrier concentration and a large increase in
electrical resistivity. Additionally, the carrier concentration and
resistivity show little temperature dependence until B450 K,
beyond which point the resistivity reduces to B104 mW cm
due to carrier activation. Given the defect diagrams for the doped
and undoped copper-deficient conditions in Fig. 3b and e,
respectively, the behavior of the doped sample can understood
through the defect energetics. As shown in Fig. 3b, the undoped
sample shows a strong preference for VCu

1� defects, with little
competition from the compensating InCu

2+ defect that forms at a
significantly higher energy at the synthesis conditions. However,
the introduction of Zn significantly alters the defect energy
landscape, creating ZnCu

1+ defects at nearly identical levels to
the highly favorable ZnIn

1� as shown in Fig. 3e. Despite this
compensation, Zn presents itself as a rather effective dopant from
these measurements. For the 3.4 � 1020 Zn cm�3 added to the
material according to the nominal stoichiometry, the carrier
concentration decreased by B 3 � 1019 h+ cm�3 for an experi-
mental acceptor dopant efficiency of 9%.

In contrast to the copper-deficient sample, doping the indium-
deficient sample with Zn (CuIn0.96Te2Zn0.04, CT2) increases carrier
concentration and lowers the electrical resistivity (Fig. 5a and b,
respectively). Both samples show little variation in the carrier
concentration or resistivity over the measured temperature range,
and the variation in either measurement is too small to reliably
extract a band gap. The doped sample’s increased carrier

concentration can be described once again by the changes in the
defects and position of the Fermi level from the defect diagrams
shown in Fig. 3c and f. Introducing Zn creates large quantities of
ZnIn

1� acceptor defects and moves the measured Fermi level
0.026 eV inside the valence band. While the ZnCu–ZnIn neutral
defect complex is also present in high concentrations, it has no
impact on the carrier concentration. Again, for the 3.4 �
1020 Zn cm�3 added to the material according to the nominal
stoichiometry, the carrier concentration decreased by B4 �
1019 h+ cm�3 for an experimental donor dopant efficiency of 12%.

Fig. 5c shows the temperature dependence of Seebeck
coefficients, which follow the expected trends when compared
to the carrier concentration values in Fig. 5a. The natively doped
samples show moderate Seebeck coefficients at low tempera-
tures, increasing until B475 K where the flattening may suggest
the onset of minority carrier activation. However, the introduc-
tion of Zn changes the behavior considerably. For the indium-
deficient doped sample (CuIn0.96Te2Zn0.04), the Seebeck coeffi-
cient is suppressed significantly from the undoped case at room
temperature (B120 mV K�1) and linearly increases through 673 K.
As such, we expect that the Zn-doped indium-deficient sample
(CuIn0.96Te2Zn0.04) has yet to see any minority carrier activation
due to the dopants pushing the Fermi level closer to the valence
band during measurement. The doped copper-deficient sample
(Cu0.96InTe2Zn0.04) shows a non-linear Seebeck coefficient, sug-
gesting strong bipolar behavior at all measured temperatures.
The dramatic increase in Seebeck coefficient suggests that the
Fermi level position for the Zn-doped indium-deficient sample
(CuIn0.96Te2Zn0.04) is near mid-gap, where small Fermi level shifts
yield massive changes in Seebeck coefficient.

To better understand the relationship between the Seebeck
coefficient, carrier concentration, and effective mass, Pisarenko
analysis was conducted. Shown in Fig. 6, all samples with a hole
concentration greater than 1019 h+cm�3 show a linear relation-
ship between the Seebeck coefficient and the logarithm of the
hole concentration. The effective mass for these samples was fit
using a single parabolic band (SPB) approximation for Seebeck

Fig. 5 (a) The Hall carrier concentration with Zn doping shows evidence of ambipolar doping when compared to analogous undoped compositions. For
copper-deficient CuInTe2 (Cu0.96InTe2), the addition of Zn (Cu0.96InTe2Zn0.04) significantly lowers the carrier concentration. The opposite response is
found for the indium-deficient samples. (b) The reduction in carrier concentration induced by Zn doping of copper-deficient CuInTe2 is consistent with
the massive increase in electrical resistivity. Likewise, Zn doping of indium-deficient CuInTe2 (CuIn0.96Te2Zn0.04) leads to low electrical resistivity. (c) The
temperature dependent Seebeck coefficients follow expected trends with respect to carrier concentration. The highly resistive Zn-doped copper-
deficient CuInTe2 (Cu0.96InTe2Zn0.04) shows evidence of bipolar transport at all temperatures measured.
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coefficient and carrier concentration, as shown with the dashed
line. From this analysis, a hole effective mass of 0.8me was
extracted, showing good agreement with our previous work
plotted in grey and the extracted DOS hole effective mass of
1.3me from first principles calculations.14 Notably, the Zn-
doped copper-deficient sample (Cu0.96InTeZn0.04) does not fit
the Pisarenko curve. An extrapolation of the curve in Fig. 6
to 1015 h+ cm�3 predicts a Seebeck coefficient greater than
1000 mV K�1; however, the measured value for this sample is
B100 mV K�1. This behavior is consistent with our prior
interpretation of minority carrier contribution to the Seebeck
coefficient and carrier concentration for this sample, further
confirming this sample’s ambipolar nature.

In addition to carrier type analysis, we turn to the mobility to
further inspect the behavior of the dopants in this system. The
high-temperature mobility measurements, shown in Fig. 7,
demonstrate two distinct regimes: natively doped samples have
high mobility (60–90 cm2 V�1 s�1) that are consistent with our
prior work and other literature on CuInTe2, while the doped
samples show drastically reduced mobility.13,14 The indium-
deficient sample (CuIn0.96Te2) has a higher mobility than the
copper-deficient sample (Cu0.96InTe2) that can be attributed to
the changes in VCu concentrations. VCu has previously been shown
to contribute to charge carrier scattering more strongly than CuIn

antisite defects.14,50 Indeed, our defect calculations shown that
indium-deficient conditions (CT2) increase the formation energy
of VCu relative to copper-deficient conditions (IT1). However, the
temperature dependence of the undoped samples suggests differ-
ing scattering mechanisms. The linear decrease with temperature
in the indium-deficient sample (CuIn0.96Te2) suggests electron–
phonon scattering dominates, while the copper-deficient sample
(CuIn0.96Te2) shows a temperature independent mobility likely
dominated by point defect scattering.50

Both doped samples have a drastically reduced mobility as
compared to their undoped counterparts, likely due to the high
concentration of dopant defects. As shown in the doped
Brouwer diagram in Fig. 3d, the concentrations of the ZnCu and
ZnIn dopant defects are present in much larger quantities than
the native defect concentrations for both indium- and copper-
deficient conditions; for IT1, the VCu concentrations have also
grown. For the Zn-doped IT1 sample in particular, the defect
concentrations are extremely high (41020 cm�3), and indeed,
this sample shows the lowest mobility. However, analysis of the
mobility of this sample is somewhat compromised; the mid-gap
position of the Fermi level could artificially lower the measured
mobility due to bipolar effects. Considering the temperature
dependence of the mobilities, the doped indium-deficient sam-
ple (CuIn0.96Te2Zn0.04) shows a linear trend with temperature,
while the doped copper-deficient sample (Cu0.96InTe2Zn0.04) is
relatively temperature independent. These results suggest that
the dominant scattering mechanism of the doped samples
remains unchanged from their undoped counterparts.

Finally, we assess the impact of the dopants on the phonon
scattering mechanisms through measurements of the lattice
thermal conductivity. As discussed in the methods, the thermal
conductivity was calculated using the Dulong-Petit approxi-
mation, and the temperature dependent lattice portion (kL) is
shown in Fig. 8. The total thermal conductivity as a function of
temperature is shown as Fig. S11 in the ESI,† and shows
minimal contributions from the electronic component of k.
The small variation across all doped and undoped samples
suggests that dopants and native defects have a minor impact
on phonon scattering. Across all samples, the lattice thermal
conductivity shows the expected decrease with increasing tem-
perature, and the spread of all samples is small, ultimately
converging to a value of B1.5 W m�1 K�1 at 673 K. At low

Fig. 6 Pisarenko analysis fit using an SPB model for the samples with
carrier concentration over 1019 holes cm�3 extracts an effective mass of
0.8me. The low carrier concentration sample does not fit with this trend,
further confirming our suspicions of minority carrier contributions to
Seebeck coefficient and carrier concentration. Literature data included
from ref. 14.

Fig. 7 For both copper- and indium-deficient compositions, the incor-
poration of Zn lowers the mobility. These results are consistent with the
increase in point defect concentrations shown in Fig. 4.
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temperatures, vacancies are likely responsible for the lower lattice
thermal conductivity in the copper-deficient samples compared to
the indium-deficient samples.14,15,50 However, due to the narrow
ranges of values at both low and high temperatures, we forgo a
more in-depth analysis on the potential phonon scattering
mechanisms in these samples. The limited impact of defects on
the phonon transport is in similar to our prior work on AgInTe2,
where we find doping to have relatively little impact on the lattice
thermal conductivity when compared to changes in native defect
concentrations through changes in stoichiometry.11 Additionally,
the relatively small variation in all of the reported properties
results in small variations in zT, which is shown in the Fig. S10
(ESI†). The only exception is the for doped copper-deficient sample
(Cu0.96InTe2Zn0.04), which shows a significantly decreased zT due
to the bipolar nature of the electronic properties for the sample.

4 Conclusion

This work demonstrates how the aliovalent behavior of Zn in
CuInTe2 creates distinct defect compensation patterns through
variations in elemental chemical potentials. For the samples
presented in this work, we predict varying defect behavior using
first principles calculations at the different points of chemical
potential space. For the indium-deficient sample (CuIn0.96Te2-
Zn0.04), we find Zn to preferentially occupy In sites, shifting the
Fermi level closer to the valence band and enhancing carrier
concentration. Under copper-deficient conditions (Cu0.96In-
Te2Zn0.04), however, Zn occupies both Cu and In sites, leading
to significant charge compensation and bipolar transport. These
theoretical predictions align well with our experimental measure-
ments of electrical resistivity, Seebeck coefficient, and mobility,

confirming the role of Zn as a versatile dopant. Finally, this study
elucidates the complexities that arise from the solid-solution
behavior of Zn in CuInTe2. By integrating first-principles predic-
tions with experimental observations, we establish a framework
for identifying the appropriate Zn chemical potential levels to
understand defect energetics in these complex, 4D spaces.
Further, this work underscores the need for an approach that
bridges traditional defect theory and alloy theory as the dilute
limit is reached. Ultimately, this framework not only advances our
understanding of Zn-doped CuInTe2, but also sets a foundation
for rational doping in complex systems.
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X. Alcobé, F. Oliva, Y. Sánchez, P. Pistor, V. Izquierdo-Roca,
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