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Aluminum gallium nitride (AlGaN)-based deep ultraviolet (DUV) light-emitting diodes (LEDs) hold tremendous

potential and application prospects. However, DUV LEDs face challenges such as low internal quantum

efficiency (IQE) and degraded luminous performance because of properties intrinsic to aluminum-rich group III-

nitride materials. To address these challenges, traditional trial-and-error experimental methods are commonly

employed. However, with rapid industrial advancements, this approach has become inadequate to meet current

demands. In this work, this study demonstrates an effective approach to optimize the luminous performance of

DUV LEDs using machine learning (ML). By training 4 typical ML models with a dataset of AlGaN-based LED

structures compiled over the past decade and more, we find that the convolutional neural network (CNN)

provides the most accurate predictions, with a root mean square error (RMSE) of 1.6995 W cm�2 and a

coefficient of determination (R2) of 0.9812 for the light output power density (LOPD). Using the CNN model, we

reveal the key features that influence the luminous performance of DUV LEDs. In addition, we explore the

relationships between different features and LOPD, which align with physical mechanisms and are generally

consistent with simulation and experimental results. Overall, this work demonstrates that ML is capable of

predicting device performance, extracting critical features from complex structures, and significantly aiding in the

optimization of DUV LEDs.

Introduction

Deep ultraviolet (DUV) light plays a crucial role in various
fields, including medical treatments,1 disinfection,2 com-
munication,3 and growth lighting.4 Traditionally, ultraviolet
(UV) light sources rely on mercury lamps, which present several
drawbacks, such as bulkiness, limited lifespan, toxicity, and
prolonged warm-up times. In contrast, III-nitride-based UV
light-emitting diodes (LEDs) have gained attention as a super-
ior alternative, offering higher energy efficiency, environmental
sustainability, and enhanced performance.5 Aluminum gallium

nitride (AlGaN) as a direct-band-gap material can tune in the
range of 3.4–6.2 eV by changing the aluminum (Al) content,
covering the whole UV wavelength range from 200 to 365 nm,
making it the preferred material for fabricating DUV LEDs.6

While UVA-LEDs with emission wavelengths above 315 nm
exhibit external quantum efficiencies (EQEs) exceeding 50%,
LEDs in the UVB and UVC band lag significantly behind.
Although recent reports indicated peak EQEs of up to 20%
for DUV LEDs near 275 nm,7 commercial devices in these
wavelength ranges still achieve performance in the single-
digit percentage range.8 This reduced EQEs can be attributed
to three primary factors: low light extraction efficiency,9 low
carrier injection efficiency,10 and polarization field-induced
reduction in radiative recombination efficiency.11 Conse-
quently, improving the EQEs of DUV LEDs remains a major
focus in current UV LEDs research, particularly in the domain
of LEDs design optimization. Zhang et al. had proposed a
p-type electron blocking layer (EBL) with the graded AlN
composition, which significantly boosted the EQEs and light
output power density (LOPD) of DUV LEDs by 1.5 times.12 Hu
et al. improved radiative recombination by designing a super-
lattice electron deceleration layer to slow down electrons
injected into the active region.13 Nevertheless, the complex
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interplay of structural and compositional parameters in LEDs
still makes optimizing device performance extremely challen-
ging. Traditional optimization processes demand extensive
multi-layered empirical knowledge, which is both time-
consuming and costly. In this aspect, machine learning (ML)-
based research methods offer potential to address these
challenges and accelerate the development of AlGaN-based
DUV LEDs.

ML has been widely applied in material characterization,14

material analysis,15 and material design16 due to its advantages
of short development cycle, low computational cost, strong data
processing capabilities, and high predictive accuracy. For
III-nitride-based LEDs, which have complex material composi-
tions and intricate device structures, ML holds promise for
capturing intrinsic relationships between various features and
predicting device performance using extensive databases. For
instance, Jiang et al. conducted a feature importance analysis
to identify key factors affecting the performance of blue
GaN-based LEDs, demonstrating that convolutional neural net-
work (CNN) provided the most accurate predictions.17 In the
field of AlGaN-based DUV LEDs, Lin et al. utilized extreme
gradient boosting (XGBoost) and light gradient boosting
machine (LightGBM) to develop a stacked ML model aimed at
predicting high-performance superlattice EBL, taking into
account different compositions, thicknesses, and band offset
ratios.18 Nevertheless, this work is limited to specific layers of
the device and lacks sufficient features to provide adequate
prediction accuracy. This suggests that an appropriate model-
ing approach tailored to AlGaN-based DUV LEDs should be
employed during feature selection.

In this work, we propose a ML-assisted framework to explore
the key features affecting the luminous performance of AlGaN-
based DUV LEDs and the relationships between these features

and LEDs performance. First, we establish a dataset that
includes the features describing the luminous performance of
AlGaN-based DUV LEDs, including (1) structural characteristic
parameters and (2) electrical characteristic parameters.
Detailed description of these feature are list in the following
part. The simulation data are sourced from published literature
over the past 17 years, focusing on wavelengths below 310 nm.
Four typical ML models, including random forest (RF),19

XGBoost,20 feedforward neural network (FNN),21 and CNN22

are trained to predict the LOPD. For interpretability analysis of
the CNN model, we apply Shapley Additive exPlanations
(SHAP),23 allowing us to connect the predicted performance
to the physical principles governing AlGaN-based DUV LEDs.
Finally, we use the trained CNN model to predict the luminous
performance of approximately 3500 LEDs devices within sec-
onds. The reliability of the model is verified using simulation
results from advanced physical models of semiconductor
devices (APSYS) software as well as experimental results from
previously published studies that are not included in the
training set.

Results and discussion
Construction of dataset

In this work, AlGaN-based DUV LEDs grown on a c-plane
sapphire substrate serve as a representative device for discus-
sion. The entire working framework is illustrated in Fig. 1(a).
First, a dataset is constructed to describe the characteristics of
the DUV LEDs, including (1) structural characteristic para-
meters and (2) electrical characteristic parameters. The struc-
tural characteristic parameters encompass the thickness of
various layers in the DUV LEDs, the number of cycles, composi-
tion, and doping concentration. While electrical characteristic

Fig. 1 The whole working framework based on ML. (a) A sketch map of the input features. The structural characteristic parameters and electrical
characteristic parameters of the AlGaN-based DUV LEDs are selected as features of each sample. (b) The whole process consists of three main parts:
(1) data preprocessing, (2) model selection, (3) model interpretability.
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parameters pertain to the APSYS software, including the Auger
recombination coefficient (Auger), Shockley–Read–Hall recom-
bination lifetime (SRH lifetime), and current density. During
feature selection, we aim to accurately and comprehensively
describe the complete structure of the devices in our dataset,
considering the complex structures employed in AlGaN DUV
LEDs as reported in various literature. For example, features
such as E1-Al (average aluminum content in the first piece of
the electron blocking layer), E2-Al (average aluminum content
in the second piece of the electron blocking layer), and E3-Al
(average aluminum content in the third piece of the electron
blocking layer) are included. A more detailed description of all
45 features are provided in Table S1 (ESI†).

As an indicator of the luminescence performance of LEDs
epitaxial structures, LOPD is chosen as the target output of the
ML model. The dataset consists of 378 effective samples for
predicting LOPD, constructed by recording the luminance
properties of LEDs structures reported in peer-reviewed jour-
nals over the past 17 years. It adheres to the following criteria:
(1) the paper is published in a peer-reviewed journal; (2) the
research focuses on DUV LEDs with a peak wavelength below
310 nm; (3) the paper provides LOPD values in the character-
ization section; and (4) the study offers a detailed description of
the device structure.

Machine learning analysis

As shown in Fig. 1(b), during the data preprocessing stage,
methods such as data missing value padding, data outlier
deleting, data standardization, and data segmentation are
employed. Briefly, the entire dataset is divided into training,
validation, and testing set in a ratio of 8 : 1 : 1. The training set
is used to train the model, the validation set is utilized to adjust
the model’s hyperparameters and evaluate its performance,
and the testing set is reserved for the final evaluation of the
model’s generalization ability. Then, ML methods are applied
for prediction, including RF, XGBoost, FNN, and CNN. Key
features affecting LOPD are further analyzed using the SHAP
method to enhance model interpretability. The optimized
model is then employed to conduct high-throughput predic-
tions on a conventional device structure within seconds. Sub-
sequently, simulation results used for APSYS software and
experimental results are employed to evaluate the validation
of our model.

Comparison of model performance

The scatter plots of the predicted values versus reported values
of the LOPD during the training and testing stages for four ML
models are shown in Fig. 2. We employ the RMSE and the R2 as

Fig. 2 The prediction performances of different models on LOPD. (a) The performance of RF model on LOPD. (b) The performance of XGBoost model
on LOPD. (c) The performance of FNN model on LOPD. (d) The performance of CNN model on LOPD.
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metrics to evaluate the performance of the ML model. RMSE is
used to measure the deviation between predicted values and
true values, while R2 ranges between 0 and 1, with a value closer
to 1 indicating better regression fitting performance. From the
Fig. 2, it can be observed that the neural network-based model
outperforms the tree-based model, particularly with CNN exhib-
iting lower RMSE at 1.6995 W cm�2 and higher R2, reaching
0.9812. Compared to neural network models, tree-based
models are more prone to overfitting on our dataset, making
them potentially less suitable for this application. We attribute
the outstanding performance of CNN to two main fac-
tors. Firstly, our feature descriptors encompass parameters
related to the LEDs device structure, such as composition,
doping concentration, thickness, which inherently exhibit
strong interdependencies.17 By structuring the data into a
two-dimensional format, the ability of CNN to capture and
learn these interactions more effectively is leveraged. Specifi-
cally, the original one-dimensional feature array is reshaped
into a 5� 9 matrix. The arrangement of the features is based on
their physical relevance and potential interactions. For
instance, features related to the thickness, doping concen-
tration and composition of each layer are tightly connected
according to their physical relevance, reflecting their interre-
lated impact on the overall LEDs performance. Consequently,
by leveraging convolutional kernels, CNN can effectively learn
the coupling relationships between features. Secondly, neural
network, due to their hierarchical structure and nonlinear
activation functions, excel at modeling complex nonlinear
relationships, enabling them to capture intricate patterns and
interactions within the data.24 As a result, CNN can capture
task-driven correlations, leading to a better understanding of
the internal relationships among samples. Subsequently, a
brief discussion is presented regarding the variation in accu-
racy relative to the size of the dataset, using a CNN. The details
are illustrated in Fig. S1 (ESI†). As the sample size increases, a
reduction in RMSE and an increase in R2 are observed, indicat-
ing that larger datasets enhance the model’s predictive

accuracy. However, due to the relatively small dataset available
for LEDs based on a new material system, transfer learning25

(which allows models pre-trained on larger, similar datasets to
be fine-tuned on smaller datasets) and data augmentation26

(which artificially increases the diversity of training samples
through various techniques) are identified as potential
solutions.

Feature importance analysis

SHAP23 is widely used to quantify the contribution of each
feature to the prediction results, helping to understand the
reasons behind model decisions, thereby revealing the under-
lying mechanisms in the data and the importance of features.23

Through this approach, the impact of each input feature on the
model output is comprehended, augmenting the interpretabil-
ity and credibility of the model. Fig. 3 illustrates the interpret-
ability analysis performed on the model utilizing the SHAP
method. Fig. 3(a). displays the global importance of the top
15 features, determined by the average magnitude of SHAP
values. In Fig. 3(b) and (c), we calculate the SHAP value of each
feature for every prediction sample. The deviation of each point
from the SHAP = 0 line intuitively represents the influence of
that feature value on LOPD. Thus, the relationship between the
feature value and SHAP value guides device optimization and
the discovery of underlying physical mechanisms. Among the
electrical characteristic parameters influencing LOPD, it is
observed that the current density exerts a significantly positive
impact on LOPD, indicating a direct correlation between
increasing current density and higher LOPD values. Conversely,
an increase in the Auger value demonstrates a negative effect
on the output. Concurrently, a higher SRH lifetime value
exhibits a positive influence on the output. These observations
align with established physical principles.27 Here, we focus
specifically on the impact of structural characteristic para-
meters of LEDs devices on LOPD. As depicted in Fig. 3(c), it
is evident that P1-dop (magnesium (Mg) doping concentration
in the first piece of the p-type AlGaN layer) ranks first in its

Fig. 3 Performing interpretable analysis of the model using SHAP. (a) The global importance of top 15 features based on the average SHAP value
magnitude. (b) A set of scatter plots corresponding to electrical characteristic parameters. Each row in the training set is plotted based on the feature
values of each data point (represented in a color scale) and their corresponding SHAP values: the vertical axis displays the sorted electrical characteristic
parameters while the horizontal axis shows the SHAP values, with more positive SHAP values indicating a greater positive influence of the feature values
on the model output. (c) A set of scatter plots corresponding to structural characteristic parameters.

Paper Journal of Materials Chemistry C

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
Ja

nu
ar

y 
20

25
. D

ow
nl

oa
de

d 
on

 7
/2

8/
20

25
 1

0:
22

:2
1 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4tc04816d


This journal is © The Royal Society of Chemistry 2025 J. Mater. Chem. C, 2025, 13, 4413–4420 |  4417

influence on LOPD. In DUV LEDs, compared to n-type doping,
p-type doping of AlGaN appears particularly challenging. With
an increase in the Al content, the p-type doping efficiency of
AlGaN dramatically decreases. This is primarily due to the high
activation energy of Mg acceptors,28 low solubility of Mg in
AlGaN,29,30 and severe nitrogen vacancy self-compensation.31

Furthermore, it is also notable that E1-Al (average aluminum
content in the first piece of the electron blocking layer) and W-T
(total thickness of each well) rank prominently. As shown in
Fig. S2 (ESI†), the experimental results indicate that E1-Al is a
critical feature in AlGaN-based DUV LEDs, with its underlying
mechanism exhibiting significant multidimensional coupling
characteristics.32 Conversely, W-T exhibits a clear trend in its
impact on the output. Specifically, when the numerical value is
relatively small, it exerts a markedly positive effect on LOPD.
What is more, in feature selection for AlGaN DUV LEDs, a more
complex feature modeling approach is employed, with features
that significantly influence luminous performance. As shown
in Fig. 3(c), features such as E2-Al and E3-Al are ranked among
the top fifteen most important features. A higher value of E2-Al
is found to potentially have a negative impact on LOPD, while a
higher value of E3-Al may contribute positively to LOPD. These
findings highlight the intricate relationships between struc-
tural characteristic parameters and LEDs performance.

ML prediction and analysis

Based on the analysis results above, the p-type AlGaN layer
significantly influences the device performance of the LEDs.
Building upon this observation, we design a conventional
device structure. By varying the values of three parameters,
namely P1-dop, P1-Al (average aluminum content in the first
piece of the p-type AlGaN layer), and P-T (total thickness of the
p-type AlGaN layer), we utilize our model to predict LOPD.
These predictions provide insights into the impact of these
three features on LOPD. The discussed LED structure is grown
on a c-plane AlN template. Initially, a 3 mm Al0.6Ga0.4N
(Si: 5 � 1018 cm�3) is grown as the electron injection layer.
This layer is followed by five pairs of AlGaN/AlGaN multiple
quantum wells comprising 12 nm Al0.5Ga0.5N quantum barriers
and 3 nm Al0.4Ga0.6N quantum wells. On top of the active
region is a 20-nm-thick Mg-doped (Mg: 5 � 1019 cm�3) p-type
Al0.75Ga0.25N EBL and p-type AlxGa1�xN. Finally, a 120-nm-thick

p-type GaN (Mg: 2 � 1019 cm�3) contact layer completes the
structure. For the p-type layer of AlxGa1�xN, P1-dop varies
within the range of 2 � 1018 cm�3 to 3 � 1019 cm�3 with a
step size of 2 � 1018 cm�3, P-T ranges from 10 to 50 nm with a
step size of 5 nm, while P1-Al varies within the range of 0.3 to
0.7 with a step size of 0.02.

As shown in Fig. 4(a), LOPD reaches its peak around P1-dop
E 1.8 � 1019 cm�3, P-T E 45 nm, and P1-Al E 0.48. Addition-
ally, it is observed that compared to the P1-dop and P1-Al axes,
the color variation of LOPD along the P-T axis is relatively small,
indicating that the influence of the features ranked higher in
importance (P1-dop and P1-Al) on LOPD outweighs that of P-T.
For more clarity, the 3D-thermal contour map of the LOPD
prediction with respect to P1-dop and P1-Al is extracted from
Fig. 4(a). and plotted in Fig. 4(b). From Fig. 4(b), it can be
observed that with the increase of P1-dop, LOPD exhibits a
trend of initially increasing and then decreasing. This is
attributed to the enhancement of hole concentration when
increasing the p-type AlGaN doping level. However, excessive
doping concentration in the p-type AlGaN layer can introduce
additional impurities and defects, resulting in a decline in
crystal quality. These defects act as non-radiative recombina-
tion centers, which reduce the radiative recombination effi-
ciency of electrons and holes, ultimately leading to a decrease
in light emission intensity.31 Similarly, concerning the feature
of P1-Al, a similar trend is observed. When the Al content in the
p-type AlGaN layer increases, the tunneling effect of carriers is
enhanced, making it easier for carriers to tunnel from the
p-type AlGaN layer to the quantum well, thereby increasing
the chances of radiative recombination. However, as the Al
content further increases, the crystal quality of the material
may deteriorate. This deterioration can lead to more defects
and scattering centers, which in turn reduce the light emission
intensity. For III-nitrides, p-type doping is significantly more
challenging than n-type doping. In the case of GaN, the activa-
tion energy of p-type-doped Mg acceptor is approximately
160 meV, thereby resulting in a hole concentration 1 to 2 orders
of magnitude lower than the electron concentration. This issue
becomes much serious as the Al content in AlGaN
increases.33,34

On the basis of the previous work, we further optimize the
device structure by varying W1-Al (average aluminum content in

Fig. 4 Predicted LOPD with changing of different features. (a) 4D-scatter plot of LOPD with respect to P1-Al, P1-dop, and P-T. (b) 3D-thermal contour
map of LOPD predictions with respect to P1-Al and P1-dop, when P-T = 45 nm. (c) 3D-thermal contour map of LOPD predictions with respect to W1-Al
and W-T. Note that the predictions here are optimized on the basis of the p-type AlGaN layer.
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the first piece of the well) and W-T. The range of W1-Al is set from
0.3 to 0.45 with a step size of 0.01, ensuring it remains within the
DUV wavelength range. Meanwhile, W-T ranges from 1 to 4 nm with
a step size of 0.5 nm. The results are depicted in Fig. 4(c), where it
can be observed that by varying these two parameters, the peak
LOPD is enhanced, increasing from 11.5 W cm�2 to 17.51 W cm�2.
At this point, W-T is set to 2 nm, while W1-Al is set to 0.3. Increasing
the thickness of the quantum well leads to an increase in the volume
of the active region, which can accommodate more carriers and thus
enhance the probability of radiative recombination.35 As the thick-
ness of the quantum wells increases, the separation of the electron
and hole wavefunctions is enhanced, which corresponds to the
quantum-confined Stark effect (QCSE). This effect can reduce the
overlap of carrier wavefunctions, thereby suppressing carrier
radiative recombination and resulting in decreased luminous
performance.36–38 Light emitted from the active layers can only
escape through the top and bottom surfaces if it is within the escape
cone.39 The emitted photons within this cone can escape since the
polarization of the emitted light is predominantly perpendicular to
the crystal axis (E>c) in this region. However, for AlGaN-based DUV
LEDs, as the Al content in the AlxGa1�xN quantum wells increases,
the proportion of the transverse magnetic (TM) wave also rises,
affecting the band edge emission energy. In conventional DUV LEDs,
this characteristic hinders the majority of photons produced in the
active layers from escaping the cone. Thus, light extraction efficiency
is extremely low for DUV LEDs.40 Moreover, as W1-Al increases, it
increases lattice mismatch and defects within the device structure,
also leading to a degradation in luminous performance.41 Therefore,
it is recommended to begin with these top key parameters for initial
optimization and adjustment to improve the overall performance of
the DUV LEDs. Building upon this, further optimization of addi-
tional parameters is carried out, taking into account the coupling
effects between different parameters.

Simulation and experimental verification

To ensure whether the model can provide reliable guidance for
practical experiments, we first utilize the software APSYS to

conduct simulations on the aforementioned structural config-
urations. In total, five structures are simulated, with W-T
serving as the variable while W1-Al remains constant at 0.3.
As shown in Fig. 5(a), the trends observed in the results from
the APSYS simulations closely match those predicted by our
model, demonstrating a similar pattern of initially increasing
and then decreasing with thickness variation. As discussed in
section ML prediction and analysis, increasing the thickness of
the quantum well enlarges the volume of the active region,
which can accommodate more carriers. However, further
increasing the quantum well thickness exacerbates the QCSE,
leading to reduced radiative recombination efficiency. How-
ever, it is noticed that the the predicted results in Fig. 5(a) do
not perfectly align with the simulation results. This discrepancy
may be attributed to variations in light extraction efficiency
associated with different fabrication processes. During the data
collection phase, each article employed different values for
light extraction efficiency, and this variation is not accounted
for during data selection.17 To compare with experimental
results, five structures from published literatures are selected
(these experimental data are excluded from the training set to
prevent data leakage).12,42–45 As shown in Fig. 5(b), the pre-
dicted LOPD values closely align with the corresponding experi-
mental results, further indicating that the model can provide
guidance for experiments.

Conclusions

In this study, we introduce a ML algorithm for structural
optimization of DUV LEDs. A CNN model is utilized to accu-
rately predict the luminous performance of AlGaN-based DUV
LEDs, compared with other models, including RF, XGBoost and
FNN. For LOPD prediction, the CNN model achieves a R2 of
0.9812 and a RMSE of 1.6995 W cm�2. SHAP analysis quantifies
the impact of each feature on LOPD, highlighting the impor-
tance of different features and revealing the key characteristics
influencing the luminous performance of AlGaN-based DUV

Fig. 5 Model reliability validation. (a) Comparison of CNN and APSYS prediction results. Predicted in the figure indicates the predicted result by CNN,
Simulated indicates the simulated result by APSYS. (b) Comparison of CNN prediction and experimental results. Predicted in the figure indicates the
predicted result by CNN, experimental indicates the experimental result from published literatures.
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LEDs. Following that, by integrating predictive data with exist-
ing theories, the study examines how structural characteristic
parameters of AlGaN-based DUV LEDs affect LOPD. This ML
approach not only deepens the understanding of DUV LEDs
design principles but also provides a robust framework for
guiding future experimental work and optimizing device per-
formance. Furthermore, it holds significant potential for redu-
cing the cost, time, and labor associated with device
manufacturing, making it as a highly efficient and scalable
solution for advancing DUV LEDs technology.
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