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eCatalan Institution for Research and Ad

Companys 16, Barcelona, 08007, Spain
fVan't Hoff Institute for Molecular Science

Netherlands

† Electronic supplementary information (
and simulation details. See DOI: https://d

Cite this: J. Mater. Chem. A, 2025, 13,
16879

Received 18th February 2025
Accepted 28th April 2025

DOI: 10.1039/d5ta01362c

rsc.li/materials-a

This journal is © The Royal Society o
ture and separation of the main
flue gas components†

S. Gooijer, a S. Capelo-Avilés, b S. Sharma,c S. Giancola,d J. R. Galán-
Mascaros, be T. J. H. Vlugt, c D. Dubbeldam, f J. M. Vicent-Luna *a

and S. Calero *a

Experimental screening of Metal Organic Frameworks (MOFs) for separation applications can be costly and

time-consuming. Computational methods can provide many benefits in this process, as expensive

compounds and a wide range of operating conditions can be tested while crucial mechanistic insights

are gained. TAMOF-1, a recently developed MOF, stands out for its exceptional stability, robustness and

cost-effective synthesis. Its good CO2 uptake capacity makes it a promising agent for flue gas separation

applications. In this work, we combine experiments with simulations at the atomistic and numerical level

to investigate the adsorption and separation of CO2 and N2. Using Monte Carlo simulations, we

accurately reproduce experimental adsorption isotherms and elucidate the adsorption mechanisms.

TAMOF-1 effectively separates CO2 from N2 because of preferential binding sites near Cu2+ atoms. To

assess separation performance in equilibrium at different conditions along the entire isotherm pressure

range, adsorbed mole fractions, selectivities, and the trade-off between selectivity and uptake (TSN) are

calculated. The dynamic separation performance is assessed by breakthrough experiments and

numerical simulations, demonstrating efficient dynamic separation of CO2 and N2, with CO2 being

retained in the column.
1 Introduction

Metal Organic Frameworks (MOFs) are a class of porous crys-
talline materials that consist of inorganic metal cluster nodes
connected to organic linkers. The metal and organic building
blocks can be varied enormously, leading to MOFs having large
chemical and structural versatility. MOFs can be synthesized in
a modular fashion, where the building blocks self-assemble
into a predetermined crystal structure.1 The resulting crystals
oen have high surface areas, porosities, and thermal stabili-
ties, making them attractive agents for adsorption-based sepa-
ration applications.2–12
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Separation of gas mixtures can be achieved using MOFs
because of preferential adsorption of a certain component,
which occurs for several reasons. In certain instances, this is
caused by shape and size effects of the adsorbates if certain
components cannot enter the framework or diffuse at a much
lower rate.13 There can also be specic adsorbate–surface
interactions at play that make it energetically favorable for
a component to adsorb onto the surface. Whether a MOF is
suitable for a specic separation application depends on many
factors, as the types of adsorbates, mixture composition, and
operating conditions affect the separation performance. In
general, the desired MOF should exhibit high adsorption
capacity and selectivity for the target compound, along with low
regeneration costs. Additionally, its synthesis should prioritize
the use of earth-abundant metals and scalable production
methods.14,15

Simulations on the atomic scale based on a theoretical
model can provide many benets in the screening of MOFs for
separation applications, as experiments can be costly and time-
consuming. Many adsorbates can be easily investigated,
including compounds that might be toxic or rare. A wide range
of operating conditions can also be tested, so the performance
of materials can be optimized for different applications. Addi-
tionally, atomistic simulations provide information on the
microscopic interactions between the guest molecule and the
framework. These interactions oen drive the adsorption, so
J. Mater. Chem. A, 2025, 13, 16879–16892 | 16879
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this detailed understanding aids the design and ne-tuning of
MOFs. Many computational studies of adsorption in MOFs have
been carried out, for instance to screen MOFs for CO2 adsorp-
tion and separation.16–19

Energy efficient removal of CO2 from various gas mixtures is
a widely researched application aimed at mitigating climate
change. Separation of ue gas is especially important, as ue
gases emitted from, for instance, fossil burning power plants
are point sources responsible for large CO2-emissions. Flue gas
contains around 10–15% of CO2 and more than 75% of N2.20,21

The low concentrations of CO2 in ue gas make CO2 separation
challenging and energy intensive, highlighting the need for
efficient and cost-effective CO2/N2 separation technologies.
Currently, the commercially available CO2-capturing technolo-
gies such as amine scrubbing are accompanied by high energy
consumption.22,23 Adsorption of CO2 in MOFs can be much
more energy efficient, as adsorption of CO2 in MOFs is not of
a chemical but physical nature, which makes regeneration of
the material much easier.24–30

In this work, we will explore the Triazole Acid Metal Organic
Framework (TAMOF-1), which can be easily synthesized by
adding a L-histidine derivative to a copper(II)-salt in water,
reagents which are cheap and easily accessible.31 The resulting
framework is highly thermally and chemically stable and can
withstand polar and apolar solvents, as well as complete solvent
loss. As the ligands are enantiopure, the resulting framework is
homochiral, making it possible to perform enantioselective
separations in the liquid phase.31,32 Separations of gas mixtures
of achiral organic compounds have also been carried out with
TAMOF-1, which proved to be possible due to the distinct shape
and size of the pore network of TAMOF-1.33 Recently, the ability
of TAMOF-1 to capture CO2 from a methane based gas mixture
for biogas upgrading was also explored, which showed excellent
selectivity and good CO2 uptake.34 However, no extensive anal-
ysis on the separation performance was performed. With the
good CO2-uptake, TAMOF-1 also seems suitable for ue gas
separation applications, but the low concentration of CO2 in
ue gas may pose a challenge. This low concentration translates
to low partial pressures, which can reduce adsorption capacity if
the MOF exhibits high saturation loading but weak CO2 binding
at low pressures. Additionally, compared to CO2/CH4 separa-
tion, the MOF requires different regeneration conditions, which
may be less energy-efficient for ue gas applications. These
factors make it crucial to perform a systematic and extensive
evaluation of the separation performance of this promising
adsorbent at different conditions to efficiently recover CO2 from
ue gas.

The goal of this work is to combine experiments with both
atomistic and numerical simulations to evaluate the adsorption
and separation performance of TAMOF-1. First, the framework
of TAMOF-1 will be characterized with computational methods
that will provide crucial insights into adsorption mechanisms
of different adsorbates. As TAMOF-1 is a promising agent for the
separation of CO2 from ue gas, mixtures of CO2 and N2 will be
chosen as the gas system to demonstrate our model. The pure
component isotherms of CO2 and N2 will be simulated and the
adsorption mechanisms and properties of both compounds are
16880 | J. Mater. Chem. A, 2025, 13, 16879–16892
determined. Next, equilibrium adsorption frommixtures of CO2

and N2 will be calculated, as well as dynamic adsorption in the
form of breakthrough curve simulations. To assess the separa-
tion performance of TAMOF-1, adsorbed mole fractions, selec-
tivities, and the trade-off between selectivity and uptake (TSN)
will be calculated, which together can provide a comprehensive
picture of the predicted separation performances at different
conditions. The simulation results will be compared to the
experimental data to validate the performance of the theoretical
model.
2 Methodology
2.1 Experimental details

TAMOF-1 ([Cu(S–TA)2]$xH2O, S-HTA = (S)-3-(1H-imidazol-5-yl)-
2-(4H-1,2,4-triazol-4-yl)-propanoic acid) was prepared in
powdered form following the procedure as described by Corella-
Ochoa et al.31 Single-component adsorption isotherms for CO2

and N2 were measured at a temperature range of 293–353 K up
to a pressure of 10 bar. The detailed adsorption isotherm
measurement procedure is described in Section S2.1.†

Breakthrough measurements were conducted at three gas
ow rates: 86, 177, and 269 mL min−1, corresponding to gas
velocities of 0.005, 0.01, and 0.015 m s−1 respectively. Each ow
rate was tested across temperatures of 25–80 °C and pressures
of 1–5 bar. The effect of the CO2 concentration (1%, 2.5%, and
6% in He) was specically assessed at 25 °C and 1 bar using
a gas velocity of 0.005 m s−1. Between measurements, the
column was purged at 80 °C. First, N2 (100mLmin−1) owed for
two hours to remove residual gases. Then, helium (30
mL min−1) owed until CO2 was no longer detected and the N2

baseline was re-established. The concentration at the gas outlet
was continuously monitored until equilibrium was reached (C/
C0 = 1). The dead volume of the gas in the setup was evaluated
and subtracted for each operating condition. Detailed descrip-
tion of the experimental set-up is provided in Section S4.1.†
2.2 Simulation details

For the characterization of the TAMOF-1 framework, the helium
void fraction, the pore volume, and the pore size distribution
were calculated using the RASPA soware.35 The theoretical X-
Ray Diffraction (XRD) pattern was determined from the coor-
dinates of the framework using Mercury.36 To visualize the
accessible pore volume, PoreBlazer was used with a probe
diameter of 3 Å.37

To predict adsorption isotherms, we performed classical
grand-canonical Monte Carlo simulations using the RASPA
soware.35 Aer 10 000 initialization cycles, a production run of
50 000 cycles was run and the average number of adsorbate
molecules present in the framework during the simulation was
taken as the loading. During each cycle, N trial moves were
performed, with N being the number of molecules. In
conjunction with the loading, the isosteric heat of adsorption
was computed using a uctuation formula.38 Both the TAMOF-1
framework and the adsorbates were kept rigid during the
simulations. van der Waals and electrostatic interactions were
This journal is © The Royal Society of Chemistry 2025
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described by Lennard-Jones and coulombic potentials,
respectively.

The Lennard-Jones parameters for the TAMOF-1 atoms were
taken from the DREIDING force eld, except for the copper
atoms, for which the UFF was used (Table S1†).39,40 The charges
for the framework atoms were taken from a previous work of
TAMOF-1 which were calculated using the charge equilibration
method implemented in RASPA (Table S1†).31 Previously re-
ported models were used for CO2 (ref. 41) and N2 (ref. 42) (Table
S2†). Shied Lennard-Jones potentials with a cut-off of 12 Å
without tail-corrections were used and Lorentz–Berthelot mix-
ing rules were applied to calculate the cross-interaction
terms.43,44 The Ewald summation method was used for the
evaluation of the electrostatics.45

The adsorption energy and conguration of CO2 were
calculated by performing periodic DFT-calculations. The
calculations were performed using the Quickstep module of the
CP2K-program.46 The Perdew–Burke–Ernzerhof (PBE) func-
tional along with Grimme's dispersion corrections (D3) was
used.47–49 Double-z atomic basis sets were used along with an
auxiliary plane wave basis set with a cutoff energy of 750 Ry.50

Detailed input parameters can be found in Section S2.3.†
The prediction of adsorption from mixtures was performed

with the RUPTURA soware, predicting both equilibrium mixture
adsorption and breakthrough curves.51 To predict the adsorption
from mixtures, the pure component adsorption isotherms from
the Monte Carlo simulations were rst tted to the multi-site SIPS
equation to achieve the best t of the data (eqn (1)).52

qðpÞ ¼
X

i

qsati

ðbipÞ1=ni
1þ ðbipÞ1=ni

(1)

Here q(p) is the absolute loading of the adsorbed phase, qsati the
saturation loading, p the pressure and bi and ni the affinity and
Henry coefficients, respectively. The predictions of multicom-
ponent equilibria isotherms and breakthrough curves were
then performed using Ideal Adsorption Solution Theory
(IAST).53 Detailed run settings and column parameters can be
found in the Section S4.†

To test the inuence of the temperature on breakthrough
times of CO2, isotherms of additional temperatures were
generated. This was not done by running Monte Carlo simula-
tions, but rather with a mathematical model based on the
adsorption potential theory, a theory rst derived by Polanyi
and later rened by Dubinin.54–56 According to this theory,
adsorption occurs due to an adsorption potential created by the
adsorbent surface that depends on the distance between the
adsorbate and the surface. The relation between the adsorption
potential and the lled adsorption space is reected in a char-
acteristic curve, which is unique for each adsorbate–adsorbent
pair and does not depend on the temperature. Recently,
a mathematical model was developed that uses this character-
istic curve to predict several isotherms at different temperatures
from a single isotherm nearly instantaneously.57 Using this
model, the isotherms of a range of adsorbates, including CO2,
could be successfully predicted in several MOFs.57 More details
of the model can be found in Section S2.5.†
This journal is © The Royal Society of Chemistry 2025
Several metrics were used to properly assess the separation
performance of TAMOF-1. Along with the absolute adsorbed
amount, the adsorbed mole fraction of each component was
computed, which is the productivity if we assume complete
regeneration of the material. The selectivity, as given by eqn (2),
was also determined.

SadsðCO2=N2Þ ¼
yCO2

�
yN2

xCO2

�
xN2

(2)

Here Sads(CO2/N2) is the selectivity of adsorption of CO2 over N2,
y is the mole fraction of the adsorbed phase, and x the mole
fraction of the bulk phase of CO2 and N2. For optimal CO2/N2

separation performance, a material ideally possesses a high
selectivity with an absolute CO2-uptake still sufficiently high.
For most materials, there exists a trade-off between these two
properties.58 The metric that quanties this for different sepa-
rations is the trade-off between selectivity and uptake (TSN) as
given by eqn (3).59,60

TSN(CO2/N2)
= ln(S(CO2/N2)

)qCO2
(3)

3 Results and discussion
3.1 Characterization TAMOF-1

To accurately predict and understand the adsorption processes
in TAMOF-1, the crystal structure needs to be elucidated along
with its porosity properties. The BET surface area and the pore
volume have previously been experimentally determined by
measuring the N2 adsorption isotherms at 77 K.31 This experi-
mental isotherm is in close agreement with our simulations,
with a maximum deviation of 10 cm3 g−1, demonstrated in
Fig. 1a. Table 1 compares the resulting surface areas and pore
volumes between the experiments and our simulations. Again,
these values are in very close agreement. The derived crystal
structure used in the simulations can therefore be assumed to
be close to experimental reality. This is further supported by
comparing the experimental and theoretical powder X-ray
diffraction plots, which is also shown in Fig. 1a. The helium
void fraction of TAMOF-1 was calculated to be 0.427.

To gain better understanding of the internal pore structure
of the framework, the Pore Size Distribution (PSD) was also
calculated and is plotted in Fig. 1b along with the accessible
pore volume in Fig. 1c. The PSD shows three clear peaks, at 4.1,
6.3 and 7.8 Å. These peaks are calculated as void spheres of
different sizes in the structure, which are represented by the
color of the different regions of the pores in Fig. 1c. The void
spheres along with the framework atoms of TAMOF-1 are visu-
alized in Fig. S1.† It can be seen that the entire void space is an
intricate interconnected network. The largest void space, cor-
responding to the two largest peaks of the PSD, consists of
interwoven bended channels. Connected to these channels are
smaller pockets of space that lie near the copper atoms of the
framework. The copper atoms are aligned in triangles with sides
of 6.7 Å and have an oxidation state of +2, which causes an
electrostatic potential that will become important later when we
begin to look at the adsorption of CO2. It is important to note
J. Mater. Chem. A, 2025, 13, 16879–16892 | 16881
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Fig. 1 (a) Experimental and simulated adsorption isotherm of N2 in TAMOF-1 at 77 K (main) along with the XRD-spectra (inset) P0 is the saturation
pressure of N2 at 77 K (1 bar). (b) Pore Size Distribution of TAMOF-1 simulated with RASPA.35 (c) Three different views of the accessible pore
volume of TAMOF-1. The different regions of the void space correspond to the three prominent peaks of the PSD, as indicated by the color. The
framework atoms are omitted here for clarity, but are shown along with the void spaces in Fig. S1.†

Table 1 Porosity parameters of TAMOF-1

Surface area (m2 g−1) Pore volume (cm3 g−1)

Experiments31 980 � 50 0.38 � 0.02
Simulation 1080 0.37
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that each of the smaller pockets are only connected from one
side to the larger void space, making them less connected to the
rest of the pore network (Fig. 1c). Creating this in-depth
description of the pore network will prove vital in under-
standing the adsorption mechanisms occurring in TAMOF-1.
3.2 Pure component adsorption

To validate our method and force eld for simulating adsorp-
tion isotherms, we compared experimental pure component
isotherms to Monte Carlo simulations of CO2 and N2 from 0.1 to
10 bar at four different temperatures. These are shown in Fig. 2a
16882 | J. Mater. Chem. A, 2025, 13, 16879–16892
and b, the same plots with a logarithmic pressure scale are
shown in Fig. S2.† The results of the simulations show very good
agreement with the experimental loadings, particularly in the
case of CO2. In the case of N2, the simulations start to over-
estimate the loading somewhat at high pressures. Around the
atmospheric pressure regime, which is the target for ue gas
applications, the loading is well represented. These results
show that our model is able to make excellent predictions on
the adsorption of pure CO2 and N2 in TAMOF-1.

To compare the isotherms of CO2 and N2 directly, the
isotherms are plotted together in Fig. 2c on a logarithmic scale,
as differences in the shape of the isotherms become apparent.
TAMOF-1 adsorbs CO2 much better than N2, because under
ambient conditions, TAMOF-1 is predicted to have a CO2

loading of 3.4 mol kg−1 while N2 is scarcely adsorbed (0.28 mol
kg−1). The absolute difference in adsorption of CO2 and N2 even
increases when the pressure increases to 1000 kPa, with the
predicted adsorbed amount being 6.5 and 1.8 mol kg−1

respectively.
This journal is © The Royal Society of Chemistry 2025
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Fig. 2 Experimental and simulated adsorption isotherms of (a) CO2 and (b) N2 at four temperatures. The colored points are the results of theMC-
simulations and the drawn curves are the fitted isotherms. Simulated (c) isotherms and (d) heats of adsorption of CO2 and N2. The simulated heats
of adsorption are computed using a fluctuation formula.38
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We can use a review of Zhang et al. to compare the CO2

uptake of TAMOF-1 to other MOFs, which reports the uptakes of
several high performing MOFs in Table 1.61 As a reference,
TAMOF-1 has an uptake of 14.8 wt% and 87 cm3 cm−3 under the
same conditions. The uptake capacity of TAMOF-1 is close to
that of Cu-BTC, Mmen-CuBTTri and Bio-MOF-11, but it has
considerably lower uptake than the other MOFs reported,
particularly the high-performing M-MOF-74 series. TAMOF-1
has other advantages over these MOFs, particularly its high
stability whichmakes it more suitable for practical applications.

Fig. 2c also shows a difference in the shape of the isotherms
between CO2 and N2. The isotherms of CO2 show a plateau at
intermediate pressures, most notably visible at 293 and 298 K.
The isotherms of N2 do not show this shape, as the adsorption
increases more linearly. The heats of adsorption of CO2 and N2,
shown in Fig. 2d, reect the differences between the isotherms.
N2 shows a nearly constant heat of adsorption of around
16 kJ mol−1. The heat of adsorption at low loadings is more than
twice as high for CO2, where at room temperature the initial
This journal is © The Royal Society of Chemistry 2025
heat of adsorption is 45 kJ mol−1, consistent with adsorption at
lower pressures. As the loading of CO2 increases to 2.5 mol kg−1,
the heat of adsorption decreases signicantly to 24 kJ mol−1,
aer which it gradually begins to increase again.

This initial decrease in heat of adsorption for CO2 was
demonstrated experimentally previously, and shows very close
agreement with our simulated values (Fig. 2d). This stepwise
adsorption mechanism in TAMOF-1 was suggested to be caused
by the Cu2+-atoms providing initial binding sites for CO2.34 The
lone pairs on the oxygen atoms of CO2 interact attractively with
the positively charged copper atoms. The quadrupole moment
and polarizability of CO2 are also much higher than those of N2,
2.8 and 1.5 times respectively, which explains the preferential
adsorption of CO2 in TAMOF-1.62 The copper atoms in the
TAMOF-1 framework form triangles that border small pockets
of open space, corresponding to the pink regions in Fig. 1.

To elucidate the interaction between copper and CO2 in
TAMOF-1, the adsorption conguration was calculated with
periodic DFT-calculations and is shown in Fig. 3c. The oxygen
J. Mater. Chem. A, 2025, 13, 16879–16892 | 16883
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atoms of CO2 lie aligned with two copper atoms, with distances
of 2.81 and 3.00 Å. Along with the structural conguration, the
adsorption energy was also calculated and gave an interaction
energy of −53 kJ mol−1. A classical energy minimization at 0 K
was also performed with RASPA using the same forceeld as
employed in the Monte Carlo simulations. This gave an inter-
action energy of −49 kJ mol−1, which is in close agreement with
the DFT-calculations.

To monitor the Cu–CO2 interactions along the isotherm, we
can visualize CO2 in the binding pockets by rotating the
framework and aligning the copper triangles in three direc-
tions, as shown in Fig. 3. Once rotated along one of these
directions, channels with bigger triangular shaped pores appear
parallel to the aligned copper triangles. Note that the pore
network in Fig. 1c shows that the channels and windows are not
actually triangularly shaped or linear and that the whole void
structure is interconnected. Still, this description of two types of
‘channels’, visualized in the le part of Fig. 3, can be instru-
mental in distinguishing whether adsorbates are located inside
or outside of the copper binding pockets.

To illustrate the role of the triangular copper binding
pockets in the stepwise adsorption mechanism of CO2, the
distribution plots of CO2 in TAMOF-1 at low and high pressure
are shown in Fig. 3. In this view, the structure is aligned along
one of the three directions in which the copper triangles lie. At
10 kPa, 86% of CO2 molecules are calculated to lie within 6.7 Å
of an incenter of one of the copper triangles. Therefore, the
three channels with the copper triangles show the highest
density of CO2 in the framework, whereas the channels with
larger pores possess far lower CO2 densities. When there is
6.4 mol per kg CO2 adsorbed at 1000 kPa, only 21% of the
adsorbed CO2 molecules lie in the copper binding pockets. This
indicates that the density of CO2 has shied to the larger void
spaces, since there were no more copper binding pockets le
where CO2 was not already adsorbed. This is also visible in the
Fig. 3 Distribution density plots of CO2 in the TAMOF-1 framework at 10
gradient, with the darker color corresponding to a higher CO2-density. On
on top the channel with the triangular copper binding pockets and on
configuration of CO2 in a binding pocket, calculated by periodic DFT-ca

16884 | J. Mater. Chem. A, 2025, 13, 16879–16892
distribution plot on the right of Fig. 3, since the previously
almost empty space now possesses the highest CO2 distribu-
tion. These ndings show that Monte Carlo simulations can
provide detailed mechanistic insights into adsorption
mechanisms.
3.3 Equilibrium mixture prediction

As the next step, the separation performance of TAMOF-1 of the
main ue gas components is assessed. This is rst done in
equilibrium, making it possible to efficiently calculate several
separation metrics over a wide pressure range. For this purpose,
we used a numerical model based on IAST as implemented in
the RUPTURA soware, because it is several orders of magni-
tude faster than atomistic Monte Carlo simulations sampling
from a mixture.51 The tting parameters of the pure adsorption
isotherms of CO2 and N2 at different temperatures are reported
in Table S3.† The IAST calculations nished nearly instanta-
neously and show no signicant deviations to the explicit Monte
Carlo simulations, as Fig. S4† shows. IAST calculations are
therefore suitable for further predicting adsorption from
mixtures.

Four CO2/N2-mixtures with different compositions were
studied at 298 K, with the percentage of CO2 in the gas phase
being 70, 50, 30 and 10 respectively. In Fig. 4a the predicted
absolute loadings of the four mixtures are shown. CO2 is
adsorbed in much higher quantities than N2 for all four
mixtures, as was also the case for pure component adsorption.
However, the loading of CO2 in TAMOF-1 decreases when the
concentration of CO2 in the bulk mixture decreases. When we
compare the loading from the pure isotherm to the 10% case for
instance, the adsorbed loading decreases from 6.5 to 3.1 mol
kg−1. This is expected, since a lower concentration CO2 corre-
sponds to a lower partial pressure of CO2. In the case of 10% of
CO2 in the bulk mixture, the partial pressure of CO2 is 1 bar,
which corresponds to a pure component isotherm value of
kPa (a) and 1000 kPa (b). The CO2-density is represented by the blue
the left the two types of ‘channels’ are shown in amagnified view, with
the bottom the channel with larger void space. (c) The adsorption

lculations.
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Fig. 4 IAST predictions of the adsorption from CO2 : N2-mixtures of four bulk compositions at 298 K. (a) Loading, (b) adsorbed mole fraction, (c)
selectivity and (d) trade-off between selectivity and uptake (TSN, see Methodology). The insets show the selectivity and TSN plotted in loga-
rithmic scale.

Paper Journal of Materials Chemistry A

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
A

pr
il 

20
25

. D
ow

nl
oa

de
d 

on
 1

1/
6/

20
25

 2
:4

7:
41

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
3.5 mol kg−1, to which the predicted loading of 3.1 mol kg−1

from the mixture is only a slight decrease.
The adsorbed loading of N2 is almost reduced to zero when

CO2 is mixed in. Even when 90% of N2 is still present in the bulk
mixture, the loading at 10 bar is only 0.33 mol kg−1. This is
a great reduction compared to the pure isotherm value of
1.62 mol kg−1. To compare the relative decrease in adsorption
for both species, the adsorbed mole fractions of the four
mixtures along the isotherms are shown in Fig. 4b. This prop-
erty is also called the productivity, assuming the adsorbent is
completely regenerated. When 30, 50 or 70% of N2 is present in
the bulk gas, the adsorbed mole fraction is less than 0.05,
resulting in negligible absolute amounts of N2 adsorbed in
TAMOF-1. Although the adsorbed mole fraction of N2 increases
This journal is © The Royal Society of Chemistry 2025
when the bulk fraction increases to 0.9, it is still only at 10% at
1000 kPa.

The high adsorbed mole fractions of CO2 for all four
compositions along the entire isotherm, translate into high
selectivities, plotted in Fig. 4c; the inset shows the same curves
but on a logarithmic pressure scale. At low pressures, the
selectivities reach high numbers, reaching over 500. This is
mainly due to the mole fraction of adsorbed N2 being close to
zero at these pressures, which results in inated selectivity
numbers. The selectivities of all four mixtures then decrease to
approximately 80, aer which they start to increase again. This
minimum lies at slightly different pressures between the four
mixtures. The origin of this shi can be seen in Fig. 4b, where
the peak of the adsorbed mole fraction of nitrogen shis to
J. Mater. Chem. A, 2025, 13, 16879–16892 | 16885
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higher pressures as the concentration of CO2 decreases. Strictly
judging by the selectivity of the separation, at ambient condi-
tions the 10%-mixture therefore performs the best. Aer
reaching around 80, the selectivities start increasing again. The
rate at which the selectivities increase increases as the
concentration of CO2 rises. This is the result of N2 adsorbed
fractions becoming close to zero again, so small differences in
this number result in large differences in selectivity, without
large differences in CO2-adsorption. For instance, between the
70 and 50%-mixture at 1000 kPa the difference in selectivity is
about 100. However, the difference in the absolute loading of
CO2 at this pressure is only 0.36 mol kg−1 (Fig. 4a). When it
comes to comparing selectivities to previous reported values,
data is scarce. The review of Zhang et al. does have calculated
selectivities of the CO2/N2 separation of over 70 MOFs.61

However, due to the scarcity of data, the reported selectivities
were calculated from pure component isotherms of CO2 and N2.
This is a different method than the IAST-calculations we per-
formed, and can lead to much lower selectivities. The lower
selectivities calculated from pure isotherms result from an
overestimation of N2 adsorbed in the MOF if the adsorbent
possesses preferential adsorption sites for CO2. This is clearly
the case for TAMOF-1, as well as other MOFs with open metal
sites. Still, in order to have something to compare to, we can
calculate the CO2/N2 selectivity of TAMOF-1 the same way. Using
the pure component isotherm values, the selectivity value ends
up to be around 40, which falls somewhere in the middle.
However, as mentioned above, a selectivity value of 120 of
TAMOF-1, calculated by IAST, is expected to be closer to reality.
The same argument could be made for more MOFs however, so
comparison of values remains difficult. Judging the separation
performance on the basis of the selectivity as the sole metric is
therefore not sufficient, especially if one adsorbate is hardly
adsorbed from the mixture.

For this reason, we also calculated the trade-off between
Selectivity and uptake (TSN, see Methodology), which is
a product of the absolute uptake of CO2 and the logarithmic
selectivity (eqn (3)). These are reported in Fig. 4d in linear scale,
and in log scale in the inset. As the selectivities of all four
mixtures and throughout the pressure range are sufficiently
high, the main differences in TSN arise from differences in
absolute loading of CO2. The logarithmic inset therefore shows
the TSN curves having the same shape and trends as the loading
curves. As this metric has not yet been used extensively, it is
difficult to compare this performance of TAMOF-1 to other
MOFs. One study calculated the TSN of the separation of 50 : 50
CO2 : CH4 of many MOFs at 10 bar and 298 K.58 At those
conditions, the TSN was around 5 for most MOFs, while high-
performing MOFs had TSNs between 10 and 20. TAMOF-1
appears to perform very well in comparison, as the 50 : 50
CO2 : N2 mixture shows a TSN of 30 at 10 bar. However, N2

uptake is lower than methane in TAMOF-1, so we can expect
lower TSN values for natural gas separations. Nevertheless, it
indicates that TAMOF-1 still exhibits an adequate high CO2-
uptake, although the selectivity is very high for the CO2/N2

separation.
16886 | J. Mater. Chem. A, 2025, 13, 16879–16892
The inuence of the temperature on the separation perfor-
mance was also tested for the 10 : 90 CO2/N2, shown in Fig. S5.†
When the temperature increases from 298 to 353 K, the absolute
loading of TAMOF-1 of CO2 decreases by 2 mol kg−1, while the
loading of N2 barely decreases. The adsorbed mole fraction of
CO2 also decreases to a minimum of 0.8 at 3 bar, which leads to
selectivities below 50. The TSN-numbers also decrease more
than two-fold, which is expected as the selectivity and mainly
the absolute loading show a signicant decrease. This indicates
the CO2/N2 separation performance of TAMOF-1 will be nega-
tively affected by an raising the temperature, mainly caused by
lower adsorption capacities of CO2 at higher temperatures.

As a general remark, Fig. 4 shows large differences for all
properties along the pressure range. To retrieve all of these
values experimentally along the whole pressure range is oen
not possible, because of time and cost constraints. The
numerical modeling used in this work can very efficiently
provide a lot of information on the separation performance.
This provides a more complete picture on how a material might
perform under different conditions.
3.4 Breakthrough curve modeling

Predicting dynamic separation properties is the nal important
step of the TAMOF-1 performance evaluation, because it is
important to incorporate kinetic effects and assess the scal-
ability of an adsorption device. We therefore combined experi-
ments and simulations to measure and predict breakthrough
curves of the main ue gas components in TAMOF-1. We per-
formed numerical breakthrough simulations with an
isothermal model based that is very efficient in the prediction of
breakthrough curves, as the longest simulation took around 1
hour. Combining experiments and simulations, we rst
compare breakthrough curves of CO2 in helium in a column
with a length of 5.8 cm. The additional column conditions are
listed in Table S5.† We varied the pressure, temperature, ow
rate and concentration to test the response to different condi-
tions, this is shown for both experiments and simulations in
Fig. 5. Details on the studied conditions are listed in Table S6.†

The simulations were able to correctly predict the trends in
the breakthrough times. To achieve this, an important note on
the increasing breakthrough times with increasing pressure,
shown in Fig. 5, must be made. As the pressure increases, the
volumetric ow rate in the column will decrease because the
molar rate stays constant. Therefore, the initial velocity input
variable of the simulation needs to be decreased along with
increasing pressure. In this way, the model can correctly match
the experimentally increasing breakthrough times with
increasing pressure. The calculation of the correct initial
velocity in the column is done using the ideal gas law, explained
in more detail in Section S4.3.† The trend of temperature is also
well predicted by the simulations (Fig. 5 b): lower temperatures
produce longer retention times for CO2, due to the higher
adsorption capacity of TAMOF-1, which is conrmed by the
isotherms. The time in which the inlet concentration of CO2 is
reached at the outlet is predicted accurately for 323 and 353 K,
with time differences of seconds. The agreement is worse for
This journal is © The Royal Society of Chemistry 2025
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Fig. 5 Simulated (top) and experimental (bottom) breakthrough curves of CO2 in helium. (a) Pressures at 353 K, 0.01 m s−1, 6% (b) temperatures
at 1 bar, 0.01 m s−1, 6% (c) velocities at 353 K, 1 bar, 6% (d) concentrations at 298 K, 1 bar, 0.005 m s−1. C0 is the CO2-concentration at the inlet.
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298 K, with a difference of around 8 minutes. Changing the ow
rate and CO2 concentrations result in similar behavior in the
performance of the model (Fig. 5c and d). When moving to
lower ow rates and concentrations, the time where equilib-
rium is reached (C/C0 = 1) is still predicted very accurately, but
the simulated curves are much steeper than the experimental
ones. The width of the mass transfer zone has many inuencing
factors, among which the mass transfer rate, axial dispersion,
and heat transfer effects.51 Some studies indicate that heat
transfer effects in particular are expected to play an important
role in breakthrough experiments with CO2, due to the relatively
high heat of adsorption of CO2.63–65 Incorporating heat transfer
effects into the model would therefore likely improve these
results.
This journal is © The Royal Society of Chemistry 2025
A breakthrough experiment with CO2 in N2 was also per-
formed, where the column and conditions were the same as in
the helium system, except for the gas velocity, which was
signicantly lower (0.0017 m s−1). The conditions and param-
eters can be found in Table S7.† The bottom of Fig. 6 shows the
experimental and simulated breakthrough curves of CO2 and N2

under these conditions. N2 exits the column almost immedi-
ately for both the experiment and simulation, because the
adsorption capacity of TAMOF-1 for N2 is extremely low. Inter-
estingly, CO2 is predicted to elute around 60 minutes later than
is experimentally observed under these conditions, so the
model performs much worse than the helium case. The large
time differences are possibly caused by uctuations in the gas
velocity, to which the model is very sensitive at low velocities. To
J. Mater. Chem. A, 2025, 13, 16879–16892 | 16887
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Fig. 6 Bottom: simulated and experimental breakthrough curves of
6% CO2 and 94% N2 at 298 K, 1 bar and 0.0017 m s−1. Top: simulated
curves with same conditions at different initial velocities. The retained
curves is in all cases CO2, N2 leaves the column almost immediately.

Fig. 7 Time where equilibrium (C/C0 = 1) of CO2 is reached in the mod
pressure, (b) temperature, (c) column length, (d) gas velocity, (e) CO2-c
conditions fixed at the conditions of the experiment shown in Fig. 6 (sho

16888 | J. Mater. Chem. A, 2025, 13, 16879–16892
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illustrate this, simulation results of different inlet velocities
around the value of 0.0017 m s−1, although all still signicantly
lower than the previously used lowest velocity of 0.005 m s−1,
are shown at the top of Fig. 6. Using an inlet velocity of
0.0025 m s−1 in the simulation gives the same saturation time
(133 min) as the experiment with the lower ow rate. When the
velocity is slightly reduced to 0.002 m s−1, this point shis to
166 min. This shi now becomes even larger if it is further
reduced to 0.0015 m s−1, where the point of saturation lies at
222 min. Therefore, these large absolute time differences
between these velocities will make it more difficult to accurately
predict the breakthrough times when the ow rate is this low.
To investigate diffusion effects, the effective diffusion constants
of CO2 in TAMOF-1 at different adsorbed loadings were calcu-
lated from MD-simulations, as described in Section S5.† The
effective diffusion coefficients are in the range of 0.15 to 1.67 ×

10−6 m2 s−1, as shown in Fig. S9.† During the MD-simulations,
the CO2 molecules were moving between different adsorption
sites, indicating that intraparticle diffusion is not expected to
have an inhibiting inuence on the separation. Additionally to
the sensitivity to the low ow rate, there are of course more
limitations to the simulation model as mentioned previously,
resulting from the inherent approximations implemented, such
eling of the breakthrough curves of CO2 and N2 in TAMOF-1. The (a)
oncentration and (f) void fraction are varied, while keeping the other
wn with the yellow bands and listed in Table S7†).

This journal is © The Royal Society of Chemistry 2025
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as the isothermal condition and ideal gas approximation.
However, because experiments also show N2 eluting immedi-
ately and simulations of CO2 in He at higher ow rates showed
much better agreement, the numerical model at should also be
suitable for simulating breakthrough curves of ue gas sepa-
rations at higher ow rates.

To test this, the sensitivity of the model to certain conditions
was mapped, as it inuences the reliability and robustness of
the predictions. Therefore, we used the system mentioned
above of CO2 and N2 and varied one variable at a time, keeping
the other variables xed at the values of the experiment
mentioned above (Table S7†). The times at which C/C0 of CO2

reached unity are plotted for each varied variable in Fig. 7, with
the experimental conditions shown as yellow bands. The
vertical axis is the same for all graphs, to easily compare the
sensitivity of the model with respect to the variables. To test the
effect of temperature, some additional isotherms were gener-
ated using a thermodynamical model.57 To validate this
method, we compared the generated isotherms with the
explicitly simulated isotherms in the range of 263–353 K in
Fig. S3.† As the agreement between both methods was satis-
factory, we proceeded to t the generated isotherms of
temperatures we had not simulated with Monte Carlo simula-
tions to the multi-site Sips equations, of which the tting
parameters are in Table S4.†

The times where equilibrium (C/C0 = 1) of CO2 is reached
show more or less linear relations with respect to pressure,
temperature, column length, and void fraction (Fig. 7a–c and f).
For the chosen range of pressure and column length the timings
lie between 150 and 250 min, so the model is able to withstand
small deviations of these variables. The timings of the temper-
ature show more variation, but the range of 263–353 K is quite
broad, so experimental uctuations are not expected to cause
a major decrease in the accuracy of the prediction. The same
Fig. 8 Simulated breakthrough curves of CO2 (solid) and N2 (dashed) at
different temperatures of 10% CO2.

This journal is © The Royal Society of Chemistry 2025
argument also applies to the column void fraction. As all of
these variables show linear relations within these ranges,
a different choice of standard condition of the variables (shown
with the yellow bands) will not affect the sensitivity to uctua-
tions. However, ow rate and concentration affect the timings
very differently (Fig. 7d and e). The initial velocity shows an
exponential curve that increases rapidly when the velocities
decrease below 0.0025 m s−1. At the low velocities, the model is
therefore very sensitive to deviations of the ow rate. As the
yellow band at 0.0017 m s−1 shows, the experimental ow rate
lies in the steep part of the curve, making it much harder to
make accurate predictions of the breakthrough times. The CO2–

helium system used for the validation in Fig. 5 used higher gas
velocities, from 0.005 m s−1 upward. These ow rates lie in
a much atter part of the curve, so the reliability of the
predictions is less affected by possible experimental uctua-
tions or deviations. The curve of different concentrations also
shows an exponential shape (Fig. 7e). At 2.5% CO2, the time has
already increased to 335 min and decreasing the concentration
to 1% even increases the time to 500 min. However, at 6% of
CO2, the curve has already attened signicantly, so the model
is much less sensitive in that regime. These tests are important
to perform as they indicate where the model might have limi-
tations to reliably predict breakthrough times as experimental
conditions can be hard to determine precisely and remain
constant.

With the validation of CO2 in helium and the sensitivity tests
of the model, we can now predict the breakthrough curves of
ue gas separation with TAMOF-1. For this, the CO2 concen-
trations were modeled in the range of different ue gases at 298
K and the mixture of 10 : 90 CO2 : N2 at different temperatures,
as shown in Fig. 8. Apart from the temperature and CO2-
concentration, the same parameters were used as before (Table
1 bar and 0.005 m s−1. (a) Different concentrations of CO2 at 298 K (b)

J. Mater. Chem. A, 2025, 13, 16879–16892 | 16889
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S7†), except for the initial velocity, which was increased to
0.005 m s−1.

All simulations show N2 leaving the column almost imme-
diately, because it is hardly adsorbed by TAMOF-1. As the
concentration of CO2 increases in the bulk gas, the adsorption
capacity of TAMOF-1 is reached earlier, which results in a faster
elution of CO2 (Fig. 8a). However, even at a CO2 concentration of
25%, which is higher than for most ue gases, CO2 can be
efficiently separated from N2 with a breakthrough time of
23 min. Separation of CO2 and N2 is also possible in a wide
temperature range (Fig. 8b). Although the adsorption capacity
of TAMOF-1 decreases when the temperature increases from
298 to 353 K, CO2 still elutes separately from N2 aer 13minutes
at 353 K, so TAMOF-1 is still able to separate CO2 from N2 at that
temperature. These results conrm that TAMOF-1 is able to
efficiently separate CO2 from N2 and therefore proves to be
suitable for ue gas applications.

4 Conclusions

In this work, we combined experiments and simulations at the
atomistic and numerical level to evaluate the adsorption and
separation performance of TAMOF-1. In the interest of ue gas
applications, we illustrated this by investigating CO2/N2

adsorption and separation. Simulated isotherms showed
excellent agreement with experiments. The pure component
isotherms showed a stepwise adsorption for CO2, accompanied
by higher loadings and heats of adsorption than for N2. The
preferential adsorption of CO2 was the result of binding sites
near triangles of Cu2+ atoms, which lie dispersed through an
intricate interconnected pore network of TAMOF-1. The CO2/N2

separation performance of TAMOF-1 of different compositions
and temperatures over a wide pressure range could then be
efficiently screened using numerical simulations. The modeled
predictions showed TAMOF-1 preferentially adsorbs CO2,
resulting in high adsorbed mole fractions, selectivities and
trade-off between selectivity and uptake (TSN) numbers. Using
the three metrics together along the entire pressure range can
provide a wide overview of the separation performance. Break-
through experiments and simulations conrmed this separa-
tion performance, as CO2 was retained in the column while N2

eluted almost immediately. To provide a comprehensive view of
the simulation performance, the sensitivity of modeled break-
through times to variations in column conditions was studied.
At very low ow rates and CO2 concentrations, the model
responds to small uctuations with large increases in the
breakthrough times of CO2. However, at most conditions, the
simulations provided robust predictions and the simulated
breakthroughs could accurately reproduce experimental trends
as well as the times where C/C0 = 1. These ndings conrm that
TAMOF-1 is an excellent candidate for ue gas separation
applications, because the Cu2+-atoms provide a favorable
adsorption mechanism for CO2, resulting in good adsorption
and excellent selectivities over N2 at ambient conditions.
Additionally, combining experiments with both atomistic and
numerical simulations is a great method to assess adsorption
and separation performance, by exposing underlying
16890 | J. Mater. Chem. A, 2025, 13, 16879–16892
adsorption mechanisms and efficiently screening many
different operation conditions.
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