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The crystallisation of a metastable liquid is an everyday phenomenon, yet it still presents a number of
puzzles. One such puzzle is the discrepancy between the crystallisation rate observed in experiments
and that predicted by theory: the experimental and simulated rate densities for hard spheres — the “sim-
plest” system showing a first-order freezing transition — disagree by up to 22 orders of magnitude.

Received 6th August 2025, Nevertheless, it is precisely the utilisation of elementary model systems that facilitates the resolution of

Accepted 2nd October 2025 these enigmas. We present a comprehensive experimental investigation into the crystallisation of colloi-
dal hard spheres at the particle level. Our ground breaking findings challenge the prevailing conceptuali-

sation of crystal nucleation, elucidate the discrepancy between experiment and theory, and propose an
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Introduction

Crystallisation of a metastable melt is one of the most impor-
tant non-equilibrium phenomena in statistical physics, under-
pinning numerous scientific phenomena. An overarching
understanding of the crystallization process is not only of
interest for fundamental research," but also plays a key role
in the systematic development of new materials with tailored
properties.>* Within the field, crystal nucleation is of particular
importance, as it represents the “birth” of the new stable phase
or new material. The prevalent picture is based on classical
nucleation theory (CNT),”” whereby crystals form sponta-
neously in an undercooled but thermodynamic equilibrated
liquid due to equilibrium-like fluctuations. If crystals exceed a
critical size they grow and gain energy, if they are too small they
dissolve. Nevertheless, CNT is seldom corroborated by experi-
mental data, and this is the reason why it has been the subject
of controversy for decades.®'> Recent studies have revealed
discrepancies of several orders of magnitude between theore-
tical and experimental results in elementary atomic liquids
such as argon.”® Consequently, the precise mechanisms under-
lying the formation of crystals remain to be elucidated.

In this context a system of hard spheres (HS) plays a special
role: it is the most basic system that exhibits a first order
freezing transition.'* Due to its simplicity, it is regarded as “the
working horse” for classical many body physics both in experi-
ment and in theory. The phase behaviour of the monodisperse
HS system is solely determined by the particle volume fraction
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®. Freezing occurs at @ = 0.494 and melting at ¢, = 0.545.
However, size polydispersity (spd) shifts the freezing transition
to higher ® and narrows the coexistence region."” Above @, a
shear-melted system is initially a fluid out of equilibrium,
which subsequently crystallizes. Strictly speaking, this meta-
stable fluid is over-packed - nevertheless, for the sake of
simplicity, the term “metastable” is used in the following.

A series of experiments'®® and simulations®®~> were con-
ducted in order to determine the key parameters that charac-
terize HS nucleation. The findings from these studies have both
similarities and differences, and the results are not entirely
consistent. In particular a direct comparison of the nucleation
rate density (NRD) as function of metastability shows a highly
unsatisfactory result: the shape of the curves from experiment
and simulation are qualitatively different and the data diverge
at @ ~ 0.52 by 22 orders of magnitude!

The fundamental reason for these significant discrepancies
remains unknown. A summary of the possible reasons specu-
lated thus far can be found in a recently published review
article.’® These include heterogeneous nucleation on aggre-
gates or dust, deviation from the ideal HS interaction, sedi-
mentation effects, hydrodynamic interaction, crystal twinning,
and data analysis of light scattering (LS) methods.?®**3773°
Nevertheless, the origin of the discrepancy remains elusive. In
order to make a substantial contribution to this issue, we have
conducted a comprehensive investigation of the nucleation
process in colloidal HS in direct space using laser-scanning
confocal microscopy (LSCM). A prerequisite for conducting
such a study is the availability of a colloidal HS model system
that can be measured using LSCM. This necessitates fluores-
cent particles exhibiting HS interaction, a dispersion medium
with identical refractive index and mass density as the particles,
and samples that are stable over time. Previous studies
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investigating crystallisation in colloidal model systems using
LSCM have unfortunately not been able to meet these require-
ments.**" We have recently presented a colloidal model system
that fulfils all these criteria.**

Materials and methods

For our study we use sterically stabilized and fluorescent PMMA
particles dispersed in mixture of cis-decalin (CDL) and tetra-
chloroethylene (TCE). The gravity matched HS-system was
characterized comprehensively to allow for meaningful com-
parison with other experiments and simulations.** The particle
size is 2Rgy = 1.388 + 0.002 um in diameter with a size
polydispersity of spd = 5.75 + 0.06% determined by electron
microscopy. By analysing the radial distribution function in the
equilibrium fluid state using a Verlet-Weiss—corrected Percus
Yevick equation an effective HS diameter of 2Ryw = 1.452 +
0.010 pm was obtained. The polydispersity of the system is
large enough to delay the onset of the crystallization process
offering the possibility to perform measurements with good
time resolution and it is small enough that no fractionation
processes occur which may stabilize the fluid against crystal-
lization. Fractionation typically occurs above spd =~ 6%,
whereby the exact threshold value depends on the shape of
the particle size distribution (PSD).** The system under inves-
tigation exhibited only a minor skew in the PSD. The particles
are sterically stabilized by chemically grafting poly-hydroxy-
stearic-acid onto their surface and are homogeneously stained
with fluorescent dye 1,1’-dioctadecyl-3,3,3',3’-tetramethylindo-
carbocyanine perchlorate (DilC18). They are dispersed in a
mixture of CDL and TCE, which matches the mass density
exactly and the refractive index n closely (An = 0.01).

In conducting LSCM measurements, we employed custom-
built sample cells with screw caps that facilitate straightforward
and highly accurate volume fraction adjustments, with a typical
capacity of approximately 1 mL suspension. Heterogeneous
nucleation on the container walls was eliminated by coating
all walls with larger PMMA particles (2R = 2.33 pm).***
All samples were shear-molten by tumbling for several hours
at a frequency of ~1 Hz before studying the crystallization
kinetics. The crystallization process was monitored using a
white light LSCM (Leica TCS-SP8). Twenty-five volumes of
82 x 82 x 60 pm® were observed in the lateral centre of the
cell, situated approximately 50 um from the bottom cell wall.
The scanned volume contains ~3 x 10° particles. The voxel
size is ~80 x 80 x 130 nm>. The requisite time to scan such a
volume is ~50 s. A minimum of two measurements were
conducted for each packing fraction. The duration of these
measurements varied depending on the volume fraction with
the shortest period being a few hours (¢ ~ @) and the longest
being three weeks (@ ~ (@ + ®§)/2). The observed freezing and
melting volume fractions are @ = 0.5075 + 0.0013 and Py, =
0.5490 £ 0.0017, respectively. In the SI, the comprehensive meth-
odology employed to determine the volume fraction is described in
detail. It ensures minimal systematic and static errors.
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The normalised width of the coexistence region MS =
(P — Pp)/(Py — Pp) is employed as an experimental measure
of the chemical potential difference (metastability MS). This
procedure enables the comparison of datasets with different @g
and ¢y due to different size polydispersity or different experi-
mental procedures in determining @. Given that the process of
crystallisation can be observed in LSCM measurements at the
level of individual particles, any instances of heterogeneous
nucleation can be identified unambiguously. Our experiments
have not revealed evidence of heterogeneous nucleation on
dust, aggregates or walls.

The particle coordinates are determined using a self-written
IDL routine, which is based on the main concepts of the
algorithm developed by Jenkins.*® The position uncertainty is
about 5% of the particle diameter. To identify crystalline
clusters and to analyse their structure we use local bond order
parameters.?” In our study a particle is identified as crystalline
if it has at least 8 nearest neighbours in a distance smaller than
1.4 X 2Rys and the gem(i)gf,, (/) scalar product is larger than
0.5. Four or more connected crystalline particles are identified
as a crystalline cluster. Different structures (hcp, fce, bee, non-
registered hexagonal layers, liquid) can be identified with the
help of averaged bond order parameters aqq, aqe, aw, and aws.
More detailed information on the experimental procedure can
be found in the SI.

Results and discussion

Ensemble averaged crystallisation kinetics

In order to gain insight into the crystallisation process, it is
beneficial to initially ascertain ensemble-averaged variables
that are analogous to the LS-experiments conducted in the
past. For this purpose, all crystalline clusters are identified
using the gem(i)g¢, (/) scalar product. The crystallinity X is
defined by the relative amount of crystalline particles X = N¢/
Na.i,, where N¢ denotes all particles in crystalline clusters and
N, all particles in the observed volume. The averaged crystal
size is obtained by calculating the mean of all cluster sizes. The
crystal number density pc is calculated by normalizing the
crystallinity with the averaged crystal volume pc = X/(Vc).
Fig. 1 shows the temporal evolution of the crystallinity, the
crystal size and the crystal number density for a metastability of
MS = 0.75. Global induction times ¢,q, growth rates, nucleation
rate density J(¢) = d/dtpc/(1 — X(¢)) can be determined and
compared with direct measurements. In the example shown the
induction time equates tj,q = 395 + 25 min and the time
averaged nucleation rate density equates (J) = (6 £ 3) X
10° m™® s™'. The bracket denotes the time average in the
nucleation and growth state (¢ > tnq)-

Crystallisation kinetics by tracing overcritical nuclei

In order to ascertain the NRD with the greatest possible degree
of accuracy, we monitor the formation of each crystal indivi-
dually and determine the number of supercritical nuclei Ny,
that are growing to extended crystals as a function of time.

Soft Matter, 2025, 21, 8100-8111 | 8101
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Fig.1 Ensemble averaged crystallisation kinetics — from top to bottom:
crystallinity, crystal size and crystal number density as function of elapsed
time. Crystallisation sets in after 400 min. The metastability is MS = 0.75.

The tracing of the formation and growth of individual crystals
provides direct access to a number of key parameters, including
individual induction times, growth rates, critical radii and the
nucleation rate. Fig. 2 presents ten out of 124 trajectories of
growing crystals, selected at random. The individual critical
size, induction times and growth rates display a wide range of
values. By counting the number of growing crystalline clusters
Ngrer as function of time the nucleation rate dNg./dt can
directly be measured (Fig. 2). The time averaged NRD is then
given by J = (1/V(t)dNgy./dt), with V(t) the observation volume
not occupied by crystals. The bracket denotes the time average
in the nucleation and growth state. In the example the time
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Fig. 2 Left: Ten randomly selected trajectories of growing crystals. Right:
Number of overcritical growing crystals as function of elapsed time. The
red line is a linear fit to the data. The slope represents the nucleation rate.
The metastabilty is MS = 0.75.
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averaged nucleation rate density equates (J) = (1.7 + 0.2) X
10°m s

As previously stated in the introduction, the prevailing
concept of crystal nucleation is founded upon CNT. Moreover,
the majority of simulations conducted at low metastabilities are
based on this theoretical framework. Consequently, we will
initially present a concise overview of the fundamental princi-
ples of CNT.

CNT - a short review

CNT assumes that the crystal phase forms via the formation
and subsequent growth of a crystal nucleus of spherical shape.
The total Gibbs free energy cost to form a nucleus is

AG = gnh\ﬁpsAu + 4y = AuN + (6\/E/ps)2/3N2/3y (1)
where Au is the difference in the chemical potential between
the metastable liquid and the thermodynamically stable crystal
phase, 7 is the surface free energy of the interface between solid
and liquid, ry the radius of the spherical nucleus which
consists of N particles, and pg is the number density of the
solid. By assuming that the Boltzmann statistics is still valid out
of equilibrium the probability that crystal nuclei appear in the
metastable liquid is described by

Pcsp(N) oc exp(—AG(N)/kpT) (2)

Only crystals larger than the critical size reie = 29/(psAnl)
overcome the nucleation barrier
l6r 3

AGois = —

3 (pAn)’ @)

and grow continuously gaining energy. The crystal NRD is given
by the product of the probability that a critical nucleus is
formed and the kinetic prefactor J,

] = ]O eXp(_AGcrit/kBT) (4)

Jo is derived via rate equations, assuming single particle con-
densation and evaporation. It is finally expressed by the particle
attachment rate K'; the Zeldovich factor Z and the number
density of the fluid

1
Jo=K"pyZ = A x \/y x D§ x % o\ x e (5)

and can be rewritten for HS colloids®* with an unknown scaling
constant A, the particle radius R, the volume fraction of the
solid and the fluid phase @5 and &g

The critical radius (or nucleation barrier) is the key para-
meter that exerts a decisive influence in this theory. Essentially
the kinetic pre-factor serves to scale the absolute values of the
data curve. In the following, we will determine the critical
radius in four different ways and compare it with results
obtained in the simulation. Firstly, we will do so within the
framework of CNT. Secondly, we will present three additional
approaches, each of which will determine r.,;; directly from the
experimental data.

This journal is © The Royal Society of Chemistry 2025
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Prior to presenting the procedure and the resulting data, we
would like to make a remark. The critical nucleus size in CNT
corresponds to a state in which crystals neither grow nor
shrink. A direct data analysis, independent of theoretical
models, is the most appropriate method of analysis for a
crystallisation experiment, such as the one carried out here.
This approach facilitates the determination of the critical
radius. However, it should be noted that this critical radius
can only be identified to a limited extent with the idealised
definition. The data that were determined here in a direct
approach therefore represent an upper estimate of the critical
radius.

Temporal evolution of the crystal size distribution

In order to relate the experimental data to the central state-
ments of CNT, it is necessary to determine and analyse the
temporal evolution of the crystallite size distribution f(N). Fig. 3
shows the crystallite size distribution (CSD) as function of
elapsed time for three different metastabilities 0.62, 0.75 and
0.95. The upper row represents f(N) in the induction phase
prior to the onset of crystallisation in (¢ < ¢,q) while the lower
row shows f(N) in the main crystallisation stage (¢ > tna)
characterised by the nucleation and growth of individual
crystals. The distributions measured in the induction phase

View Article Online
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exhibits a strong decay commencing from several hundred
crystalline clusters containing four particles. Clusters larger
than ~30 particles are not observed. Additionally, a negli-
gible waiting time dependence is observed. In the main crystal-
lisation stage f(N) shows a weaker decline that merges into a
“tail” of larger crystals, which are overcritical and undergo
growth over time. There is a significant temporal evolution of
the CSD.

Upon examination of the temporal evolution of the CSD, it
becomes immediately evident that it undergoes notable
changes. The increase in the proportion of supercritical crystals
is to be expected. However, the most striking observation is the
substantial change in the distribution of subcritical nuclei over
time. The data demonstrate the absence of a quasi-stationary
state: the structural properties of the metastable melt undergo
substantial changes following the initiation of crystallisation.
The relative amount of larger subcritical clusters increases
significantly with time (Fig. 4). Moreover, the transition from
the induction period to the nucleation and growth regime can
be identified by a marked increase in subcritical clusters. It is
important to note that there is no change in the relevant
parameters of the colloidal model system (e.gz number of
particles in the observed volume, particle size, interaction,
gravity match) during the measurements.
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Fig. 3 Crystallite size distribution f (N) for different times and metastabilities as indicated in the plots. The distributions measured in the induction phase
(upper graphs) show a strong decay starting from several hundred crystalline clusters containing four particles. Clusters larger than about 30 particles are
not observed. In the main crystallisation stage (lower row) f(N) displays a weaker drop that merges into a "tail” of larger growing crystals. The thin line

represents the mean of the data in the induction phase for comparison.
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Fig. 4 Relative amount of subcritical clusters as function of elapsed time for different metastabilities as indicated in the plots. The vertical line marks the
transition from the induction period (t < tj,g) to the nucleation and growth stage (t > tnq).

CNT describes the nucleation process under the assumption
of a stationary CSD and a constant surface tension. However,
our experimental data demonstrates that this condition is
not fulfilled per se. Especially in the nucleation and growth
phase the CSD changes significantly. Strictly speaking, the
assumption of a Boltzmann distribution to describe the CSD
is not permissible. In the context of our experiment, quasi-
stationarity it is most likely that to be fulfilled during the
induction phase. Consequently, the ensuing analysis of the
CSD within the framework of the CNT is based on data from
this specific time regime.

Critical radius

In the following, we will determine the critical radius by
employing a variety of methodologies. We will analyze the
temporal evolution of the averaged crystal size, determine the
frequency distribution of the critical radii from the growth
trajectories of the overcritical crystals, determine the transition
from subcritical to overcritical nuclei directly from the tem-
poral development of the CSD, and determine the critical
nucleus size in the context of the CNT analysing the CSD.

Analysing averaged crystal growth. The critical nucleus size
can be estimated analysing the time trace of the averaged
crystal size (Fig. 1). The crystal size at which crystal growth
becomes apparent (N ~ 25 at t ~ 400 min in the shown
example, MS = 0.75) represents a reasonable measure of the
critical size.

Analysing individual trajectories of overcritical nuclei. As
already mentioned, tracing the formation and growth of indi-
vidual crystals (Fig. 2) gives direct access to reqe. This is
achieved by identifying the size at which continuous growth
of the individual cluster commences. It has been frequently
observed that this is the initial value of the trajectory. The
determination of the critical size of individual overcritical
growing crystals in a given sample enables the calculation of
the critical size distribution. As illustrated in Fig. 5, the
corresponding critical size distributions are characterised by
a pronounced skewness. The majority of crystals starts their life
with quite small size (N < 10), however, there are also critical
nuclei containing more than a hundred particles. The mean

8104 | Soft Matter, 2025, 21, 8100-8111
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ities as indicated in the plots determined by analysing the trajectories of
growing crystals; the blue line represents the mean value.

value, which is represented by the blue line, aligns closely with
the other non-CNT based methods.

Direct analysis of the CSD. The time dependent crystal size
statistics allows another determination of r.; which is inde-
pendent of CNT. A comparison of the CSD for times larger than
the induction time with those less than the induction time
(Fig. 3, lower row) reveals the transition from subcritical to
supercritical nuclei in a direct manner. The size at which the
continuous distribution of subcritical nuclei (¢ < t;,q) trans-
verse to the growing ones (¢ > ti,q) can be identified with 7,
which is about N &~ 30 in the shown examples.

Analysing the CSD in the framework a of CNT. Here we will
use the same approach to determine AG(N) as in the corres-
ponding simulations.?>?”*%*"%? within the framework of CNT
the statistics of the crystalline clusters f(N) gives access to
AGeit, y and ree (eqn (1)- (3)). Experimentally, the Gibbs free
energy can be determined by fitting®®

B — In(f(N) = AG(N) ©)

to the data with B and y as free fit parameter, where f(N) is the
absolute frequency of the crystals of size N. Au is calculated
from the equation of state’® and pg is measured via Voronoi
construction analysing the crystalline clusters.

AG of the crystals close to the induction time and the
corresponding fit (eqn (6)) is shown in Fig. 6 for three

This journal is © The Royal Society of Chemistry 2025
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metastabilities. The reduced crystal surface tension y* =
y(ZRHS)Z/kBT ~ 0.5 is in good agreement with theoretical
studies.**™>?

The curve fitting according to CNT describes the data
progression of the subcritical nuclei (grey dots) with high
accuracy; however, the description of the supercritical nuclei
(black dots) fails. The transition from subcritical to overcritical
nuclei occurs much earlier in the experiment than predicted by
the classical theory. This discrepancy becomes progressively
smaller as one approaches the melting point (MS = 1). The
nucleation barrier observed in the experiment is evidently
smaller than that proclaimed by CNT. The underlying reason
for this lower effective nucleation barrier will be identified in
the chapters below.

Before we compare the nucleation rate densities and the
different critical radii with the simulation data and previous
experiments, it is essential to examine the structural evolution
of the crystals. This is a critical component in analysing the
data and a prerequisite for understanding the nucleation
scenario.

Structural evolution of overcritical nuclei

In order to obtain information on the structural evolution of
the supercritical nuclei, a detailed analysis of their structure
was conducted using local bond order parameters,*” and their
development over time was monitored. Details of the procedure
are given in the SI. As illustrated in Fig. 7, the temporal
evolution of a crystallizing cluster exhibits a sequential progres-
sion. In the nascent stage of nucleation, the cluster is predo-
minantly composed of non-registered hexagonal layers,
depicted as green particles in the figure. As time progresses,
the cluster undergoes an initial growth phase, followed by a
subsequent registration of the non-registered layers, a process
referred to as “locking in.” This registration event leads to the
formation of a predominantly hcp structure, indicated by red
particles. This sequence of events is a hallmark of the growth
process of virtually all crystallizing clusters. The final crystal
structure is achieved via the mediation of a metastable
intermediate phase.

This journal is © The Royal Society of Chemistry 2025
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Fig. 8 Temporal evolution of the crystalline structure within the aga(i)-
aqeli)-plane (left) and awy(i) as function of elapsed time (right) for 124
crystallising clusters (MS = 0.75). The temporal evolution is shown in
respect to the individual induction time t — t;,4 of each crystal.

This scenario can also be identified in the averaged data of
all growing nuclei. As illustrated in Fig. 8, the mean LBOP
values of all crystallizing clusters at MS = 0.75 have been
calculated. It should be noted that the temporal evolution of
a single cluster was corrected with the individual induction
time in order to ensure the accuracy of the mean values. Shortly
after cluster formation, the combination of aq, aqe and aw,
values shows clusters made of non-registered hexagonal layers.
Later on, hcp crystals are formed.

The results of our analysis unequivocally demonstrate that
the crystalline state of colloidal HS is reached through meta-
stable intermediate states. This is in stark contrast to the CNT,
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in which it is assumed that the nucleus has a ‘perfect’ fcc or hep
structure. Metastable intermediate states are easier to form
than perfect crystals and obviously have a lower effective
nucleation barrier.

Nucleation rate density and critical radius in comparison with
previous data

In the following section, we will be conducting a comparative
analysis of our novel results with existing data. The NRDs
determined by LSCM are presented in Fig. 9 (normalized with
the long time self diffusion coefficient D§) in comparison with
data from LS experiments and simulations. In instances where
the long-time diffusion coefficient has not been explicitly
measured, we have used the expression D§ = Dy(®/Pgr)>>® to
normalise the data.”® &gr denotes the position of the glass
transition. If the &g was not determined we used a value of
0.58. It should be noted that the NRDs are plotted versus the
position in the normalized coexistence width MS = (¢ — &)/
(M — Pg). This is an experimental measure of the difference in
chemical potential (metastability, MS). This plot allows for a
direct comparison of the data, as any artefacts caused by
polydispersity and experimental concentration determination
- systematic errors in @ - are eliminated. Furthermore it offers
the possibility to use the particle number density p? =N/ Vsample
to calculate MS, which is directly accessible in confocal micro-
scopy with very high precision - please see SI for more details. N
denotes the number of particles in the observed volume Viample
and Vparicle 1S the averaged volume of a single particle.
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Fig. 9 Normalized crystal nucleation rate densities as function of metast-
ability. Data from previous experiment'®~%21=25 (closed symbols in
magenta, blue, grey, green) and simulations®®?®35 (open symbols in
orange (WCA) and cyan (HS)) are shown. The lines are guides to the eye
to highlight the numerical data. NRDs determined in this study by counting
growing crystals (black circles) and within the CNT framework using the
experimental barrier height (red circles). The experimental uncertainties
are about one, in the CNT analysis two orders of magnitude. For details see
text and SI.
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The new experimental dataset reproduces the pre-existing
experimental data. The absolute values and the slope below
metastability MS = 0.8 cannot be harmonized with the simula-
tions. Furthermore, it is noticeable that — within the experi-
mental uncertainties - all but one experimental data overlap
around the middle of the coexistence region (MS = 0.5-0.6). The
only exception here is one of the datasets measured by He.'® We
speculate that this may be due to a very asymmetric particle size
distribution.”

As mentioned above, several mechanisms have been
proposed to explain the discrepancy between experiment and
simulation: heterogeneous nucleation, deviation from the ideal
HS interaction, sedimentation, hydrodynamic interaction, for-
mation of twins, the data analysis in LS experiments, and
systematic errors determining the hard sphere volume fraction.
As listed in Table 1 in the experimental studies four different
particle species with different chemical composition, five dif-
ferent solvent combinations with different viscosities, nine
different particle sizes with different sedimentation rates and
different hydrodynamic interactions have been used. One sample
was measured under p-gravity. In our experiment, no pronounced
twinning was observed: on average, we detected around two twins
per crystal at the end of the measurement for metastability, MS =
0.75. As all experimental data do overlap around the middle of the
fluid crystal coexistence region it is clear that none of the specu-
lated mechanisms is viable - please see Table 2.

The critical nucleus size 7. obtained by analysing f(N) in
the CNT framework (Fig. 10, red diamonds) shows, as expected,
a decreasing size with increasing metastability from N = 280
from the middle to N = 40 at the end of the coexistence region.
The data agree very well with the simulation results*®>7?%3
(Fig. 10, stars). The same is true, of course, for AG.;. On the
other hand, the direct measurements indicate a constant 7.
that remains unaffected by metastability (Fig. 10, circles). This
result is highly unexpected. Within the fluid crystal coexistence
region the CNT based 7., are incompatible with the real ones —
particularly for MS < 0.75. Notably, this is also the MS-range
where the NRDs exhibit the largest discrepancy.

This substantial discrepancy can be attributed to the formation
of the crystalline structure via metastable intermediate states.
Evidently, these intermediates possess a reduced critical radius.

In order to complete the comparison with CNT, the NRD was
calculated within the CNT framework (eqn (4) and (5)) using
AG.;; obtained from the cluster size distribution by eqn (6). The
scaling factor A is chosen in such a way that the data meet the
experimental NRD at the highest metastability, MS = 1.241. As
can be seen in Fig. 9, this data set (red circles) reproduces the
simulation data fairly well.

All in all, the nucleation barriers, critical radii and NRDs
determined from experimental data within the framework of
CNT are consistent with those from simulations. However, they
do not reflect the critical radii and NRDs determined directly
from experiments without assuming any model.

In the following section, a summary of the findings will be
provided and compared to CNT, followed by a discussion of the
comparison with the simulation data.

This journal is © The Royal Society of Chemistry 2025
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Table 1 Characteristics of the colloidal suspensions used in various experimental nucleation studies: core — core material, s.l. — stabilizing layer, dye —
fluorescent dye, R — particle radius, spd — size polydispersity, PSD — shape of the particle size distribution: s.n. slightly negative, h.n. highly negative, sym —
symmetric, sol — solvent: D — decalin, CD — cis-decalin, T — tetralin, CS, — carbon disulphide, 2EN — 2-ethylnaphtalene, TCE - tetrachloroethylene, Pe —
Péclet number: veegR/Do, cw — width of coexistence region, SALS — small angle light scattering, BLS — Bragg light scattering

Ref. Core s.l. Dye R [nm] spd [%] PSD Sol Pe cw [%] Method
Schitzel'® PMMA PHSA — 500 x5 ? D+T 0.192 5.1 SALS
He'® PMMA PHSA — 495 x5 ? D+T 0.192 5.1 SALS
Sinlnslg PMMA PHSA - 445 3.8 s.n. D+T 0.121 5.1 SALS&BLS
He PMMA PHSA — 215 7 h.n. D+T 0.007 5.6 SALS
Harland’ PMMA PHSA — 200 x5 S.. D+CS, 0.005 5.1 BLS
Tacopini* PS PS — 423 6.5 s.n. 2-EN 0.006 3.5 BLS
Franke>**® PS PS — 410 5.5 sym 2-EN 0.005 4.4 BLS
Schépe* PMMA+TFEA PHSA — 320 4.8 sym CD 0.036 3.5 BLS
Cheng?! PMMA PHSA — 300 x5 ? D+T <10°° 4.6 BLS
Kale*? PMMA PHSA DilC18 726 5.75 s.n CD+TCE 0.001 4.15 LSCM

Table 2 Overview of the previously speculated reasons for the discrepancy in the NRD and evidence for their inapplicability

Potential cause Why it does not apply

Heterogeneous nucleation

Heterogeneous nucleation is not observed in LSCM

It can be distinguished from homogenous nucleation in LS

Deviation from the ideal HS
interaction (charge)
Sedimentation

All data sets do overlab, although there are fundamental differences in chemical composition of particles
and solvent. The system used in LSCM diplay HS intereaction
All data sets exhibit significant overlap in the fluid crystal coexistence region, despite substantial

variations in sedimentation rates.

Hydrodynamic interaction

All data sets demonstrate substantial overlap in the fluid crystal coexistence region, despite considerable

disparities in particle size and solvent composition.

Formation of twins

Data analysis of LS-experiment
analysis of individual crystal.

Systematic error in @

Excessive twinning is not observed in LSCM.
Data from LSCM and LS overlap. In LSCM the ensemble averaged analysis agrees with the averaged

By plotting the NRD data as function of metastability the systematic error in volume fraction
determination becomes negligible. Furthermore, LSCM facilitates the determination of the particle

concentration with a high degree of precision, as illustrated in the SI.
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Fig. 10 Critical nucleus size as function of metatstability by analysing the
crystal size distribution f(N) using CNT (red diamond), direct measure-
ments from cluster size distribution (brown circles), averaged crystal
growth (dark blue circles) as well as from individual trajectories (blue
circles) and simulation data®®3%3! (stars).

This journal is © The Royal Society of Chemistry 2025

Short summary of the experimental results and comparison to
CNT

(i) The present study has demonstrated unequivocally that the
metastable fluid’s structural configuration undergoes altera-
tions over time - we observe non-stationarity. In contrast, CNT
assumes that a stationary Boltzmann distribution of subcritical
nuclei is established immediately (or at least shortly) after the
quench is completed. The nucleation rate is time-independent.
The characteristics of the nucleation process are considered in
terms of steady-state kinetics. The steady-state nucleation rate
is calculated for the condition that the crystal size distribution
remains constant over time. It is evident that these assump-
tions do not hold. In a recent article, Schilling et al. have
presented a generally valid and exact equation of motion for
the size distribution of the nuclei.’* They finally come to the
conclusion that stationarity is not given as a general rule, but
may occur as a special rare case. With the obtained results our
work supports this theoretical study.

(ii) The analysis of the structural evolution of the crystal-
lising clusters reveals that crystallisation is mediated by inter-
mediate states (precursors). These metastable intermediate
states act as a bridge between the fluid and crystal. This
phenomenon has been documented in a number of previous

studies.?>?**?%3256759 Aq 3 consequence the nucleation barrier
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is highly reduced. In contrast CNT assumes that the crystal
nucleus and its interface can be described with the same
properties (density, structure, composition) as the macroscopic
stable phase - in particular, the molecular arrangement in the
nucleus is identical to that of a large crystal. Consequently, the
critical radius is not accurately represented by the CNT.

(iii) In a preceding study,®® it was demonstrated that the
temporal evolution of precursors is associated with dynamic
heterogeneities,””** %’ thereby facilitating an interpretation of
structural development from the standpoint of particle
dynamics. The collective particle dynamics determine whether
a region is fluid (longitudinal phonons) or solid (transverse
phonons). As discrete translational symmetry evolves during
precursor to crystal formation the number of phononic states
increases — new branches appear in the phonon spectrum. This
is entropically favoured and stabilizes the crystal mechanically.
In contrast, CNT does not take into account the non-
equilibrium fluctuations of the metastable melt, nor any col-
lective processes of any kind - especially the dynamics of
particles in the form of phonons. The crystalline nuclei are at
rest and, in particular, they do not vibrate. They shrink or grow
solely by independent single particle (de)-attachment.

It is evident that both CNT and the performed simulations
are unsuccessful in reproducing crystal nucleation data in HS
colloidal model systems. In the following, we will identify
possible reasons for these shortcomings. To this end, we would
like to briefly summarize the procedures used in the simula-
tions that were carried out at low and moderate metastability
and discuss the differences to the experiments.

Potential causes of the discrepancy between simulation and
experimental data

The simulations in the middle of the fluid crystal coexistence
region have been performed with Umbrella Sampling (US),
Forward Flux Sampling (FFS) and brute force molecular
dynamic simulation (BFMD). The following delineates a short
overview and evaluation of the various approaches.

Umbrella sampling. Using US in the first step the nucleation
barrier is determined. Specifically, a biasing potential, a har-
monic function of the size of the largest crystalline cluster in
the system, is implemented in the Monte Carlo simulation
giving access to the cluster size probability distribution P(N).
Analysing P(N), the Gibbs free energy AG..;, is calculated. In the
second step, the kinetic prefactor J, is computed. The size
fluctuation of a critical crystalline cluster is monitored around
its equilibrium size in a kinetic Monte Carlo (KMC) simulation.
From this the single particle attachment rate K" is determined.
Using the obtained parameters AG.; and K', the NRD is
calculated according to formula 4 and 5. Thus this method
represents an implementation of CNT.

US use the same assumptions as CNT, most importantly
quasi-stationarity and a well-ordered, bulk-crystal-like critical
nucleus. However, as discussed in points (i)-(iii) above, these
assumptions have been proven to be erroneous from the
experiment’s point of view. Consequently, a comparison of
the simulation data with the experiments is not possible per se.
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Forward flux sampling. Using FFS in KMC the number of
particles in the largest crystalline cluster in the system is
chosen as reaction coordinate. FFS allows to determine the
transition probability of a starting configuration in the fluid to
the final state (largest crystalline cluster) and thus the NRD. For
this purpose, the configuration phase space between fluid and
crystal is divided into a sequence of “interfaces” (intermediate
stationary configurations) and the simulation paths that suc-
cessfully propagate from interface to interface to the target are
selected. By doing so FFS describes the macroscopic evolution
between stationary states.

As with CNT, FFS assumes stationarity and consequently
contains the same systematic errors. Furthermore, to the best
of our knowledge, the performed FFS simulation ignores col-
lective dynamics in the form of time-evolving phonons, since
only stationary conditions in configuration space are consid-
ered when determining the transition probability from the fluid
to the crystal. The temporal evolution of momenta and their
collective manifestation are not considered. Consequently, a
direct comparison of the simulation data with the experiments
is illogical.

Brute force molecular dynamic. More recent studies have
used BFMD in the upper third of the fluid crystal coexistence
region (MS > 0.67) to study crystallisation in a ballistic HS-like
system.>*** In the following, we briefly summarize Gipsen’s
approach. Gipsen et al. have simulated a system of near-hard
spheres interacting with a Weeks-Chandler-Andersen (WCA)
potential using molecular dynamics (MD) simulations in the
canonical (NVT) ensemble. The WCA system is mapped to a
HS system by using a larger effective diameter. The system
contains N = 2 x 10" particles confined by cubic periodic
boundary conditions. Crystal nucleation is identified by a
sharp drop in pressure. When a nucleation event has occurred,
the individual nucleation time is determined and the simu-
lation is stopped. Meaningful statistics are obtained by
running several independent simulations. The authors calcu-
late the nucleation rate density from the number of nucleation
events N, the total simulation time ¢ and the sample volume
V: J = N/(Vt). The total simulation time is the sum of all
simulation runs.

It is evident that an MD simulation correctly reproduces the
physics of the crystallisation process in a HS-like system.
However, it should be noted that there are important differ-
ences between the experiment and the simulation that can lead
to deviations. A summary of some of these differences is listed
in Table 3.

The investigation revealed that, owing to the considerably
small sample size, a solitary nucleation event was typically
witnessed per simulation run. Conversely, LSCM yielded several
hundred crystals, while LS revealed up to several million.
To derive substantial NRDs, the simulation calculates the mean
over a substantial number of simulation runs. The assumption
is made that the nucleation events are statistically independent
of each other. The experiment incorporates potential collective
processes, which may result in a correlation between the
nucleation events.

This journal is © The Royal Society of Chemistry 2025
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Table 3 Comparison of characteristic properties of MD3® and experiment

MD Experiment
Sample size ~10* ~10"* (LSCM)
~10" (LS)
Analysed particles ~10* ~10° (LSCM)
~10" (LS)
Boundaries Periodic boundary ~ Sample cell
conditions
Symmetry Torus Mirror planes
Solvent No Yes
Motion Ballistic Diffusive
Hydrodynamic interaction ~ No Yes

Coupled systems Spheres and bath
via thermostat
Nucleation events 1

per run

Nucleation rate

Spheres, solvent
and universe
~10%-10° (LSCM)
~10°-107 (LS)

N/t dn/de

Moreover, periodic boundary conditions are employed in the
simulation to emulate the physics of an “infinitely” large
sample. In the experiment, the sample is contained within a
cuvette, with the particles and solvent molecules being
reflected by the walls. The distinct boundary conditions give
rise to different symmetries. The simulation exhibits torus-
shaped symmetry, while the experiment features mirror planes.
This results in fundamentally different conserved variables
(Noether’s theorem), especially in the non-equilibrium fluctua-
tions. Consequently, the mode spectrum (collective dynamics)
in the metastable colloidal dispersion exhibits a different
spectrum to that in the simulation, which influences the
nucleation process.

It is important to note that the simulation does not take into
account the dispersion medium, resulting in disparities in the
dynamics of the particles, their interactions, and collective
effects. In general, a minimum of two physical systems that
are coupled with each other are aligned in their dynamics.®®7°
That is to say, the systems synchronise. In the context of a
colloidal suspension, this process entails the integration of
three distinct systems. the colloidal particles, the dispersion
medium (background fluid) and the laboratory (strictly speak-
ing, the universe). Out of equilibrium, the non-equilibrium
fluctuations of these three systems are coupled - the dynamics
of the colloidal particles also includes the non-equilibrium
fluctuations of the background fluid and the universe. In MD,
the coupling of the ballistic HS-system to the bath (which
is in TD equilibrium) is implemented by using a suitable
thermostat. Gipsen et al. used a Nosé-Hoover thermostat
(a deterministic one). The spectrum of non-equilibrium fluc-
tuation in the experiment is, therefore, fundamentally different
from that of the ballistic HS in MD. The experimental system is
characterised by the presence of correlations - causality is not
given, in contrast to the simulation, which exhibits a demon-
strable causal chain. All said influences the nucleation kinetics
in a fundamental way.

Moreover, the definition of the nucleation rate density used
in the simulation study is not consistent with the one employed
in the experiments and various textbooks. Fig. 11 illustrates the
discrepancy between the two definitions. Consequently, the
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Fig. 11 Schematic of number of crystal's time trace of a large crystallising

sample. The red line represents the steady state nucleation rate. The blue
line is the expression used in MD simulation.?®

rate densities determined in the simulations are too low and
subject to systematic errors. Based on the experimental data
this effect can be as large as 4 orders of magnitude for MS = 0.5.
This effect may offer a partial explanation for the significantly
different slopes of the NRD. Nevertheless, it is unable to
account for the missing orders of magnitude. The extent to
which the mentioned discrepancies between experiment and
simulation are responsible for the missing orders of magnitude
must be clarified in future research. Subsequent publications
on this subject are in preparation.

In summary, the inconsistency of the experimental data with
those from US and FFS is mainly due to the presence of
precursors and lack of stationarity in the experiment. The
underlying reasons for the deviations from the MD data remain
speculative: we hypothesise that the differences observed can
be attributed to a number of factors, including variations in
data analysis, different system size, the absence of correlation
between nucleation events in MD, specific boundary condition
leading to fundamentally different symmetries, the absence of
background fluid in MD, and the type of coupling to the
“bath”. Fundamentally different spectra of non-equilibrium
fluctuations in MD and in the experiment result from the last
three mentioned factors.

The experimental and simulation-based research provides a
foundation for understanding crystal nucleation in HS systems,
with all studies demonstrating validity under their respective
boundary conditions. In comparison with the physics of the
simulation, the experiment is characterised by a greater degree
of complexity. However, a comprehensive cross-comparison of
these studies is hindered by the significant variation in bound-
ary conditions, which complicates the interpretation of results
and the establishment of generalizable conclusions. It is there-
fore not surprising that the simulation data cannot be harmo-
nized with the experimental data.
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Conclusions

In conclusion we presented the first systematic study in which
the nucleation process in gravity matched colloidal hard
spheres was investigated by confocal microscopy over a wide
volume fraction range. The nucleation rate densities, as deter-
mined by direct counting of growing supercritical nuclei, corrobo-
rates the outcomes of time-resolved light scattering experiments.
These deviate by up to 22 orders of magnitude from simulated
nucleation rate densities. The experimental data obtained in this
study are comprehensive and detailed, and demonstrate clear
deviations from existing simulations and classical theory.

The crystal size distribution as function of time demon-
strates that stationarity — one of the most fundamental assump-
tions of CNT and transition state theory (TST) - is not fulfilled.
Moreover, an approximately constant critical nucleus size is
observed in the experiment, independent of the degree of
metastability. In our opinion these findings are a surprising
and significant discovery.

A detailed microscopic analysis of the nucleation process
necessitates a re-evaluation of the conventional perspective on
crystallisation. The crystal’s genesis can be attributed to hetero-
geneities within metastable fluids. The scenario of “precursor
mediated crystal nucleation” is confirmed: the crystalline state
is reached via metastable intermediate states. The metastable
intermediate states have a smaller nucleation barrier in com-
parison with perfect crystals. Consequently, the observed cri-
tical nucleus size appears to be a function of the transient
metastable states that emerge, rather than the metastability
itself. This ultimately results in a constant nucleus size. These
significant and partly completely unexpected results call into
question the classical picture of crystal nucleation and the
applicability of transition state theory in general.

It is not expedient to engage in a discourse concerning
whether the experiment or the simulation contains the correct
physics of crystal nucleation in HS. All data obtained in the
various studies are exact and correct in and of themselves.
At present, experiments and simulations are inherently un-
equivalent, as they observe different physics under different
boundary conditions. The commonality they share is their
examination of the crystallisation process in HS systems albeit
each study does so in its own way.
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