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Defect interactions through periodic boundaries
in two-dimensional p-atics

Cody D. Schimming

Periodic boundary conditions are a common theoretical and computational tool used to emulate

effectively infinite domains. However, two-dimensional periodic domains are topologically distinct from

the infinite plane, eliciting the question: How do periodic boundaries affect systems with topological

properties themselves? In this work, I derive an analytical expression for the orientation fields of two-

dimensional p-atic liquid crystals, systems with p-fold rotational symmetry, with topological defects in a

flat domain subject to periodic boundary conditions. I show that this orientation field leads to an

anomalous interaction between defects that deviates from the usual Coulomb interaction, which is

confirmed through continuum simulations of nematic liquid crystals (p = 2). The interaction is

understood as being mediated by non-singular topological solitons in the director field which are

stabilized by the periodic boundary conditions. The results show the importance of considering domain

topology, not only geometry, when analyzing interactions between topological defects.

I. Introduction

Topological defects are topologically protected excitations that
arise in systems with spontaneous symmetry breaking.1,2 Exam-
ples of topological defects manifest in biological, material,
high-energy, and cosmological physics and include monopoles,
disclinations, dislocations, vortices, Skyrmions, Hopfions, and
cosmic strings.3–13 In biological physics, defects may execute
biological functions such as cell apoptosis and morphogen-
esis;12,14–16 in material physics, defects may be manipulated to
alter a material’s optical and mechanical properties, facilitate
self-assembly, actuate surfaces, or perform computations;17–23

while in cosmological physics, defects are predicted to interact
with light and matter, but have yet to be directly observed.7,24

Thus, understanding the dynamics of defects is of fundamental
importance to many areas of physics.

One of the simplest systems that admits topological defects
are the p-atic liquid crystals, which describe systems with p-fold
rotational symmetry. In two dimensions, the most common
p-atics are those with p = 1, 2, 6, corresponding to the continuous
XY-model, nematic liquid crystals, and hexatic liquid crystals. While
these three models have been heavily studied,2 there have been
recent experimental realizations of other p-atics,25–27 as well as
recent theoretical work involving the hydrodynamics, anyonic braid-
ing, and interaction with curvature of arbitrary p-atic defects.28–31

The dynamics of p-atics, both in equilibrium and non-
equilibrium settings (and particularly when topological defects

are involved), are often studied using computational models. A
common choice for boundary conditions in computations is
periodic boundary conditions (PBC), which are often employed
to emulate an effectively infinite system. In the infinite plane, it
is known that topological defects interact via Coulomb forces,
akin to electrostatic charges, for systems with a single elastic
constant.2 The Coulomb interaction between defects has also
been observed experimentally in passive nematic liquid
crystals.32 However, since domains with PBC are topologically
distinct from infinite systems, it is not obvious that the
Coulomb interactions in the infinite plane should be the same
as interactions in PBC. For example, in the context of fluid
dynamics, it has been shown that nontrivial domain topology
can lead to incomplete solutions of the stream function-
formulated incompressible Navier–Stokes equations.33,34 There
have been several prior analytical and computational studies of
topological defects on the torus, a domain topologically iden-
tical to PBC, which have found anomalous interactions between
defects,35–39 though this is typically attributed to curvature, and
to my knowledge the role of topology (as opposed to curvature)
in these interactions has not yet been clearly ascertained.

Here, I study p-atic topological defect interactions in flat
systems with PBC. In Sections II I lay the theoretical foundation
regarding defect configurations in two dimensional p-atics and
review the relevant results regarding defects in the infinite
plane. Then, in Sections III, I attempt to derive the p-atic
configuration with defects subject to PBC. I show that if one
assumes that defects behave like electrostatic particles (as they
do in the infinite plane) the resulting configuration will not be
periodic. Instead, to conform to the boundary conditions, the
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configuration must be modified, which alters the interaction
between defects to be highly asymmetric. In Sections IV, I show
how this asymmetric interaction may be interpreted as being
mediated by non-singular topological solitons that are stabilized
by the PBC and how these results impact the analysis of
computational studies. Finally, in Sections V I conclude by
positing how these asymmetric effects may play a role in
physically realizable domains.

II. p-Atic topological defects in
the plane

p-Atic liquid crystals are characterized by local orientational
order with p-fold rotational symmetry. In two dimensions, the
orientational configuration of a p-atic may be summarized with
an angle field yp(x,y), which represents the angle of the orienta-
tion at each point in space and it is understood that yp is
defined modulo 2p/p. Variations in yp are penalized through an
elastic free energy:

Fel ¼
ð
K

2
ryp
�� ��2dr (1)

where K is the elastic constant. For p = 1 or p = 2 there may be
two elastic constants, but I will take the one-constant approxi-
mation here for analytical tractability. Thus, energy minimizing
configurations must satisfy r2yp = 0.

Topological defects in two-dimensional p-atics are points
where the orientation is singular. They carry a winding number,
or topological charge, defined as

n

p
¼ 1

2p

þ
C

ryp � d‘ (2)

where n is an integer and C is a closed loop. Configurations that
contain defects will thus be energy stabilizing if they satisfy
r2yp = 0 with eqn (2) as a constraint. For the rest of the paper I
will assume, for simplicity, that only �1/p charge defects
populate the system. Higher charge defects are energetically
unstable, unless stabilized by confinement or external fields.

It is often useful to describe the configuration using a
complex-valued, analytic function O(z) = f(z,%z) � ipyp(z,%z) where
z = x + iy and f is the harmonic conjugate of yp.40–44 Then
r2yp = 0 is automatically satisfied and topological defects
are represented as poles of O. It will also be useful to identify
f(z,%z) = Re[O(z)] as the electrostatic potential of an equivalent
configuration in which the poles of O are electrostatic charges.

A single defect in the plane has the configuration

yp(z,%z) = k Im[log(z � z0)] + y0 (3)

where k is the defect charge, z0 = x0 + iy0 is the location of the
defect, and y0 is a global phase. For a system with many defects,
the configuration is given by the sum of single defect config-
urations, assuming all relative defect orientations minimize the
free energy.42,45,46 To analyze the interaction between defects I
will follow the work of Halperin and Mazenko,47–50 later
adapted for liquid crystals,51,52 which gives the defect velocity
as a function of derivatives of the order parameter. If defect

motion is induced only by elastic relaxation (i.e. there are no flows
or external fields) the velocity, v = vx + ivy, of the jth defect is51

vj ¼ �
4p2kjK

g
i@�z

~yp
��
z¼zj (4)

where qz � (1/2)(qx � iqy), ~yp is the non-singular part of the
configuration at zj, kj is the defect charge, K is the elastic constant,
and g is the rotational viscosity (for the remainder of the paper I
will work in units so that K = g = 1). If the multi-defect orientation

~yp ¼
X
iaj

kiIm log z� zið Þ½ � þ y0 (5)

is inserted into the expression, the result is a Coulomb interaction
between defects:

�vj ¼ 4p2
X
iaj

kikj

zi � zj
(6)

where the complex conjugate, %v, is used to directly compare with
the electrostatic interaction between point charges (the complex
electric field is often defined by E = Ex � iEy).

53 This well-
established result can also be derived using other methods.2,8,54

The result also follows conceptually from applying the Cauchy–
Riemann equations to O(z), namely ipqzyp = �qzf. As discussed
above, identifying f as the electrostatic potential of the equivalent
charge configuration reinterprets this as %v B E. A natural question
to ask is: can we treat p-atic defects as Coulomb charges in PBC?

III. Periodic boundary conditions

To handle PBC, the goal is to find a configuration yp that has
the property yp(z + 2co1 + 2mo2) = yp(z)mod 2p/p where c and m
are integers and o1 and o2 are complex numbers such that
Im[o2/o1] 4 0 which describe the shape and size of the
periodic domain. Note that, in general, the domain is a
parallelogram [see Fig. 1], but if o2/o1 is purely imaginary the
domain is rectangular. There are two immediate consequences
of the periodicity: first, given a configuration, we may modify it
to have any integer number of 2p/p rotations, n1, n2, along the
o1, o2 cycles. That is, given a periodic yp,

yp ! yp þ
4p
p

1

A
Im ��o2n1 þ �o1n2½ �zf g (7)

where A = 4 Im[�o1o2] is the area of the domain, will also be a
periodic configuration. The second consequence of the PBC is
that the sum of all defect charges must be zero by the Poincaré–
Hopf theorem. Then, the defects populate the domain in pairs
and a configuration may be constructed by taking a periodic
tiling of the center cell, shown schematically in Fig. 1.

A. Failure of the electrostatic analogy

To find a periodic configuration, I will first attempt to make an
analogy with electrostatics, since this analogy holds in the case
of the infinite plane. To determine the configuration, I place a
‘‘test defect’’ at location z, which is meant to measure the force
induced by the defect configuration already present in the
domain, yp(z,%z). Following the expectation that p-atic defects
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interact like Coulomb charges, I assume that the force on the
test defect is equivalent to the electric field of the corres-
ponding point charge configuration, that is, I will assume
%v(z) = E(z).53 Additionally, a useful identity is

qzO = �2ipqzyp (8)

which follows from the Cauchy–Riemann equations. Using
eqn (4) and (8), O(z) satisfies

@zO ¼ �
XN
j¼1

z z� zj
þ� �
� z z� zj

�� �
þ f Dzj
� �� �

(9)

where Dzj = zj
+ � zj

� is the coordinate difference between the jth
positive and negative charge pair, z(z) is the Weierstrass zeta
function with quasi-periods 2o1 and 2o2,55 and f (Dzj) is a function
that only depends on the charges’ positions and the center cell
geometry, and, hence, may be regarded as a constant for a given
configuration. For a square domain with system length L it
reduces to f (Dzj) = (p/L2)D%zj. For completeness, a derivation of
the right hand side of eqn (9) may be found in Appendix B.

A solution to eqn (9) is given by

OðzÞ ¼ �
XN
j¼1

log
s z� zj

þ� �
s z� zj�
� �þ f Dzj

� �
z

" #
þ C (10)

where s(z) is the Weierstrass sigma function [defined by d log s/
dz = z(z)]55 and C is an integration constant. Thus, the imagin-
ary part of eqn (10) represents a candidate analytical solution
for the angle of the p-atic orientation field. However, even
though its derivative is periodic, eqn (10) is only quasi-periodic:

O zþ 2okð Þ � OðzÞ ¼ �
XN
j¼1

2f Dzj
� �

ok � 2ZkDzj
� �

(11)

where Zk = z(ok).55

For electrostatic charges, quasi-periodicity of the potential is not
an issue, as long as its derivative, the electric field, is periodic. For p-
atics, however, the physically relevant object is the orientation field
yp, therefore, it must be periodic. I show examples of yp = �(1/
p)Im[O(z)] computed from eqn (10) for p = 1 (XY-model) in Fig. 2(a)

and p = 2 (nematic liquid crystal) in Fig. 2(b), where it is clear that
the periodic boundary conditions are not satisfied.

B. Periodic configuration and interaction between defects

It follows from the above analysis that, in general, topological
defects in p-atics do not share the same interaction as Coulomb
charges in periodic systems. What, then, is the interaction
between defects? To answer this, we first need a periodic
configuration; fortunately, the imaginary part of eqn (10) can
be forced to be periodic by adding terms proportional to z. The
angle of the orientation field, yp(z,%z) = �(1/p)Im[O(z)], is then

ypðz; �zÞ ¼
1

p
Im

XN
j¼1

log
s z� zj

þ� �
s z� zj�
� �

"(

þ 2i Z1 �o2 � Z2 �o1ð ÞDzj � pD�zj
� � z

A

i

þ 4p ��o2n1 þ �o1n2½ � z
A

o
þ y0

(12)

where A is the domain area, the second to last term comes from the
invariance under rotations by 2p/p (n1 and n2 are integers), and y0 is
a global phase (all examples shown here will have y0 = 0). Note that
the corresponding analytic potential O(z) will still only be quasi-
periodic in general. Indeed, it is not possible for a function with
arbitrary poles to be both doubly periodic and analytic.55

The orientation field corresponding to eqn (12) is plotted in
Fig. 3(a) and (b) for the cases shown previously in Fig. 2(a) and
(b) (with n1 = n2 = 0) and it is clear that the boundary conditions
are now satisfied. Additionally, example configurations for p =
3, 4, 5, 6 are shown in Fig. S1.56 To predict the defects’ velocities
we may use eqn (4), which gives the velocity of the kth positive
defect:

vk
þ ¼ 2

X
jakþ

z �zk
þ � �zj

þ� �
� z �zk

þ � �zj
�� �� �(

� 1

A

X
j

pDzj þ 2i �Z1o2 � �Z2o1ð ÞD�zj
� �

þ 4p
A
�o2n1 þ o1n2½ �

�
(13)

Fig. 1 Schematic of the periodic system. Positive defects are located at
z+, negative defects at z�, and a test defect at z. o1 and o2 give the
principal directions of the periodic lattice.

Fig. 2 Orientation fields compatible with defects interacting as Coulomb
charges, eqn (10), for a system with o1 = 0.5, o2 = 0.5i, z+ = 0.2 + 0.1i, z� =
�0.2 � 0.1i and (a) p = 1 or (b) p = 2. In this case, periodic boundary
conditions are not satisfied.
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where the notation j a k+ indicates a sum that excludes only the
kth positive defect. The velocity of the negative defects may be
found by inverting the sign and excluding the kth negative
defect from the first sum. In deriving these equations I have
relied on complex-valued functions as the notation is more
compact; however, it is possible to derive the same results using
only real-valued functions, which I show in Appendix C.

Let us now analyze the predicted defect velocity, eqn (13), for
the simple case of two defects in a square domain of length
L = 1 and n1 = n2 = 0. In this case, the velocity simplifies to

vdefect
+ = �2[z(D%z) + pDz]. (14)

Compare this to the force (f = fx + ify) experienced by the
positive Coulomb charge in the same setup:

fCoulomb
+ = �2[z(D%z) � pDz]. (15)

The two expressions differ only by a sign, yet the sign
difference drastically alters the interaction. In Fig. 4(a)–(d) I
have plotted eqn (14) and (15) as complex color plots and as
vector plots. The color plots, Fig. 4(a) and (b), clearly show the
zeros and poles of the interaction. Poles occur when defects are
on top of one another (they are attracted with infinite force)
while zeros occur due to force balance through the periodic
boundaries. For electrostatic charges, the zeros are located on a
square half the size of the domain since the interaction is
symmetric. If the separation between defects is larger than half
the system size, the electrostatic charges will attract through
the periodic boundary instead of towards the interior of the
domain. On the other hand, the zeros of the p-atic defect
interaction are no longer located on a square and occur very
close to the periodic boundary. Additionally, p-atic defects will
only attract through the periodic boundaries in a small locus of
separations near the zeros of the interaction. The vector plot in
Fig. 4(c) shows that p-atic defects will almost always attract
toward the center of the domain.

In Fig. 4(e), I have plotted eqn (14) and (15) for the case
where Dy = 0. In this one-dimensional cut of Fig. 4(a) and (b) it
is easier to compare the two directly. If the defects are close to
each other, either at the center of the domain (Dx = 0) or at the
edge of the domain (Dx = 1), the defect velocity is similar to the
Coulomb interaction. For two electrostatic charges, the force
balance point is Dx = 1/2 which is required by the symmetry of
the interaction. However, for p-atic defects, eqn (14) predicts

Fig. 3 Orientation fields corresponding to eqn (12) for the same system of
defects as in Fig. 2 for (a) p = 1 or (b) p = 2.

Fig. 4 (a) and (b) Complex color plots of the velocity of the positive p-atic defect, eqn (14) and force on the positive Coulomb charge, eqn (15) for a
configuration with two defects or charges in a square domain with o1 = 0.5 and o2 = 0.5i as a function of defect separation Dz = Dx + iDy. The color
represents the argument of the function while the brightness indicates the magnitude. The black line indicates the subset of the plot that is shown in (e).
(c) and (d) Corresponding vector plots of eqn (14) and (15) where the arrows indicate the argument of the function while the color indicates the
magnitude. (e) Velocity of the positive defect for the case Dy = 0 (green solid line). The purple dashed line shows the force on the positive Coulomb
charge in the same configuration. The black dot indicates the initial separation for the simulation shown in (f). (f) Time snapshots of a simulation of two
annihilating defects in a nematic liquid crystal (p = 2) with initial separation Dx = 0.81. The color is the scalar order parameter S and the white lines are the
nematic director n̂.
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that the force balance point is much closer to the boundary,
Dx E 0.82. I have tested this prediction by simulating the
annihilation of two defects in a nematic liquid crystal (p = 2)
with the initial configuration given by eqn (12) with Dx = 0.81.
The simulation minimizes the Landau–de Gennes free energy54

of the nematic order parameter and is subject to periodic
boundary conditions (further simulation details are provided
in Appendix D). Fig. 4(f) shows several time snapshots of the
nematic scalar order parameter S and director n̂, indicating
that the defects indeed annihilate in the center even though
they are initially closer to each other through the periodic
boundary. In the SI, I have provided additional examples of
predicted velocities and corresponding simulations for two or
more defects that highlight the qualitative difference between
defect interactions and Coulomb interactions in PBC.56

For systems with more than two defects, a systematic
analysis of defect behaviors quickly becomes intractable. However,
it can be seen from eqn (13) that if

P
j

Dzj ¼ 0 and n1 = n2 = 0 then

the defect velocities will coincide with the forces on electrostatic
charges in the same configuration. Thus, there is a special case
in which defects are expected to interact the same as electro-
static charges: when the topological dipole moment vanishes.
This cannot occur for two defects, but can lead to interesting
states in which the force on defects is zero. An example of this
is shown in the SI.56

IV. Topological solitons

The comparison between eqn (14) and (15) suggests that one
could understand the interaction asymmetry between defects
as Coulomb charges with an effective uniform electric field
proportional to the distance between defects. How can we
understand the emergence of this effective field physically?
Consider a periodic domain with just two p-atic defects and
consider a curve C that runs from the bottom to the top of the
domain such that the end points are at the same x coordinate.
C is a closed curve in PBC, so we may measure the topological
charge, eqn (2), by this curve. If we shift the curve past a defect
the value of the measured topological charge must change
by �1/p by definition of a topological defect. Fig. 5(a) shows
an example of this for a defect pair in the XY-model (p = 1). The
curve between the defects measures a charge k = �1, while the
curve on the other side of the defects measures a charge k = 0.
Such a distortion, which I will call a topological soliton, is
required for each defect pair in the system and are stabilized by
the periodic boundary condition. Because topological solitons
disrupt the p-atic configuration, they cost elastic energy and
hence induce additional forces on the defects, thus producing
an asymmetric interaction between defect pairs akin to a uni-
form electric field.

I emphasize that these solitons are ‘‘topological’’ because
they carry a distinct, nonzero topological charge along a closed
loop. Of course, it is not topologically forbidden for a distortion
that preserves the topological charge to occur. However, such a
distortion would no longer be a free energy minimum, and

hence the configuration would no longer be harmonic, which is
the focus of this work. While non-topological distortions may
be important for applications in non-equilibrium p-atics, the
topological solitons described here are required when defects
are present in PBC for both equilibrium and non-equilibrium
conditions.

For every pair of �1/p defects in the system, there must be a
topological soliton between them. The sign of the topological
soliton [as measured from the bottom (left) of the domain to
the top (right)] depends on the relative position of the defect
pair to the measuring curve. For example, the defect pair shown
in Fig. 5(a) has the positive defect to the right of the purple
curve and the negative defect to the left which results in the
curve measuring k =�1. If the defect positions were switched so
that the positive defect was on the left of the measuring curve,
one would measure k = +1 instead. The green curve would still
measure k = 0 since it does not straddle the defects on the
interior of the domain. If there are multiple pairs of defects, the
solitons induced by the pairs may either add or subtract to one
another, either increasing or reducing the interaction strength
between all other defects (a few examples of this are shown in
the SI56). Indeed, the cancellation of topological solitons in this
manner leads to the coincidence of the force on p-atic defects
and electrostatic force when the topological dipole moment
goes to zero.

One might worry that this analysis depends on the location
of the periodic boundaries since, technically, a periodic domain
is not bounded (one should think of a torus or donut). If I
change the location of the ‘‘boundaries’’ in Fig. 5(a) so that the
green curve straddles the defects, I should still measure k = 0
since I have only changed my field of view, and not anything
within the system. The resolution to this is that, once one has

Fig. 5 (a) Defects in the XY-model subject to periodic boundary condi-
tions. The curve between the defects measures a charge [eqn (2)] k = �1,
indicating a topological excitation. If the curve is moved past either defect,
it measures k = 0, as shown by the curve to the right of the positive defect.
(b) Time snapshots of a nematic liquid crystal simulation with defects
initially separated by Dx = 0.2 and n2 = 1. Color is the scalar order
parameter S while the white lines are the orientation field. (c) Time
snapshots of a simulation similar to (b) but with initial separation Dx = 0.1.
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set the ‘‘boundaries’’ of the system, they should be consistently
held, and then one has to then take into account an additional,
key feature that I have not yet analyzed: the effect of ‘‘global’’
topological solitons.

A. Global topological solitons

Topological solitons may exist without defects. Indeed, this is
the physical interpretation of the integers n1 and n2 in eqn (7)
and (12): in the absence of topological defects, n1 (n2) is the
number of windings the orientation field makes along the o1

(o2) direction, and hence counts the number of ‘‘global’’
topological solitons in that direction. The term ‘‘global’’ here
refers to the fact that n1 windings in the o1 direction occur for
all coordinates along o2, and vice versa. When defects are
present, these global topological solitons may add or subtract
to the local topological solitons which appear between defect
pairs, potentially changing the direction of the interaction.
Fig. 5(b) shows a simulation of two defects initially separated
by distance Dx = 0.2 with a global topological soliton added
along the y-direction, n2 = 1, which has the effect of removing
the topological soliton on the inner domain, and adding a
topological soliton on the outer domain. For example, compare
the first panel of the simulation in Fig. 4(f) and the first panel
in Fig. 5(b). The former has a local topological soliton in the
middle of the domain between the defect, while the latter has
moved the topological soliton to the outer boundary. As the
simulation snapshots show, the defects now move to annihilate
on the outer boundary, even though they are initially closer to
each other inside the domain.

It is not possible for a uniform configuration to sponta-
neously shift to one with a global topological soliton. That is, it
is not possible to spontaneously change the global (in the sense
discussed above) topological charge. It is possible, however, to
go from a uniform configuration to a topological solitonic
configuration by nucleation and then subsequent annihilation
of a defect pair. Fig. 5(c) shows an example of a pair of
simulated defects annihilating to stabilize a global topological
soliton. Here the simulation is initialized in the same way as in
Fig. 5(b), except the initial separation is Dx = 0.1 so the defects
are close enough to attract towards the center of the domain. In
general, defects that are interacting via elastic relaxation will
move towards the local topological solitons, unless they are
within the locus of points near the zeros of the interaction
shown in Fig. 4(a).

Transitioning from a uniform configuration to a global
soliton costs energy, and so would not occur spontaneously
in gradient flow simulations, though could occur in simulated
quenches and defect coarsening or non-equilibrium contexts
such as applied external fields or active liquid crystals.57–59 In
such systems topological defect unbinding and annihilation
events may change the number of global topological solitons.
To analyze the elastic interaction between defects in these
contexts, one needs to keep track of the topological indices n1

and n2 as well as defect positions. To measure n1 (n2) for an
arbitrary configuration one could measure the winding number
on a loop that goes along o2 (o1) and add the winding of the

local topological solitons that are required by the topological
defects, as discussed above. For temporal data, if the indices
n1 and n2 are known at a given time, the following rule may be
used to keep track of n1 and n2 for future times: if a positive
defect moves through the periodic boundary in the positive
o2 direction, then n1 - n1 + 1 and if a positive defect moves
through the periodic boundary in the positive o1 direction,
then n2 - n2 � 1. The rule for the negative direction is the
opposite, and rules for negative defects apply opposite to those
for positive defects. Additionally, if one also wants to keep
track of the configuration yp, then every time a defect passes a
periodic boundary one should add p/p to y0. This will ensure
that the orientation of defects remain continuous as they move
across the periodic boundary. Considering the effects of global
solitons, it is interesting to note that the defect behaviors not
only depend on their current positions, but also on the history
of the defect dynamics in the system.

V. Physically realizable domains

Since PBC are reserved to theoretical or computational studies, a
natural question is whether these effects would be observable in
experimentally relevant domains. Nematic textures with defects
separating topological solitons have been observed in channel
geometries with fixed boundary conditions when a strong flow is
applied to the channel. In this setup, the topologically nontrivial
‘‘Dowser’’ state is effectively a two-dimensional topological
soliton.60,61 Topological defects then mark boundaries between
topological solitons and topologically trivial configurations. The
analysis of defect dynamics presented above may be useful in
understanding defect dynamics in this system. While one should
note that hydrodynamics play an important role here as well, it
has been shown that aspects of the ‘‘Dowser’’ textures can be
recast as coming from effective equilibrium field theories.60–62

A physically realizable geometry that has explicit periodicity
is the annulus. If the inner and outer boundary conditions are
the same, the argument for the existence of solitons between
defects still applies, and configurations from a square geometry
with periodic boundaries on one edge may be mapped to the
annulus. In this case, even equilibrium systems (i.e. no applied
flow) should, at least qualitatively, permit the above analysis of
their defect dynamics. In Fig. 6 I show simulation snapshots of
a nematic liquid crystal in an annular geometry (radii r1 = 1 and
r2 = 2) with two defects initialized with angular separation Df =
2p/5 but such that the topological soliton between them is on
the longer side of the domain. In this case the defects annihi-
late along the longer path even though they are initially close to
each other in the annulus. Note that here the defect trajectories
are not symmetric due to the influence of the boundary
curvature which interacts differently with positive and negative
defects. Even without a quantitative prediction for the velocity
we can estimate the direction the defects will move based on
the location of the topological solitons between them.

Another geometry with these properties that may be physi-
cally realized is a torus, since this can be mapped directly to a
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periodic domain. The concepts of local and global topological
solitons would apply to the torus, so it may be possible to
observe interactions similar to those shown in Fig. 6 for the
annulus where defects annihilate over the longer part of the
domain. Simulations on the torus are beyond the scope of this
paper, and I note that curvature plays an important role in this
system as well, since it is known that Gaussian curvature
attracts defects of like sign, while extrinsic curvature induces
a preferred orientation,36,37,39 so it is unclear what the relative
strength of the topological forces may be.

VI. Conclusion

The effect of boundary conditions on phases with broken
rotational symmetry has been of great interest for decades.
While fixed (Dirichlet) boundary conditions are often the subject
of such studies, I have shown analytically that PBC bestow a
different interaction between defects than in infinite domains.
The interaction is due to the domain topology, requiring non-
singular elastic excitations that must accompany defect pairs. I
stress that the defect interactions are qualitatively different than
those of Coulomb charges, and that this should be recognized
when comparing computational data to experimental data.
Further, additional topological indices (n1 and n2) which represent
overall windings along the periodic lattice directions, must be
taken into account when considering the elastic forces on defects,
and these windings depend on the history of the defect dynamics.

A future challenge will be to adapt previous work regarding
arbitrary defect orientations42,45,46,63 to the case of periodic
bounded systems. Here I have assumed that the relative orien-
tations between defects have the lowest energy. It would also be
interesting to test the predictions on toroidal geometries where
curvature will also play a role in defect dynamics and to posit
topological interactions for more complex domains such as
the n-genus surface. Additionally, generalizing these results
to three dimensions will be important for analyzing the inter-
actions between defects in three-dimensional ferromagnets or
nematics, which no longer share the same topology and
types of defects. There has been recent interest in topological
soliton-mediated interactions between topological defects in

3D nematic liquid crystals,64,65 and it would be interesting to
investigate how such interactions manifest in topologically
nontrivial domains since the 2D topological solitons discussed
here are the conceptual equivalent of Skyrmions or merons in
3D.66 The methods and results of this work will prove useful in
these future endeavors.

Conflicts of interest

There are no conflicts to declare.

Data availability

MATLAB scripts for computing the periodic director structure
given defect positions are available at https://doi.org/10.5281/
zenodo.15690961. Simulation data and scripts are available
from the author upon request.

Supplementary information is available. The supplementary
information includes figures of defect configurations for p = 3--
6, an analysis of a few examples of two or four defect interac-
tions in periodic boundary conditions, and movies of the
simulations. See DOI: https://doi.org/10.1039/d5sm00773a.

Appendices
A Halperin–Mazenko formalism for p-atic defect velocities

For completeness, I derive here the equation for the velocity of
defects in a p-atic liquid crystal using the formalism of Halperin
and Mazenko.47–50 This will mirror the derivation for active
nematic liquid crystals in ref. 51, except that in this case the
order parameter has p-fold rotational symmetry and the only time
dependence I will consider comes from the elastic interaction.

The p-atic order parameter may be written as a complex-
valued function

cp(z,%z) = Sp(z,%z)eipyp(z,%z) (A1)

where Sp is the local degree of orientational order and yp is the
local orientational angle. As a side note, the reader should not
confuse the order parameter with the local director np(z,%z) = eiyp

which gives the local orientation of the p-atic phase and is
implicitly understood to be p-fold degenerate under rotations
by 2p/p. cp is defined so that it is explicitly invariant under
yp - yp + 2p/p.

The magnitude of the order parameter Sp is constant and
Sp E 1 when changes in yp are small, but Sp - 0 if yp becomes
discontinuous to preserve the continuity of the order para-
meter. This is precisely the case for the core of topological
defects, and the Halperin–Mazenko formalism takes advantage
of this fact. The topological defect density may be written in
two ways:

rpðz; �zÞ ¼
X
j

kjd z� zj
� �

¼ 1

p
Dpðz; �zÞd cpðz; �zÞ

h i
(A2)

where j indexes individual defects and kj is the charge of the jth
defect. The first equality is the usual definition for defect

Fig. 6 Time snapshots of a nematic liquid crystal simulation in an annulus
with radii r1 = 1, r2 = 2 and initial angular defect separation Df = 2p/5 with
the local topological soliton on the longer side of the annulus. Color is the
scalar order parameter S while the white lines are the orientation field.
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charge density while the second equality comes from a coordi-
nate change from the domain to order parameter space. The
Jacobian determinant Dp is given by

Dp(z,%z) = qzcpq%z �cp � qz
�cpq%zcp (A3)

where qz = (1/2)(q/qx � iq/qy) and @�z ¼ �@z. To get the defect
velocity, one takes advantage of two conservation laws:

qtrp + r�J(r) = 0 (A4)

qtDp + r�J(c)
p = 0 (A5)

where the J are respective currents. The first comes from
topological charge conservation, the second can be derived
from taking a time derivative of eqn (A3). It is given by

J(c)
p = �qtcpq%z �cp + qt

�cpq%zcp. (A6)

Using the conservation laws and eqn (A2), one may write

JðrÞ ¼
X
j

vjkjd z� zj
� �

¼
X
j

J
ðcÞ
p

Dp
kjd z� zj
� �

(A7)

where the first equality can be derived by taking a time
derivative of eqn (A2) and defining vj = qzj/qt and the second
equality combines the conservation of Dp with the definition of
the defect density. Comparing the equations, and noting that
the d-functions require this only hold at z = zj, yields

vj ¼
J
ðcÞ
p

Dp
¼
�@tcp@�z

�cp þ @t�cp@�zcp

@zcp@�z
�cp � @z�cp@�zcp

�����
z¼zj

(A8)

where qt = q/qt.
Eqn (A8) gives a kinematic equation for the velocity of a

defect as a function of the local order parameter. To get a
prediction for the defect velocity one must approximate both
the space and time derivatives of cp. To handle the time
derivative, I will assume a Landau–Ginzburg model for the free
energy of the p-atic phase:

Fp ¼
ð

A

2
cp

�� ��2þC
4
cp

�� ��4þK
2
rcp

�� ��2� 	
dr (A9)

where A and C are phenomenological parameters (set so that
the ordered phase is stable) and K is the elastic constant. The
time dependence of the order parameter is further assumed to
be given by free energy relaxation

@tcp ¼ �
1

g
dF
dcp

¼ �1
g

Aþ C cp

�� ��2
 �
cp � 4K@z@�zcp

h i
(A10)

where g is a rotational viscosity.
Eqn (A10) can be substituted into eqn (A8) to yield an

expression that depends only on spatial derivatives of cp (terms
proportional to cp go to zero at the defect core). To handle
the spatial derivatives I use the fact that near the defect core
Sp B |z � zj| so that

cpðz; �zÞ � z� zj
�� �� z� zj

�z� �zj

� 
�1
2
eip

~ypðz;�zÞ (A11)

where the + (�) is used for a positive (negative) defect and ~yp is

the non-singular orientation field (i.e. the orientation field due
to all other defects). Substituting this into eqn (A8) yields
eqn (4) above:

vj ¼ �
4p2kjK

g
i@�z

~yp: (A12)

It is interesting to note that since the charges are �1/p the
dependence of p drops out of the velocity, predicting that
defects elastically interact at the same strength independent
of p. This is initially surprising, since the energy of a defected
configuration is smaller for larger p (the field rotates by less,
hence the overall gradient is smaller), so the rotation rate of the
relaxing p-atic phase should be smaller. However, for increas-
ing p, the required rotation to move a defect a given distance is
smaller, exactly accounting for the slower rotation rate.

B The Coulomb interaction and Weierstrass functions

Eqn (9) of the main text asserts that the velocity of defects that
interact as Coulomb charges in a periodic domain will be given
by Weierstrass z functions and an additional constant that
depends on the domain shape and size and the locations of
defects. I show this here for completeness.

The electric field of a point charge in two-dimensions may
be written in complex coordinates as

E ¼ Ex � iEy ¼
1

z� z0
(B1)

where z0 is the location of the point charge and I am using units
so that e/2pe0 = 1. In the periodic configuration described in the
main text, with half periods o1 and o2, the electric field will be
the superposition of all fields created by the periodic copies:

E ¼ 1

z� z0
þ
X
‘;ma0

1

z� z0 � 2o1‘� 2o2m
: (B2)

Compare this with the definition of the Weierstrass zeta
function:55

zðzÞ ¼ 1

z
þ
X
‘;ma0

1

z� O‘;m
þ 1

O‘;m
þ z

O‘;m
2

� 	
(B3)

where Oc,m = 2o1c + 2o2m. Thus, evidently, eqn (B2) may be
written as

E ¼ z z� z0ð Þ �
X
‘;ma0

1

O‘;m
þ z� z0

O‘;m
2

� 	
: (B4)

There is, however, an issue with eqn (B4): it is only quasi-
periodic. The quasi-periodicity is a result of the distribution of
fields for a periodic array of charges.53 A periodic function can
be constructed by adding terms proportional to z � z0 and
%z � %z0.53 The result is

Eðz; �zÞ ¼ z z� z0ð Þ � 2i

A
Z1 �o2 � Z2 �o1ð Þ z� z0ð Þ

� p
A

�z� �z0ð Þ �
X
‘;ma0

1

O‘;m

(B5)

where A is the area of the domain. One may worry that the field
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in eqn (B5) is no longer analytic, and hence does not obey
Maxwell’s equations for a single point charge. The resolution is
that the non-analytic part (proportional to %z) actually adds a
constant uniform density electric charge that balances the
point charge. This is consistent with the requirement of zero
net electric flux through the periodic boundaries, i.e. the total
charge on a torus must be zero.

Finally, to yield eqn (9) in the main text, I note that the
electric field produced by two charges of opposite sign is

E = z(z � z+) � z(z � z�) + f (Dz) (B6)

f ðDzÞ ¼ 2i

A
Z1 �o2 � Z2 �o1ð ÞDzþ p

A
D�z (B7)

which can be shown from eqn (B5). Since the charge is
balanced in this configuration, the resulting electric field is
analytic.

C Real-valued orientation configuration and defect velocity

The arguments in the main text using complex-valued func-
tions can be made using only real-valued functions. I derive the
resulting expressions here. Eqn (4) can be equivalently derived
for real-valued order parameters (see e.g. ref. 52). For p-atics it
takes the form

vj ¼
2p2kjK

g
@~yp
@y
;�@

~yp
@x

 !�����
xj ;yjð Þ

(C1)

where (xj,yj) is the location of the jth defect.
As in the main text, I will first assume that the interaction is

that of Coulomb charges, so that the orientation field should
satisfy

@yp
@y
¼
XN
i¼1

X
‘;m2Z

x� xi
þ � ‘Lx

x� xiþ � ‘Lxð Þ2þ y� yiþ �mLy

� �2
"

� x� xi
� � ‘Lx

x� xi� � ‘Lxð Þ2þ y� yi� �mLy

� �2
# (C2)

�@yp
@x
¼
XN
j¼1

X
‘;m2Z

y� yi
þ �mLy

x� xiþ � ‘Lxð Þ2þ y� yiþ �mLy

� �2
"

� y� yi
� �mLy

x� xi� � ‘Lxð Þ2þ y� yi� �mLy

� �2
# (C3)

where i indexes the defect pair and Z denotes the set of
integers. Here I have restricted the domain to be rectangular
for simplicity; the following can be easily generalized to arbi-
trary parallelogram domains.67 Eqn (C2) and (C3) can be
simplified by summing on one of the indices first using a
method from the computational electrostatics literature known
as Lekner summation.67–69 Summing on c and then integrating

the result gives

ypðx;yÞ

¼
XN
i¼1

�1
p

X
m2Z

Arctan coth
p
Ly

y� yi
þ þmLy

� �
tan

p
Lx

x� xi
þð Þ

� 	�(

�Arctan coth
p
Ly

y� yi
� þmLy

� �
tan

p
Lx

x� xi
�ð Þ

� 		
þ 2p

p

Dyix
LxLy

�
(C4)

where Dyi = yi
+ � yi

�.
Eqn (C4) is equivalent to eqn (10) in the main text and still

has the problem that it is only quasi-periodic. Indeed, it
satisfies

yp xþ ‘Lx; yþmLy

� �
� ypðx; yÞ

¼ 2p
p

XN
i

Dyi‘
Ly
þ Dxim

Lx

� 	
: (C5)

As with the complex-valued version, we only have to slightly
modify eqn (C4) to force periodicity: yp ! yp � ð2p=pÞ
1
�
LxLy

� �P
i

Dyixþ Dxiy½ �. The full expression for the orienta-

tion angle is

ypðx; yÞ

¼
XN
i¼1

�1
p

X
m2Z

Arctan coth
p
Ly

y� yi
þ þmLy

� �
tan

p
Lx

x� xi
þð Þ

� 	�(

�Arctan coth
p
Ly

y� yi
� þmLy

� �
tan

p
Lx

x� xi
�ð Þ

� 		

� 2p
p

Dxiy
LxLy

�
þ 2p

p

n1x

Lx
þ n2y

Ly

� 

þ y0

(C6)

where y0 is a global phase and the second to last term comes
from the invariance under rotations by 2p/p (n1 and n2 are
integers). Eqn (C6) is the real-valued equivalent of eqn (12) in
the main text (when o2/o1 = iLy/Lx). I note that there is another
equivalent expression if m is summed over in eqn (C2) and (C3):

ypðx; yÞ

¼
XN
i¼1

1

p

X
‘2Z

Arctan coth
p
Lx

x� xi
þ þ ‘Lxð Þ tan p

Ly
y� yi

þð Þ
� 	�(

�Arctan coth
p
Lx

x� xi
� þ ‘Lxð Þ tan p

Ly
y� yi

�ð Þ
� 		

� 2p
p

Dyix
LxLy

�
þ 2p

p

n1x

Lx
þ n2y

Ly

� 

þ y0:

(C7)

The velocity for a positive defect can be obtained by sub-
stituting either eqn (C6) or eqn (C7) into eqn (C1). Using
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eqn (C6),

vx;j
þ

¼ 2K

g

X
iajþ

X
m2Z

p
Ly
�

sin
2p
Lx

xj
þ�xi

þ� �
cos

2p
Lx

xjþ�xiþ
� �

� cosh
2p
Ly

yjþ�yiþþmLy

� �
2
664

8>><
>>:

þ
sin

2p
Lx

xj
þ�xi

�� �
cos

2p
Lx

xjþ�xi�
� �

� cosh
2p
Ly

yjþ�yi�þmLy

� �
3
775

þ2p
Ly

n2�
X
i

Dxi
Lx

" #)

(C8)

vy;j
þ

¼ 2K

g

X
iajþ

X
m2Z

p
Lx
�

sinh
2p
Ly

yj
þ�yi

þþmLy

� �
cos

2p
Lx

xjþ�xiþ
� �

� cosh
2p
Ly

yjþ�yiþþmLy

� �
2
664

8>><
>>:

þ
sinh

2p
Ly

yj
þ�yi

�þmLy

� �
cos

2p
Lx

xjþ�xi�
� �

� cosh
2p
Ly

yjþ�yi�þmLy

� �
3
775� 2p

Lx
n1

9>>=
>>;

(C9)

where vx,j
+ denotes the x component of the velocity of the ith

positive defect and the notation i a j+ indicates summation on all
defect positions that are not the ith positive defect. Eqn (C8) and
(C9) are the real-valued equivalents of eqn (8) in the main text.

Finally, even though eqn (C6)–(C9) include infinite sums,
they are actually quickly converging sums due to the hyperbolic
trigonometric functions. The infinite sums appearing in the
equations will converge to machine precision [error B
O(10�16)] after summing up to |m|, |c| = 5.69 I have provided
a simple MATLAB script which computes the orientation angle
yp(x,y) and the predicted velocities of defects given the posi-
tions of defects to facilitate future studies.70

D Computational details

Here I give details regarding the simulations described in the
main text and SI. The simulations solve the time evolution
equations for the nematic tensor order parameter Q = S[n̂ # n̂
� (1/2)I] where S is the local degree of order and n̂ is the
director. Q may be mapped to the complex order parameter by

S2e
2iy2 ¼

ffiffiffi
2
p

Q11 þ iQ12ð Þ, hence the procedure described here
may also be regarded as a simulation of the complex-valued
order parameter.

The free energy of a nematic configuration is given by the
Landau–de Gennes free energy:54

F ¼
ð

A

2
jQj2 þ C

4
jQj4 þ K

2
jrQj2

� 	
dr (D1)

and for all simulations I set K = 10�3, C = 4, and A = �1 which

sets the value of S in the ordered phase to S� ¼ 1
� ffiffiffi

2
p

. To
minimize the free energy for a given starting configuration, the
time dependence of Q is

@tQ ¼ �
1

g
dF
dQ
¼ �1

g
Aþ CjQj2
� �

Q� Kr2Q
� �

(D2)

where g is a rotational viscosity that is set to g = 1 for all
simulations.

Eqn (D2) is discretized in space on a square mesh of length
L = 1 with 20 004–29 041 vertices or an annular mesh with radii
r1 = 1 and r2 = 2 with 20 004 vertices using the MATLAB/C++
finite element package FELICITY.71 The time dependence is
solved using a backwards Euler method with time step Dt = 0.5
and a Newton–Raphson sub-routine to solve the resulting non-
linear equation. In the square domain, periodic boundary
conditions are used while in the annular domain Dirichlet
boundary conditions such that S = S* and yp = f (where f is
the azimuthal angle) are used on the inner and outer boundary.
Defect configurations are initialized using the periodic configu-
ration eqn (C6) with p = 2.
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