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Wave front propagation in the active
coagulation model

Matteo Paoluzzi

Spreading processes on top of active dynamics provide a novel theoretical framework for capturing

emerging collective behavior in living systems. I consider run-and-tumble dynamics coupled with

coagulation/decoagulation reactions that lead to an absorbing state phase transition. While the active

dynamics does not change the location of the transition point, the relaxation toward the stationary state

depends on motility parameters. Because of the competition between spreading dynamics and active

motion, the system can support long-living currents whose typical time scale is a nontrivial function of

motility and reaction rates. Because of this interplay between time-scales, the wave front propagation

qualitatively changes from traveling to diffusive waves. Moving beyond the mean-field regime, instability

at finite length scales regulates a crossover from periodic to diffusive modes. Finally, it is possible to

individuate different mechanisms of pattern formation on a large time scale, ranging from the Fisher–

Kolmogorov to the Kardar–Parisi–Zhang equation.

I. Introduction

In the biological world, most of the interactions do not have a
strong constraint for being symmetric. Examples include social
interactions,1 the synaptic dynamics in neural nets,2 and
biochemical reactions.3 Breaking symmetric interaction rules
is another way to fall out of equilibrium.4 Recent studies have
focused on non-symmetric interactions, particularly at the
mesoscopic level,5,6 in both numerical simulations and
coarse-graining theory,7 as well as minimal mixed spin models
with distinct interaction rules for different spin variables.8 The
present work instead focuses on the simplest scenario, familiar
in statistical physics: reaction rules that are inherently non-
symmetrical and typically lead to absorbing states, which break
detailed balance.3 A typical application of absorbing state
phase transitions is the population growth of a single species,
where, in the absorbing state, the population becomes extinct
while, in the mixed state, the balance between birth and
death processes fixes the typical population size. The birth/
date processes lead to non-linear equations that, once coupled
with the diffusion process, can support wave propagations.
Diffusion-driven (and thus noise-driven) wave propagation
plays a crucial role in many biological processes (see (ref. 9)
for details). The situation is much less clear if the population
rearranges itself because of active dynamics. This is a case of
practical interest: for instance, when two microbial bacterial
strains compete with each other, segregation patterns

emerge.10 More generally, in the case of chemical waves
that play an important role in developmental biology.11 This
scenario naturally connects to the broader question of how
spreading processes (e.g., Susceptible-Infected-Susceptible or
Susceptible-Infected-Removed dynamics9), are affected by
active dynamics. This is an emerging research field where the
key question is what collective behavior results from
the competition/cooperation of self-propelled motion and con-
tagious dynamics.12–24

Here, I consider a minimal population growth model, the so-
called coagulation model. The coagulation model describes a
single species undergoing coagulation and decoagulation reac-
tions, which change the number of particles. These reactions
introduce additional time scales that compete with those of the
active dynamics. Once we add self-propulsion, we can think of
the model as a model of self-propelled agents that annihilate at
a rate b and spontaneously duplicate at a rate m. I will focus
mostly on the mixed state, where the population size is set but
the ratio m/b. While other active matter models in which the
number of particles is not a conserved quantity have been
explored in connection with pattern formation,25,26 this work
focuses on how the competition of time scales produces
qualitative different regimes in the front wave propagation of
the active particle systems. This work shows that assuming
rapidly decaying currents is problematic when multiple time
scales are present. This is because long-living currents arise
from the density–current coupling, where the coagulation rate
is the coupling constant. When this coupling is not negligible,
the system requires increasingly longer times to reach a sta-
tionary state. This increased relaxation time is associated with
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damped traveling waves that do not always relax monotonically
to the stationary state.

II. Active coagulation model

To provide a general framework for studying the impact of
active motion on population dynamics, I employ the so-called
coagulation model that considers just two types of reaction
processes: a particle disappears with a density-dependent rate
~b(r) and appears at a constant rate m, where r represents the
number density of active particles. The reaction process that
makes particles disappear is called coagulation, and the reason
why its rate is density-dependent will be clear later. The other
reaction that allows particles to appear is called decoagulation.
On top of that, I consider active motion within the so-called
run-and-tumble dynamics. Without loss of generality, I will
focus on the one-dimensional case that is general enough to
capture the salient phenomenology of active matter. In run-
and-tumble dynamics, we have two species of particles: the
ones moving to the right and the ones moving to the left. I will
consider both species moving at constant velocity. Right-
moving particles invert their direction (in one spatial dimen-
sion, there is not enough space for a rotation of a finite angle)
at a rate a, usually called the tumbling rate. The same happens
for the left-moving ones. Adopting the standard notation for
run-and-tumble active particles in one spatial dimension, R �
R(x, t) and L � L(x, t) indicate the fraction of right-moving and
left-moving particles, respectively.27 The active motion is char-
acterized by the self-propulsion velocity v and the tumbling rate
a. In the limit v -N and a -N with fixed diffusion constant
DA = v2/a, the random walk reduces to the standard Brownian
motion. On top of the active motion, I consider a coagulation
process characterized by two parameters. In the following, b
indicates the reaction rate of the coagulation reaction (that is
now on a density-independent rate), and with m the rate of the
offspring production (decoagulation). The microscopic picture
is the following. If A indicates the presence of an active particle
in some point of space at a given time, and + indicates no
particles, within coagulation dynamics one has to consider two
elementary processes: the coagulation process that tends to
annihilate particles, i.e., a particle spontaneously disappears,
and the decoagulation process which introduces a new particle.
After adding self-propelled motion, the set of reactions is

A+ �!a;v A+; RT dynamics

AA !b A+; coagulation with rate b

A+ !m AA; decoagulation with rate m :

(1)

The set of reactions is shown in Fig. 2, which provides a
pictorial representation of a microscopic lattice–gas version of
the model under consideration. However, instead of consider-
ing the lattice-based picture, I will consider a suitable coarse-
grained version obtained by noticing that coagulation pro-
cesses are proportional to r2(x, t) while decoagulation is

proportional to r(x, t), with r(x, t) the density field.3 In the
case of run-and-tumble dynamics, on top of that, we have other
‘‘two species’’ of particles: the ones moving to the right and the
ones moving to the left. I will employ these three elementary
processes in the following fashion

_R ¼ �vR0 � a
2
ðR� LÞ � bRðRþ LÞ þ mR

_L ¼ vL0 þ a
2
ðR� LÞ � bLðRþ LÞ þ mL

(2)

once one introduces the current J(x, t) � J = v(R � L) and the
probability density r(x, t) � r = R + L, the equations of motion
for J and r are

_r ¼ �J 0 � @H
@r

(4)

:
J = �v2r0 � J[a + m � br] (5)

HðrÞ � �m
2
r2 þ b

3
r3: (6)

The quadratic term inH generates linear interactions that tend
to bring the system to extinction. Non-linear interactions with
coupling constant b are therefore essential for the existence of
stationary solutions with r a 0. The nonlinearities in (4)
generally render the dynamics analytically intractable. Fig. 1
depicts the typical behavior of H as the mass term m changes
from negative to positive values. Since m represents a rate,
negative values are physically meaningless, however, in the
spirit of critical phenomena where the mass tunes the distance
from the critical point, m should be understood in the same way
as distance from the critical point where the two fixed points of
the dynamics become a marginal point. In any case, from the
point of view of the coarse-grained model considered here, m
can take either positive or negative values.

It is worth recalling the picture without coagulation
dynamics, where the equations for r and J become

_r = �J0 (7)

:
J = �v2r0 � aJ. (8)

Fig. 1 Absorbing state phase transition. The function H (see (6)) develops
a minimum in r = 0 for m r 0 that changes to r = m/b a 0 for m 4 0.
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In this case, the dynamics of the system is governed by a
second-order differential equation that can be obtained simply
by computing €r = �:J0 so that

€r + a _r � v2r00 = 0. (9)

This telegrapher equation predicts wave propagation on short-
time scales that eventually diffuse.28 One can rationalize that
studying the limiting case a - N at fixed diffusive constant
DA � v2/a that reproduce the standard diffusive equation

_r = DAr00 (10)

while in the opposite limit a - 0 one gets the standard wave
equation

€r = v2r00, (11)

so that the model interpolates between a ballistic motion on
time scales t o a�1 and a diffusive regime for t 4 a�1. The
presence of an additional dynamical process, as in the case of
the coagulation dynamics considered here, introduces another
time scale that enters in competition with a�1. We also notice
that, if we look at solutions of (7) and (8) that do not depend on
space, i.e., mean-field like solutions r(x, t) = r(t) and J(x, t) = J(t),
one has _r = 0 and

:
J = �aJ, i.e., r and J decouple from each other,

the current decays on the time scale a�1 (J(t) = J(0)e�at and the
density is uniform r(t) = r(0) = const).

Well-mixed approximation

To understand what is the effect of an additional time scale, I
first study the mean-field picture that one obtains by neglecting
any spatial dependency of r and J so that r0 = J0 = 0. In this limit,
one can find the analytical solution of the dynamics that turns
out to be different from the standard RT dynamics where r(t) is
constant and J(t) does not depend on r(t) (see (7)). The equation
for r is the well-known logistic equation

_r ¼ mr 1� b
m
r

� �
(12)

with the analytical solution (with the initial condition r(0) = 1)

rðtÞ ¼ m
b� ðb� mÞe�mt: (13)

However, in contrast with a coagulation model in the mean-
field approximation, in this case, there is still the equation for
the current J(t) that has to be taken into account. For the
current J(t) one gets (with m 4 0)

:
J = �J(a + m � br) (14)

whose solution reads

JðtÞ ¼ Jð0Þe�
Ð t
0
dsðaþm�brðsÞÞ

; (15)

once one plugs (13) into (15) with initial condition J(0) = 1 it
follows

JðtÞ ¼ GðtÞ
Gð0Þe

�ðaþmÞt (16)

G(t) � b(1 � emt) � m. (17)

Fig. 3(a) and (b) report the typical behavior of r(t) and J(t).
Because of the persistent motion, one obtains non-trivial
dynamics of the current J that develops a peak before decaying
to zero (see Fig. 3(b)). In particular, the decay rate of the
current, that is a in the case of RT dynamics, increases to a +
m thanks to birth processes that produce at the same rate
left-handed and right-handed particles. However, the coagula-
tion process controlled by b tends to produce long-living
currents (because of the coupling brJ) that generate the
peak shown in Fig. 3(b). One can compute the time %t when J

Fig. 2 Active coagulation model. The active coagulation model involves
three key processes: a run-and-tumble dynamics characterized by a
tumbling rate a and self-propulsion velocity v, a coagulation process
governed by the reaction rate b, and a decoagulation process controlled
by the rate m. These processes are depicted in the top row as a lattice–gas
model. Moving to a coarse-grained description, active motion and decoa-
gulation contribute terms proportional to the density field r(x, t), while the
coagulation process introduces a nonlinear interaction term proportional
to r2(x, t).

Fig. 3 Mean-field approximation. (a) Time evolution of density r and current J for b = 0.1 (a = m = v = 1). The dashed lines indicate the stationary values.
(b) The current J develops a peak at %t for increasing values of b (here b = 4 and a = m = v = 1). (c) Contour plot %t(a, b). Below the dashed line %t = 0. (d) %t as a
function of b for a = 0.1, 1 (see legend). The dashed lines indicate the asymptotic values b - N.
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reaches its maximum value

t ¼ 1

m
log
ðaþ mÞðb� mÞ

ba
; (18)

with %t = 0 if b o a + m (this condition is obtained using the fact
that %t Z 0 in (18)). Fig. 3(c) reports the contour plot %t(a, b)
obtained through (18) with the color indicating the magnitude

of %t. From the equation for %t, one has lim
b!1

�t ¼ m�1 log 1þ m
a

� �
.

This asymptotic limit is shown in Fig. 3(d).
This happens although the stationary states are the same as

the coagulation model in the well-mixed approximation:

lim
t!1

rðtÞ � r1 ¼
m
b

(19)

lim
t!1

JðtÞ � J1 ¼ 0; (20)

as one can also check by setting
:
J = _r = 0 without solving the

dynamics. On the other hand, while J(t) depends on r(t), at the
mean-field level, r(t) remains independent of J(t). However, the
mean-field computation suggests that non-trivial dynamics
might be observed looking, for instance, at

Ð
dxrðx; tÞ. To test

the predictions of the mean-field theory, Fig. 4(a) reports the
numerical solution of the equations for r and J (here rðtÞ ¼Ð
dxrðx; tÞ and JðtÞ ¼

Ð
dxJðx; tÞ). The details on numerical

solutions of the equations for r and J are provided in the
Appendix A. As initial conditions, r(x, 0) is a Gaussian and J(x,
0) = 0. The numerical evolution of r and J is performed
considering periodic boundary conditions. The initial Gaussian
density profile evolves towards a uniform stationary state rN.
The current J, initially zero, is nonvanishing on intermediate
times and eventually zero in the stationary state. The phase
diagram has been obtained by varying m for different values of
the tumbling rate a (here b = 1 and v = 1). One observes
apparent deviations from the mean-field prediction at small m
as a decreases (and thus the active motion becomes more
important). Looking at the dynamics of r(t), one obtains that
at small a (panel (b) in Fig. 4) r(t) approaches its stationary
mean-field value very slowly. On the contrary, as a increases r(t)
quickly converges to rN. One can connect this behavior with
the fact that there is a characteristic time %t which maximizes the

current J. In other words, long-living currents slow down the
relaxation time of r(t) producing an apparent violation of the
mean-field prediction.

Linear stability analysis

From the previous section, it follows that the characteristic
time scale on which J decays depends on r because it is coupled
to J through the coupling constant b. This coupling, at the
mean-field level, produces excess in J that decays on a longer
time scale (larger than a�1). Numerical solutions of the actual
dynamics suggest that this effect impact also the dynamics of r
(that is transparent to J in the mean-field picture). I now explore
the spatiotemporal evolution of the spreading process com-
bined with active motion in finite dimensions through the
linear stability analysis of the stationary well-mixed configura-
tions against small perturbations. As a standard procedure, one
starts with

rðx; tÞ ¼ m
b
þ dr (21)

J(x, t) = dJ, (22)

the linearized dynamics for the perturbations (dr, dJ) reads

d _r = �dJ0�mdr (23)

d
:
J = �v2dr0 � dJ(a + m). (24)

Once one introduces f � ðdr; dJÞ; it is possible to rewrite in the
compact form

_f ¼ Af (25)

A � �m �@x
�v2@x �ðaþ mÞ

� �
: (26)

Looking at damped plane wave solutions f / expðsðkÞt� ikxÞ;
the dispersion relation s(k) controls the stability of the pertur-
bation. s(k) is the solution of the eigenvalues equation

det A� s1½ � ¼ 0 (27)

with eigenvalues

sðkÞ� ¼ �
mþ a
2
� m� a

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2vk

m� a

� �2
s

: (28)

The stability condition requires <sðkÞ4 0 and thus, for k - 0,
one obtains s+ = �a and s� = �m, so that the long-wavelength
perturbation is always damped ensuring that density fluctua-
tions are diffuse. However, for finite k values, s(k) can acquire
an imaginary part so that density fluctuations are dumped
oscillations that propagate as waves. This happens whenever

D � (m � a)2 � (2vk)2 o 0 (29)

and thus there is a critical wavelength kc given by

kc ¼
m� a
2v

(30)

that separates purely diffusive excitations for k o kc from

Fig. 4 Phase Diagram. (a) Stationary density rN as a function of m for
different values of a (increasing values from violet to yellow, see legend).
The dashed red line is the mean-field prediction. (b) Time evolution of r(t)
at a = 0.05 for different values of m (the ones shown in (a), with m increasing
from violet to yellow). (c) r(t) at a = 2 for the same m values shown in (b).
Dashed red lines represent the mean-field stationary values.
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dumped travelling waves for k 4 kc. From (30) it follows that
there is a limit where propagating waves dominate up to the
macroscopic scale. This happen for a - m so that kc - 0. On
the other hand, in the large tumbling rate limit a - N there
are only diffusive excitations. The linear stability analysis
produces the phase diagram shown in Fig. 5(a) that has been
obtained for m = b = v = 1. To test this prediction one can solve
numerically (4) and (5) (the initial condition is a small pertur-

bation of the uniform profile rðx; 0Þ ¼ m
b
þ d0 cos k0xð Þ with k0 =

2p and periodic boundary conditions), with the initial condi-
tion on the current J(x, 0) = 0 (with v = b = m = 1, a = 0.5, 15). In
the case a = 0.5, one has k0 4 kc(a) so that linear stability
predicts traveling waves. As one can see in Fig. 5(b), that shows
dr(x, t) � r(x, t) � m/b, the initial plane wave persists in the
system while, in the second case a = 15 (Fig. 5(c)), k0 o kc(a), the
initial wave dissipate fast into a uniform configuration without
oscillations.

Dynamics towards the stationary state

Although one cannot analytically solve the non-linear dynamics
in finite dimensions, it is possible to gain some insight into
limiting cases. First, I consider the large a limit. In this case,
there are two possibilities: if the ratio DA = v2/a is maintained
finite, i.e., the Brownian limit of the run-and-tumble walker, the
model reduces to reaction–diffusion in one spatial dimension.
This limiting case can be understood by setting (5) in the
following form

a�1:J = �DAr0 � J[1 + m/a � br/a] (31)

once the limit a-N is performed, one arrives at the following
constitutive relation for the current

J[r] = DAr0 (32)

once this expression of J is inserted into the equation for r, one
arrives at the Fisher–Kolmogorov equation (see for instance
(ref. 9))

_r ¼ DAr00 þ mr 1� b
m
r

� �
: (33)

Performing the same limit but at finite velocity v, the diffusivity
drops to zero, i.e., vr0/a - 0, and thus one ends with the well-
mixed case because J = 0 so that the dynamics reduces to (13).
In this situation, the spreading process drives the system to
uniform configurations rN = m/b so fast that active motion is
irrelevant. This is also the case of b - N with v finite. There is
another limit that is not trivial that I mention but I will not
discuss. The case is b - N and v - N. In this limit, one can
introduce a diffusion constant of the spreading process defined
as Ds � v2/b. Since b�1J - 0, the constitutive relation is J[r] =
Ds(log r)0 that inserted into (6) brings to the following non-
linear diffusion equation

_r ¼ �Dsðlog rÞ00 þ mr 1� b
m
r

� �
: (34)

In the opposite limit, one has b as a small parameter so that the
dynamics of r and J is the same as obtained within the linear
stability analysis.

The numerical integration of the equations for r and J is the
primary tool for making progress in intermediate regimes. As
suggested by linear stability analysis, one should appreciate
some crossover from a situation where the stationary state is
approached through dumped traveling waves to another situa-
tion where the wave front relaxes following a purely dissipative
dynamics. One can move between these two situations by
varying the tumbling rate a (keeping the other time scales
fixed).

Fig. 5 Linear stability. (a) Contour plot of D(a,k) for b = v = m = 1. The critical wave number kc(a) is the dashed blue line. For k 4 kc, before relaxing, a
perturbation propagates as a wave, for k o kc relaxes diffusively to the uniform configuration. (b) Wave-like perturbation for k = 2p and a = 0.5 (see the
black square in (a)). (c) Diffusive perturbation for k = 2p and a = 15 (see the red star in (a)). Different curves are taken at different times (time increases from
violet to yellow).

Soft Matter Paper

Pu
bl

is
he

d 
on

 0
9 

M
ay

 2
02

5.
 D

ow
nl

oa
de

d 
on

 7
/2

7/
20

25
 3

:0
9:

13
 A

M
. 

View Article Online

https://doi.org/10.1039/d5sm00129c


4538 |  Soft Matter, 2025, 21, 4533–4540 This journal is © The Royal Society of Chemistry 2025

To test the existence of these different scenarios, eqn (4) and
(5) have been solved numerically with a Gaussian profile for r(x,
0) as the initial condition (while J(x, 0) is set to zero). Fig. 6
reports the typical time evolution of the density field r(x, t) and
the current field J(x, t) for two values of tumbling rate (a = 0.5,
2). The reaction parameters are set m = 1 and b = 0.5 so that the
stationary state is mixed (rN 4 0). In the case a = 0.5, the initial
Gaussian profile propagates ballistically with a minimal
attenuation, this is also mirrored by the behavior of J(x, t) that
does not decay. On the contrary, as a increases the traveling
wave and currents tend to disappear rapidly. These long-living
currents can be interpreted as Fisher waves preventing the
system from quickly reaching a stationary uniform state.

Diffusive limit and pattern formation

In the case of time scales larger than the typical time scale of
relaxation of J(x, t), one can get rid of J and write a closed
equation for r(x, t). This is because once one imposes

:
J = 0, it

returns a constitutive relation J = J[r]. I refer to this situation as
the diffusive limit. The link between J and r is

J[r] = �D[r]r0 (35)

D½r� � v2

aþ m� br
: (36)

That brings us to the following diffusive equation

_r ¼ Dr0½ �
0
þmr 1� b

m
r

� �
: (37)

In this limit, there is a problem related to the behavior of
D[r] because it becomes negative for large enough b values. It is
well known that the changing of sign in the diffusion coeffi-
cient is a signal of pattern formation.9 Moreover, a negative

diffusion coefficient can be regularized by inserting surface
terms that are proportional to r4r (see, for instance, (ref. 17
and 25)). This is because the linear stability analysis of (37)
leads to a second-order equation for the wave-length k in
Fourier space that defines the dispersion relation s(k). A change
of sign of the diffusion coefficient indicates that s(k) changes
sign too, and thus an initially small perturbation undergoes an
uncontrolled growth. Once we consider the r4r term, this brings
a k4 contribution that in turn stabilizes the emerging patterns in
the region of the phase diagram where the diffusion coefficient is
negative. However, (37) has a much serious problem because D[r],
in changing its sign, diverges at a + m� br = 0 whose meaning has
to be understood. We notice that this divergency happens at a

critical density rc ¼
aþ m
b
¼ a

b
þ r1. We can get rid of the

divergence in the small b regime, i.e., assuming m and b both
small so that rN is kept fixed. This limit means assuming the
spreading process is so slow that variation in the local density due
to birth/death processes is so rare that the change in r due to
them causes a small fluctuation in J that quickly relaxes towards
J = 0.

If b is small enough, the diffusive limit is well-defined and
thus the diffusion constant is not diverging and remains
positive with D o DA. The dynamics is governed by an effective
Fisher–Kolmogorov equation whose typical time-evolution is
shown in Fig. 7.

Going back to (37), in the case of a perturbation dr around
the uniform stationary state rN = m/b (we consider m 4 0), the
dynamics of dr is controlled by

d _r = [Ddr0]0 � mdr. (38)

Again, this equation does not generally make sense unless one
considers a small b regime so that D[r] remains positive and
finite. In the small b limit, at the zero order in dr, D[dr] can be
replaced by D C D̃A, with D̃A renormalized by the spreading
process, i.e., D̃A � v2/(a + m), so that one ends with a diffusive
equation for the perturbation

d _r = D̃Ar00 � mdr. (39)

A more interesting situation can be obtained if one keeps the
first order in dr in the expression of D = D[r]. In particular,
considering small perturbation so that |dr| o 1, upon defining

~D � DA

1þ m
a

(40)

Fig. 6 Dynamics. The color map indicates the time evolution of the
density field r(x, t) from an initial Gaussian distribution centered in
L/2 (L = 1). Different panels display different values of the tumbling rate
a = 0.1,2 (panels (a) and (b), respectively). Panels (c) and (d) show the
intensity of the corresponding current fields |J(x, t)|. At small a value, the
system clearly support traveling damped waves that become more
and more damped as a increases.

Fig. 7 Diffusive Limit. (a) Relaxation of a Gaussian density profile towards
homogeneous configurations (time increases from violet to yellow). Panel
(b) reports the same profile as a color map r(x, t).
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~b � b
bþ a

(41)

for ~b o 1, one has D C D̃[1 + ~bdr] and thus

d _r = D[dr]dr00 + D̃~b(dr0)2 � mdr. (42)

Adding a noise term to this equation (representing the effect of
the fast degrees of freedom), brings us to

d _r = D[dr]dr00 + D̃~b(dr0)2 � mdr + Z (43)

with Z � Z(x, t), hZ(x, t)i = 0, and hZ(x, t)Z(y, s)i = 2Td(x � y)d(t � s)
(with T setting the strength of the noise). Considering fluctua-
tions due to the noise around the absorbing state critical point
m = 0, it follows that (43) is formally equivalent to Kardar–
Parisi–Zhang equation (KPZ) model29 (but with a non-linear
diffusion coefficient). This mapping suggests that pattern
formation at criticality should fall into the KPZ universality
class. It is interesting to note that the strength of the KPZ term
depends on the ratio m/a, and thus on both autonomous motion
and replication.

III. Conclusions and outlook

This work addresses a simple one-dimensional continuum
model that combines two non-equilibrium phenomena:
active dynamics and absorbing state phase transitions.
Wave-front propagation in biological systems is a typical
example of the application of the model introduced here.
The continuum model consists of a gas of run-and-tumble
particles that interacts via a reaction process. This process
annihilates particles at a rate b and produces new particles at
a rate m. Although the presence of active motion does not
change the stationary properties of the system, the dynamics
towards the absorbing or mixed state qualitatively changes
with a from a situation where the system fast relaxes because
of diffusive modes, to another situation, for small a, where
the system can support propagating waves. Consequently,
the relaxation time towards the stationary state strongly
depends on the interplay of active motion with the spreading
process. It is possible to rationalize this interplay already at
level of a men-field approximation where r(t) does not vary in
space. In mean-field, while r(t) follows the standard logistic
evolution, the current J(t) does not decay monotonously
because of its coupling with r(t): interaction that is generated
by the coagulation dynamics. In particular, J(t) admits a local
maximum for large b. This prediction agrees with the beha-
vior of integrated quantities such as AðtÞ ¼

Ð
dxAðx; tÞ; with

A = r, J. These quantities were computed numerically beyond
the mean-field regime by solving the full dynamics. Spatial
heterogeneities couple currents and density, causing r(t) to
relax very slowly to rN at small a. This dynamical slowing
down is distinct from the usual critical slowing down typical
of critical phenomena, having a genuinely non-equilibrium
origin. The density–current coupling generates damped
waves that can propagate up to macroscopic scales or rapidly

diffuse, depending on the interplay between the spreading
process and active motion.

Considering the system’s dynamics on time scales where
the current is stationary (i.e., J = 0), I also demonstrated
that, in general, it is not safe to consider the diffusive limit
of the model due to the competition between the spreading
dynamics and active motion. This is manifested by a
pathological diffusive limit that leads to diverging and even-
tually a negative diffusion constant. On phenomenological
grounds, the negative diffusion constant in the diffusive conti-
nuum model indicates pattern formation and can be cured by
introducing appropriate surface tension terms. The model admits a
well-defined diffusive limit in the small b limit, with fluctuation
dynamics governed by a KPZ-like equation.

The independence of the stationary state from non-
equilibrium active dynamics may be a model-dependent feature
of the continuum description considered here. Like its equili-
brium counterpart, the active coagulation model belongs to the
directed percolation universality class. Future work should
investigate the effects of activity near the critical point, using
both lattice models and continuum descriptions, to determine
whether activity alters the morphology of pattern formation.
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All the data are included as figures in the manuscript.
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Appendix
A Numerical solution of the dynamics

The equations for r and J given by (4) have been solved
numerically using the Euler scheme for the time integration.
The numerical implementation consists in mesh the space in
Ngrid space interval of size Dx = 1/Ngrid (with periodic boundary
conditions) and the time in Nt intervals of size Dt. The value of
the fields on the lattice point i = 1, . . ., Ngrid at time t + dt are
updated as follows

ri
t+dt = ri

t + fi
rDt (A1)

fi
r � �rJt

i + ri
t(m � bri

t) (A2)

Ji
t+dt = Ji

t + fi
JDt (A3)

fi
J � �v2rri � Ji

t(a + m � bri
t) (A4)

where the gradients rgi of a generic function gi defined
on the mesh have been computed using the central finite
difference method

rgi �
giþ1 � gi�1

2Dx
: (A5)

The initial condition is a Gaussian profile for r(x, 0) with
zero current J(x, 0) = 0. The time spacing is fixed by the
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Courant–Friedrichs–Lewy condition Dt � 1

2

Dx2

Da
; with Da � v2/a.

In the case of (A1) Dt ¼ 1

2

D2

Da
with Ngrid = 400, and Nt = 107. The

dynamics in the diffusive limit (37) has been solved in the

same way

ri
t+dt = ri

t + hi
rDt (A6)

hir � r Dirti

 �

þ ri m� brti
� 

(A7)

Di �
v2

aþ m� brti
rrti (A8)

with Ngrid = 200, Nt = 2 � 106, and Dt ¼ 1

10

Dx2

Da
.
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24 P. Forgács, A. Libál, C. Reichhardt, N. Hengartner and

C. J. Reichhardt, Commun. Phys., 2023, 6, 294.
25 M. E. Cates, D. Marenduzzo, I. Pagonabarraga and

J. Tailleur, Proc. Natl. Acad. Sci. U. S. A., 2010, 107,
11715–11720.

26 A. Curatolo, N. Zhou, Y. Zhao, C. Liu, A. Daerr, J. Tailleur
and J. Huang, Nat. Phys., 2020, 16, 1152–1157.

27 M. J. Schnitzer, Phys. Rev. E: Stat. Phys., Plasmas, Fluids,
Relat. Interdiscip. Top., 1993, 48, 2553–2568.

28 M. Kac, Rocky Mt. J. Math., 1974, 4, 497–509.
29 M. Kardar, G. Parisi and Y.-C. Zhang, Phys. Rev. Lett., 1986,

56, 889–892.

Paper Soft Matter

Pu
bl

is
he

d 
on

 0
9 

M
ay

 2
02

5.
 D

ow
nl

oa
de

d 
on

 7
/2

7/
20

25
 3

:0
9:

13
 A

M
. 

View Article Online

https://doi.org/10.1039/d5sm00129c



