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Cholesteric liquid crystal roughness models: from
statistical characterization to inverse engineering†

Ziheng Wang, Phillip Servio and Alejandro D. Rey *

The surface geometry, particularly the curvature and roughness, play crucial roles in the functionalities

of bio-compatible cholesteric liquid crystal (CLC) substrates. For example, experiments show increased

alignment of hBMSCs (human bone-marrow-derived stromal cells) with larger curvature on a cylindrical

manifold [Callens et al., Biomaterials, 2020, 232, 119739]. Previous studies on cholesteric liquid crystal

surfaces have primarily focused on an elastic approach, which does not fully capture the anisotropic

nature and multiscale wrinkling profiles. The objective of this research is to characterize the surface

geometry of CLCs based on a generalized anisotropic anchoring model (the Rapini–Papoular model).

In this paper, we propose both analytic approximations and direct numerical solutions for surface wrink-

ling, curvature profiles, and surface roughness characterization. We also explore the important limits of

the Rapini–Papoular model, including lower bounds for the kurtosis and Willmore energy. The inverse

problem offers an alternative approach to measuring the anchoring coefficients, which are difficult to

determine experimentally. These findings suggest that surface anchoring is the key determinant of multi-

scale surface wrinkling patterns. This paper sheds light on the applications and functionalities of surface

wrinkling patterns in liquid crystals and their solid analogues. Furthermore, this research incorporates a

novel coordinate-free differential geometric approach and provides a general framework for studying

dynamic properties and surface evolution.

1 Introduction

Synthetic and biological liquid crystals (LCs) are partially
ordered materials formed by anisotropic components such as
rod-like molecules, fibrils, and filaments which exhibit aniso-
tropic viscoelastic properties.1–3 Being partially ordered in
terms of position and orientation, LCs exhibit both solid (such
as anisotropy) and liquid (such as fluidity) characteristics. The
macroscopic orientation is denoted by a unit vector or director
n(x) of cholesteric liquid crystals (CLCs) show chirality, which
is characterized by the helix pitch P0, that satisfies n(x + P0) =
n(x), that is, the spatial distance for a 2p rotation of the director
field is P0.4–6 The chiral architecture is ubiquitous in biological
materials,7–11 and was systematically studied by Bouligand.
Synthetic and biological cholesteric liquid crystal analogues
(CLCAs) are solids with the frozen-in structure of CLCs result-
ing from various solidification processes.12–17 As mentioned in
more detail, below in this paper, we model and study surface
roughness in CLCs for potential biomimetic functional surface
applications while CLCAs and related nature’s surfaces are the

source of biological inspiration as well as geometric data for
surface roughness.

Some examples of biological CLCAs are the chitin fibres of the
shimmering beetles’ exoskeleton,18–20 cellulosics of biological
plywoods19,21,22 and collagens of human compact bones.19,23,24

Other important examples of CLCs and CLCAs analogues are DNA
both in vivo and in vitro,10,25 viruses,26 spider silk,27,28 fibroblasts
and osteoblasts.29,30

Fig. 1 summarizes the main objectives, key phenomena and
modelling methods used in this paper. The middle schematic
of Fig. 1 shows the surface wrinkling of flower petals, where the
cellulosics form a Bouligand structure that is a source of inspira-
tion and data for our surface geometry model for cholesteric liquid
crystals. The surface morphology of these materials includes
creasing, folding, ridges and wrinkling.31–36 For example, surface
creasing can be found in swelling induced hydrogels37,38 and
others.39–41 In biological membrane systems such as the Golgi
apparatus,42 mitochondrion membranes43,44 and cortical
tissues,45–47 surface folding and curvature distribution are key
factors affecting biochemical functionalities.48 In this paper, we
study the multiscale wrinkling profile driven by CLC surface
anchoring. The two unique characteristics of multiscale CLC sur-
face are: (1) the helix pitch P0 is in the scale of few micrometers,
while the surface wrinkling is in the scale of nanometres.22,49–52

(2) The surface profile is periodic and tends to form egg-carton
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Montréal, Québec H3A 2B2, Canada. E-mail: alejandro.rey@mcgill.ca

† Electronic supplementary information (ESI) available. See DOI: https://doi.org/

10.1039/d5sm00121h

Received 4th February 2025,
Accepted 10th May 2025

DOI: 10.1039/d5sm00121h

rsc.li/soft-matter-journal

Soft Matter

PAPER

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
M

ay
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

1/
1/

20
25

 2
:4

2:
59

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue

https://orcid.org/0000-0002-5324-8742
https://orcid.org/0000-0001-8697-0400
https://orcid.org/0000-0002-0440-8762
http://crossmark.crossref.org/dialog/?doi=10.1039/d5sm00121h&domain=pdf&date_stamp=2025-05-15
https://doi.org/10.1039/d5sm00121h
https://doi.org/10.1039/d5sm00121h
https://rsc.li/soft-matter-journal
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5sm00121h
https://pubs.rsc.org/en/journals/journal/SM
https://pubs.rsc.org/en/journals/journal/SM?issueid=SM021022


4518 |  Soft Matter, 2025, 21, 4517–4532 This journal is © The Royal Society of Chemistry 2025

patterns.52–56 The two observations imply that the cause of the
periodic nanowrinkling profile is not driven by elasticity, since an
elastic model does not result in multiscale wrinkling patterns,57,58

and it cannot explain the P0-dependent periodicity. To answer
those questions, we developed a theoretical framework, shown in
Fig. 1 on the left column. Our previous works explain and validate
that surface anchoring is the cause of CLC multiscale wrinkling
patterns.22,49,50,53–55,59–63 Cheong et al. applied Cahn–Hoffman
capillary vector approach to study LC fibre instability,64–68 which
is further generalized and combined with an elastic model to study
the elastic CLC membrane wrinkling.22,49,50 Wang et al. studied
the 3D structure of the Bouligand structure and successfully
obtained egg-carton surfaces.53–55 These previous works we based
on low order contributions to the anchoring energies, while the
effect of higher order contributions to anisotropic surface energy is
the key focus of this paper.

The right schematic of Fig. 1 shows the domain of surface
roughness (or smoothness) for hard material surfaces such as
metallic. The surface roughness of hard surface plays an important
role in engineering and manufacturing. For example, surface
roughness is widely studied to investigate its influence in fluid
mechanics,70–72 electrical properties,73,74 optical properties,75,76

wettability,77,78 friction and adhesion,79,80 heat distribution,81

interfacial corrosion,82,83 and physiochemical process.84,85

However, similar theoretical and/or experimental studies in soft
surfaces are not well established, despite the fact that soft surface
roughness are critical to its multifunctionality. For example, the
roughness of an endoplasmic reticulum determines different tasks
in biology. A smooth endoplasmic reticulum synthesizes lipids
and phospholipids,86,87 while a rough endoplasmic reticulum is a

factory for secreted proteins.88,89 Traditional approaches to
studying hard surface roughness rely on statistics, because the
hard surfaces are in general non-analytic and we cannot take
mathematical derivatives on the surface. The most useful surface
roughness tools include parametric methods and functional
methods. Parametric methods calculate higher-order moments
of the surface profile, where the second-order (root mean square,
Sq), third-order (skewness, Rsk) and fourth-order (kurtosis, Rku)
moments measure the deviation, asymmetry, and tailedness of
surface profile distribution, respectively. Functional methods
include autocorrelation function and power spectral density,
which are important features of a periodic surface.84 In this
paper, besides adapting traditional approaches from hard surface
roughness methods, we also propose a new curvature-based
method to support the surface roughness theory for anisotropic
soft matter. An advantage of soft surface is that the curvature can
be an indicator for surface roughness. We demonstrate that the
curvature-based method is equivalent to the membrane geometric
energy (such as Willmore energy,90–92 Helfrich energy93–95) and has
been widely studied in the theory of geometric flows.96,97 Other
methods such as fractal methods can be used to study the self-
similar structure in a nested network, with the advantage of
analyzing scale-independent hierarchical structures.98–100

In partial summary, the left schematic of Fig. 1 summarizes
the physics, theory and computational platform for CLC sur-
faces, while the right column demonstrates the surface rough-
ness characterization methods widely used for hard surfaces
that, as we show here, can be tailored to soft surfaces such as
those CLCs. In Sections 3.1 and 3.2 of this paper, we discuss the
forward engineering problem by applying the LC surface theory
and shape equations we developed in previous papers,22,55,101

to predict and characterize the surface roughness of LC sur-
faces. In Section 3.3, we study the inverse surface roughness
problem, by using the data from biological surface roughness
to reconstruct the LC surface physics (determination of anchor-
ing coefficients).

This inverse problem (Section 3.3) is of great significance to
LC material property characterization, because the data of
surface roughness is usually much easier to obtain than actual
LC anchoring coefficients. For example, methods of measuring
surface profile are usually direct methods. Traditional methods
include mechanical stylus method,102 light sectioning method,103

scattering method,104,105 scanning electron microscopy,106,107

scanning probe microscopy,108,109 machine vision method such
as Fourier transform110 or wavelet transform111 etc. The measure-
ment of anchoring coefficient m2, however, is through indirect
method which involves calculating a deviation orientation
angle.112,113 Most experimental approaches require the evaluation
of a certain twist or deviation angle f, or even higher-order
derivatives of f. For example, m2 can be calculated by measuring
the threshold voltage of Fréedericksz transition Vth, the Franck
constants Ki (i = 1, 2, 3, 24), and the dielectric susceptibility

anisotropy Dw such that m2 ¼
1

f
d

dx
f Vth;Ki;Dwð Þ. m2 can also be

evaluated with a rubbed nano-sized groove surface such that m2 =
f (f, Ki),

114 or with a spectroscopic ellipsometry approach by

Fig. 1 Graphical summary of the goals, key phenomena and modelling
methods of this paper. The blue arrows connect theoretical development of
CLC surfaces (physics), and pink arrows connect surface roughness devel-
opment (experimental data). Centre schematic: this paper is motivated by
bio-inspired multiscale wrinkling patterns observed in nature, as in flower
petals. Left schematic: we develop a generalized cholesteric liquid crystal
shape equation to predict surface roughness and wrinkling as in nature (left
upper arrow). We briefly summarize our previous work in Sections 2.1 and
2.2. In these sections, the anisotropic material surface properties of interest
are the anchoring coefficients. Right schematic: in this paper we generalize
the traditional study and characterization of metal surfaces roughness as
inspired by nature (right middle arrow) to describe LCs, considering that CLC
surfaces are soft. The quantities of interest in this section are roughness
parameters. We study the forward (prediction) problem in Sections 3.1 and
3.2. In the forward problem, we apply the method we developed in previous
literature22,49,50,53–55,59–63 to study the surface roughness. In Section 3.3, we
study the inverse problem by solving the physics from measured biological
surface roughness parameters. The middle figure is reproduced from ref. 69
with permission from Royal Society of Chemistry (2017).
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solving a PDE dependent on m2, f,
df
dx

and
d2f
dx2

.115 The calculation

of the deviation angle f is usually hypersensitive to noise since it
is based on derivatives. On the other hand, the measurement of
surface roughness parameters involves taking integrals and is
therefore less affected by noise. For example, if the measured
surface is disturbed by dW, where W is the noise following a
standard normal distribution W �Nð0; 1Þð Þ and d is a small
amplitude. We can show that the expected value of the root mean
square deviates from the model by E Sqmeasurement½ � � Sqmodel ¼ d2.
It demonstrates that the higher moment methods discussed in
this paper are barely affected by the random noise. Another
advantage of the new method is that traditional approaches of
measuring the anchoring coefficient only give the value of low-
order components m2 (see Section 2) while the inverse problem
engineering can provide the values of higher-order contributions
ri (see Section 3.3) simply by taking higher-order moments.

In summary, the objectives of this paper are as follows:
1. To formulate the generalized governing liquid crystal

shape equations that describes the complex surface wrinkling
patterns of CLCs, observed in nature;

2. To formulate, execute and validate numerical calculations
and generalize high fidelity analytic solutions to the governing
nonlinear shape equations that predict multiscale, complex
surface roughness in CLCs, as observed in nature;

3. To predict key surface geometry characteristics such as
standard (mean, Gaussian) and novel (Casorati, geometric shape
index) curvatures and surface roughness statistics (kurtosis,
skewness, correlations) of CLCs using biological surface geome-
try in-put data, including plant leaves and fish skin;

4. To develop and solve the inverse engineering problem in
LC surface roughness and use validated results to predict all
anchoring coefficients of CLCs that define the surface free
energy.

The outline of this paper is as follows. In Section 2.1, we
derive the governing shape equation, where the surface profile
h is described by a nonlinear partial differential equation.
In Section 2.2, we linearize the nonlinear shape equation PDE
under a small-wrinkling assumption and solve the PDE with a
spectral method. In Section 2.3, we introduce the concepts and
definitions of the surface roughness parameters that will be
discussed in Section 3; the concepts are summarized in Table 2.
The results will be characterized and discussed in Section 3.
In Section 3.1, we study the direct numerical solution of
the nonlinear shape equation PDE and conclude that small-
wrinkling approximation is of high fidelity. In Section 3.2, we
study the surface curvatures (Section 3.2.1), higher-order
moments (Section 3.2.2), and autocorrelation function (Section
3.2.3), which are obtained from the second derivative, the surface
integral, and the self-convolution of the surface profile, respec-
tively. In Section 3.3, we study the inverse engineering problem,
and propose an application to find anchoring material properties.
The main results, their novelty and significance and the contribu-
tions to surface roughness in cholesteric liquid crystals and
anisotropic soft matter are presented in the Conclusions. All
mathematical details are presented in the ESI.†

The scope of this paper is restricted to an equilibrium
cholesteric liquid crystal surface described by an orientation vector
or director field. Higher-order tensor models,116–119 time-
dependent phenomena,120–124 dissipation,125 dynamics,126–132 tan-
gential forces and flows,133–139 and bulk-surface couplings,101,140

are not included here and are left to future work. Below we use
interchangeably biological and nature’s surfaces.

2 Methods

In Section 2.1 we introduce the generalized governing shape
equation for CLCs that includes higher-order harmonics to the
anisotropic surface energy and extends our previously formu-
lated liquid crystal shape equations.55,59,60 In Section 2.2 we
obtain a very useful approximate analytical solution to the
generalized nonlinear liquid crystal shape equation to predict
surface shapes under small amplitude conditions. The analy-
tical solution is crucial to validate our computational methods
and to shed light on shape-generating mechanisms.

2.1 Generalized governing liquid crystal shape equations

The anisotropic surface energy density g of a cholesteric liquid
crystal is the sum of an isotropic surface tension g0 and
anisotropic contributions. The surface energy density g is
calculated by the generalized Rapini–Papoular model of a
polynomial with order 2m:53,55,59,60,63

g ¼ g0 þ
Xm
i¼1

m2iðn � kÞ2i (1)

where m2i (i = 1,. . ., m) are the anchoring coefficients. n is the
liquid crystal director field, and k is the surface unit normal.
Eqn (1) demonstrates two reflection symmetries: n - �n and
k - �k. The first symmetry implies that the director n is
indistinguishable from �n, and n is considered as a line field
which forms the real projective plane RP2. The second sym-
metry implies that the surface energy density is invariant to
different conventions of surface unit normal. However, we pay
attention to the direction of k, since k and �k alter the sign of
curvature definitions. The details concerning this issue have
been previously discussed in literature.62 In our previous work
on nanowrinkling of cholesteric surfaces we study cases with
m = 1, 2.22,49,53,55,60 The anchoring coefficients of eqn (1) are
restricted by g 4 0 under all circumstances, and the details are
given in Section S2 of ESI.†

The Cahn–Hoffman capillary vector n is a useful tool in
studying direction-dependent materials since it incorporates
interfacial anisotropy into the model.141–143 The decomposition
of Cahn–Hoffman capillary vector n results in a tangential
component n8 and a normal component n>.66,144 The details
of Cahn–Hoffman capillary vector approach are included in
Section S1 of ESI.†

nðn; kÞ ¼ n? þ nk ¼ gkþ IðsÞ �
@g
@k

(2)

where I(s) is the surface unit dyadic: I(s) = I � kk. The surface
divergence of the capillary vector is the negative value of the
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total capillary pressure pc = �r(s)�n; r(s) = I(s)�r. The expansion
of the surface divergence of n contains three capillary pressures:

�rðsÞ � n ¼ �
@n?
@k

: rðsÞk
� �T

|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
Dilation pressure

�
@nk
@n

: rðsÞn
� �T

|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
Director pressure

�
@nk
@k

: rðsÞk
� �T

|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
Rotation pressure

(3)

The three principal capillary pressures in eqn (3) explains
the mechanism of anchoring-driven surface wrinkling
phenomenon.22,49,50,64,67 A point p at its neighbourhood Dp

demonstrates three non-vanishing effects: an area dilation of
Dp (dilation pressure), a director n effect (director pressure) and
a k-rotation (rotation pressure) effect. The expansions of princi-
pal capillary pressures in the generalized Rapini-Rapoular model
are (mathematical details are given in Section S1 of ESI†)

Dilation pressure = 2Hg (4)

Director pressure ¼ �
Xm
j¼1

2jm2jðn � kÞ2j�2

� ð2j � 1Þkn:rðsÞnþ ðn � kÞtr rðsÞn
� �� �

(5)

Rotation pressure ¼ �
Xm
j¼1

2jm2jðn � kÞ2j�2

� ð2j � 1Þnn:rðsÞkþ 2ðn � kÞ2H
� � (6)

Here, H is the mean curvature. We denote dimensionless anchoring
coefficients by e2j = m2j/g0 ( j = 1,. . ., m). The dimensionless spatial
parameters are scaled by the cholesteric pitch P0. For example, x* =
x/P0 and r* = P0r. The three capillary pressures add to zero for an
open surface at equilibrium55,60 and define the ‘‘easy shape’’
geometry of a LC surface.119 The governing equation is a second-
order nonlinear partial differential equation (PDE)

0 ¼ � 2H� 1þ
Xm
j¼1

e2jðn � kÞ2j
 !

þ
Xm
j¼1

2je2jðn � kÞ2j�2 ð2j � 1Þkn:r�ðsÞnþ ðn � kÞtr r�ðsÞn
� �� �

þ
Xm
j¼1

2je2jðn � kÞ2j�2 ð2j � 1Þnn:r�ðsÞkþ 2ðn � kÞ2H�
� �

(7)

A flat surface (k is a constant vector) is not a solution to eqn (7).
Therefore, an anchoring-driven cholesteric liquid crystal surface has
the tendency to wrinkle (creating nonvanishingr(s)k to compensate
n and r(s)n effect). We study the surface wrinkling profile of chiral
liquid crystals and impose a periodic boundary condition at x* = 0
and x* = 1, as well as at y* = 0 and y* = 1. The director field used here
takes a spherical coordinate parametrization:55

n ¼

sin ax� cos by�

sin by�

cos ax� cos by�

2
6664

3
7775 (8)

Without introducing asymmetry into x* and y*, assuming that
a = b = 2p, n represents the director field of a double periodic
cholesteric liquid crystal. In this manuscript, we expect to observe
quantities with at least one periodicity due to the special director field.
Other director fields and their effects were studied in ref. 55. Eqn (8) is
chosen as a representative director field with sufficient geometric
richness, and within the scope and objectives of this paper.

2.2 Linear model of surface wrinkling

Observations show that surface wrinkling in nature is usually in
the scale of nanometres, while the helix pitch is in the range of
micrometers,22,49–52 indicating the presence of a small para-
meter in the shape eqn (7). Hence under a small wrinkling
approximation (|e2j| { 1), the shape eqn (7) can be linearized.
The simplified eqn (7) is solvable by the spectral method, which
gives the solution as a linear combination of distinct cos 2pox*x*
cos 2poy*y* fundamental wrinkling modes. We denote those
wrinkling modes as hox*, oy*i for simplicity in this paper and
in the ESI.† The linear solution under the Monge parametriza-
tion h* = h*(x*, y*) can be written as (mathematical details are
included in Sections S3 and S4 of ESI†):

h�l ¼ �
e2
p
wT
x�

Xm
j¼1

jrj�1Q2j

 !
wy� � cm (9)

where rj = e2( j+1)/e2 (define r0 = 1) represent the dimensionless
ratios of the anchoring coefficient e2( j+1) and the second order
anchoring coefficient. cm is an integration constant and shifts h�l
to a surface profile of zero mean. wx* and wy* are the wrinkling
vectors along the coordinates x* and y* coordinates:

wx� ¼

cos 0

cosx�

. . .

cosð2m� 1Þx�

cos 2mx�

2
66666666664

3
77777777775
2mþ1

; wy� ¼

cos 0

cos y�

. . .

cosð2m� 1Þy�

cos 2my�

2
66666666664

3
77777777775
2mþ1

(10)

The Q2j-matrix in eqn (9) contains (2j + 1) � (2j + 1) entries and
its (a, b)-element represents a wrinkling mode of ha � 1, b � 1i.
Q-Matrices are constant sparse matrices, for example,

Q2¼

0 0 0

0 0 1=5

1=8 0 1=16

2
6664

3
7775; Q4¼

0 0 0 0 0

0 0 3=40 0 3=136

3=64 0 1=32 0 1=320

0 0 1=104 0 1=200

3=256 0 1=80 0 1=512

2
66666666664

3
77777777775

The calculation details and numerical methods of Q-matrices are
given in the ESI.†

Eqn (7) shows a translational symmetry h* - h* + c, and as
above-mentioned the constant c is chosen such that the average
mean value of h* profile is zero, which furthers simplifies the
calculation of the surface roughness discussed in Section 3.
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In conclusion, the linear solution h�l can be compactly
rewritten as:

h�l ¼ �e2
p

� �
|fflfflffl{zfflfflffl}
amplitude

wT
x� C r1; r2; . . .ð Þ|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

morphology matrix

wy� � cmðCÞ|fflffl{zfflffl}
average mean shift

(11)

where the morphology matrix C ¼
P

jrj�1Q2j is the summation of

the weighted Q-matrices and is only dependent to the anchoring
ratios rj. In eqn (11), the amplitude is only dependent to the second
order anchoring coefficient e2; the average mean shift is a constant
determined by the morphology matrix C; the morphology of the
wrinkling profile is controlled by the anchoring coefficient ratios
r1, r2, . . . Fig. 2(a) shows a representative visualization of constant
Q-matrices (see ESI†). Each element in the matrix represents a
distinct wrinkling mode. Fig. 2(b) is the wrinkling mode h1, 2i,
which corresponds to the second row and third column (dark red)
of each Q-matrix.

All elements in a Q-matrix are non-negative, hence Q-

matrices can be normalized by Q� ¼ Q

,P
i;j

Qij such that each

element represents the weight of the total elements. In Fig. 2(a),
the dominating three principal wrinkling modes for each
matrix are (1) biaxial wrinkling h1, 2i, shown in dark red colour;
(2) equibiaxial wrinkling h2, 2i, shown in green-cyan colour and
(3) uniaxial wrinkling h2, 0i, shown in yellow colour. The other
wrinkling modes, corresponding to higher order harmonic
waves, contribute much less than the three principal modes.
This pattern remains the same from Q�2 to Q�8. The linear
combination of Q�2j with coefficient of rj�1 (which is C-matrix)

shows an anchoring ratio-independent feature of three dom-
inating wrinkling modes: h1, 2i, h2, 2i, and h2, 0i.

In this paper, we study the 6th-order Rapini-Rapoular model
numerically and expand the results to a generalized 2mth-order
model. In a 6th-order anchoring mode, the characteristic lines
in the parametric space (r1, r2) are shown in Fig. 3. These
characteristic lines, and the vanishing modes are summarized

in Table 1. r1 and r2 are constrained by e2 since a thermody-
namic stability requires g* 4 0. The details are discussed in
Section S2 of ESI.†

The wrinkling modes hox*, oy*i can be categorized into three
groups: (1) uniaxial wrinkling (if ox*oy* = 0); (2) equibiaxial
wrinkling (if ox*oy* a 0 and ox* = oy*); or (3) biaxial wrinkling
(if ox*oy* a 0 and ox* a oy*). A pure uniaxial wrinkling mode
represents a developable surface where Gaussian curvature
vanishes everywhere. A pure equibiaxial wrinkling mode repre-
sents an ideal egg-carton surface, where x* and y*-axes are
symmetric. In nature, most surfaces are biaxial. In Table 1, if
r2 = �(4/5)r1, the uniaxial mode h4, 0i and biaxial mode h1, 4i
vanish, and the surface is a linear combination of 19 different
wrinkling modes (see Section S4 of ESI†).

2.3 Surface roughness characterization

In this section, we present and discuss the definitions for all
the surface roughness characterizations and parameters stu-
died in this paper and summarize them into Table 2. In the
following, we categorize the surface roughness into three
methods: (1) curvature; (2) higher-order moments; (3) autocor-
relation. Results using the three methods will be discussed in
Sections 3.2.1, 3.2.2 and 3.2.3 respectively.

Next we discuss the definitions and nomenclature intro-
duced in Table 2.

1. The surface curvatures are defined by the components of
curvature tensor B ¼ �r�ðsÞk. The usual curvatures are mean

Fig. 2 (a) Visualization of Q*-matrix where the colour represents the
weight of each wrinkling modes in a Q-matrix. The dash line encircles
the location of previous Q*-matrix. The index (i, j) of each Q*-matrix
corresponds to a unique wrinkling mode with ox* = (i � 1) and oy* = ( j � 1).
For example, the (2, 3) component of each Q*-matrix represents a
wrinkling mode cos 2p(2 � 1)x* cos 2p(3 � 1)y* described by (b).

Fig. 3 (a) Characteristic lines in the parametric space (r1, r2); (b) expansion
around negative r1 values. Along each characteristic line, one wrinkling
mode vanishes.

Table 1 Characteristic lines and the vanishing modes (Fig. 3)

Characteristic lines Colour Vanishing modes Category

r2 ¼ �
96

75
r1 �

128

75

Red h2,0i + h1,2i Uniaxial + biaxial

r2 ¼ �
4

5
r1

Black h4,0i + h1,4i Uniaxial + biaxial

r2 ¼ �
256

225
r1 �

256

225

Blue h2,2i Equibiaxial

r2 ¼ �
4

9
r1

Magenta h4,4i Equibiaxial

r2 ¼ �
32

45
r1

Green h2,4i + h4,2i Biaxial

r2 ¼ �
64

75
r1

Cyan h3,2i Biaxial

r2 ¼ �
8

15
r1

Purple h3,4i Biaxial

Soft Matter Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
M

ay
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

1/
1/

20
25

 2
:4

2:
59

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5sm00121h


4522 |  Soft Matter, 2025, 21, 4517–4532 This journal is © The Royal Society of Chemistry 2025

curvature H* = tr B/2 and the Gaussian curvature K* = det B. The

deviatoric curvature is D� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H�2 � K�
p

4 0 (deviation from a

sphere) and the Casorati curvature C� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H�2 þD�2
p

(deviation
from a flat plane). The dimensionless shape parameter S = (2/
p)arctan(H*/D*) is a normalized shape index that takes value
between �1 to +1. The three primitive shapes are sphere
(S = �1), cylinder (S = �0.5) and saddle (S = 0). The signs
correspond to concave up or down. These curvatures are further
discussed in our previous work145–147 but we emphasize that the (C,
S) description separates shape and curvedness properties while the
standard (H, K) geometric formulation co-mingles shapes and
curvedness but if the main focus is shape description or curvedness
description then the (C, S) methodology is preferable.

All the curvatures defined previously can also be written in
terms of two principal curvatures: a larger curvature k�1 and a
smaller curvature k�2.

H� ¼ k�1 þ k�2
2

; D� ¼ k�1 � k�2
2

; K� ¼ k�1k
�
2 (12)

C� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k�21 þ k�22

2

s
; S ¼ 2

p
arctan

k�1 þ k�2
k�1 � k�2

� 	
(13)

These expressions offer a more intuitive image. For example,
traditional curvatures such as H*, D* and K* measure the
arithmetic mean, sphericity, and the geometric mean without
considering the sign, respectively. The novel Casorati curvature
C* captures the magnitude of the two principal curvatures,
while the shape parameter S is naturally a dimesionless quan-
tity that describes the shape of a surface patch within a small
neighbourhood. Other details of the these curvatures in a
tensorial approach or in a principal curvature language can
be found in literature.146

Since curvature is a quantity defined on a single point, we

introduce an average quantity P�2 to measure the average
curvature magnitude with respect to the P*-curvature by

P� ¼ 1

A�

ðð
O
P�dA�; P ¼ H2;D2;C2;K (14)

In this paper, C�2 ¼ 2H�2 ¼ 2D�2 and K� ¼ 0 as restricted by the

Gauss–Bonnet theorem.148–150 Hence, minimizing C�2 is equiva-

lent to minimizing H�2 (Helfrich elastic energy93–95) or D�2 (Will-
more energy90–92). In the following content, to investigate the
average curvature, we only need to consider the mean curvature

H�2 	 0. The average magnitude of mean curvature H�2 can be

calculated with the linear approximation of the surface profile in
eqn (11). For example, the mean curvature can be calculated with

H� 
 1

2
trr�r�h� ¼ 2e2pCij ði � 1Þ2 þ ð j � 1Þ2

� �
i � 1; j � 1h i. The

average magnitude of the mean curvature is therefore

H�2 ¼ 1

A�

ððð
o

ffiffiffi
g
p

H�2dx�dy�

¼ e22p2
X

i;j;a;b¼1
CijCab ði � 1Þ2 þ ð j � 1Þ2

� �
ða� 1Þ2 þ ðb� 1Þ2
� �

(15)

d0iþa�2 þ d0i�a
� �

d0jþb�2 þ d0j�b
� �

þ O r�h�j j2
� �

(16)

The details are included in Section S5 of ESI.† Here, d is the
Kronecker delta, and i, j, a, b are indices of summation. Matrix Cij is
defined in eqn (11) and the values are given in Section S4 of ESI.†
This is a very important result because eqn (16) provides a direct

relation between the average mean H�2 ¼ H�2 r1; r2; . . .ð Þ; where the
anchoring ratios (r1, r2, . . .) are encapsulated inside the Cij-matrices.

2. The average curvature magnitude H�2 is defined only if the
surface is smooth. A more general approach is to consider the
higher-order moments. The first-order moment (mean), second-
order moment (root mean square), third-order moment (skew-
ness) and fourth-order moment (kurtosis) are the most applic-
able features of a surface profile. The first-order moment is zero
since it is the condition to determine cm value in eqn (11). For a
mean-free surface profile, the root mean square (Sq), surface
skewness (Rsk) and kurtosis (Rku) are defined by the following
equations (details are included in Section S6 of ESI†):

Sq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

A�

ðð
O
h�2dA�

s

 e2

p




 


 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tr A � C �A � CTð Þ

q
(17)

Rsk ¼ 1

A�Sq3

ðð
O
h�3dA� 
 �sgn e2ð Þ

CabCijCklAaikAbjl

tr A � C �A � Cð Þð Þ3=2
(18)

Rku ¼ 1

A�Sq4

ðð
O
h�4dA� 
 CabCijCkmCnpAaiknAbjmp

tr A � C �A � CTð Þð Þ2
(19)

where high-order sparse matrix A is defined by

Aabc:: ¼
ð1
0

cos 2pða� 1Þx� cos 2pðb� 1Þx� cos 2pðc� 1Þx� . . . dx�

(20)

Table 2 Table of all the surface roughness parameters discussed in this paper. Their nomenclature, range of value, corresponding section, requirement
for surface profile and the physical significance are included

Surface roughness parameter Nomenclature Range Section Surface profile (h*) Significance

Average magnitude of curvature H�2 Z0 3.2.1 Twice differentiable Total Willmore/Helfrich energy

Root mean square Sq Z0 3.2.2 No requirement Standard deviation
Skewness Rsk R 3.2.2 No requirement Degree of bias of the roughness profile
Kurtosis Rku Z0 3.2.2 No requirement Sharpness of roughness profile
Autocorrelation function acf 1 Z acf Z �1 3.2.3 No requirement Surface self-convolution
Autocorrelation length Sal 1 4 Sal 4 0 or + 3.2.3 No requirement High/low frequency dominated
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3. The method of higher-order moments focuses on the
h-direction, while the autocorrelation length takes the infor-
mation along x* and y* direction, and it is irrelevant to the
surface height. In partial summary, the autocorrelation func-
tion (acf) and autocorrelation length (Sal) are determined by
the frequency of wrinkling modes.151 The normalized auto-
correlation function (acf) measures how similar the solution is
compared to its lagged copy. Intuitively, a smooth surface has
a low acf for every lagging (Dx*, Dy*).152–154 In linear region,
the acf function is a convolution of the surface profile and
itself acf(Dx*, Dy*) = h**h*, where * is the 2D convolution
operator.

acf ¼ 1

A�Sq2

ðð
O

ffiffiffi
g
p

h� x�; y�ð Þh� x� � Dx�; y� � Dy�ð Þdx�dy�




P
i;j;a;b

CijCabAiaAjb

trðA � C �A � CTÞ cos 2pða� 1ÞDx� cos 2pðb� 1ÞDy�

(21)

where the constant related to cm is neglected (derivation
is given in Section S6 of ESI†). The value acf(0, 0) = 1 is
a property independent to the surface profile. The auto-
correlation length Sal is defined by as the smallest spatial
translation that renders acf to a specific value c. Mathemati-

cally, Sal ¼ min
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dx�2 þ Dy�2

p
such that acf = c.84 In this

manuscript, we adopt c = 0 for achieving uncorrelated
conditions.

3 Results
3.1 Direct numerical simulations

Numerical simulations of the nonlinear shape eqn (7) were
performed with periodic boundary conditions. We use a pseudo-
transient approach to solve this nonlinear PDE by introducing an
additional time dimension t* and let t* - +N.155,156 Once the
surface profile converges, the average value cm is calculated
numerically as imposed by the vanishing mean condition. The
dimensionless relative error for this iterative approach is defined
as error = 100% � 8h*,j+1 � h*,j8/8h*,j8, where h*,j represents h* at
the jth time step. We adapt a finite difference approach on the
space and an explicit Euler approach on the time dimension. Due
to the regularity of the heat operator qt* � r*2 and the periodic
boundary condition, the initial condition can be chosen ran-
domly. The Courant–Friedrichs–Lewy condition is modified spe-
cifically for this nonlinear PDE by Dt* = (a/4)�(Dx*)2, where a = 0.1
for a fast and stable calculation. Fig. 4 shows the numerical
solution of a surface wrinkling under e2 = �0.1, e4 = +0.08 and
e6 = �0.06.

To confirm that the algorithm is irrelevant to the distribu-
tion and magnitude of the initial guess, we adopt a random
field multiplied by a magnitude factor. Fig. 4(a) adopts a much
smaller initial guess B10�5|e2/p| while Fig. 4(b) uses an initial
guess B|e2/p|. The simulations with different initial guesses
converge to the same solution (Fig. 4(e)). Fig. 4(c) and (d) are
the iteration-error plots for Fig. 4(a) and (b), respectively.
Comparing Fig. 4(c) and (d), we see that if the initial guess is
very far from the real solution, the iterative method is overly
slow (B106 steps to converge) and the initial error becomes

Fig. 4 Numerical simulations performed on a 51 � 51-grid, with dimensionless anchoring parameters e2 = �0.1, e4 = +0.08 and e6 = �0.06. The iteration
terminates if the dimensionless relative error reaches d = 10�6. (a) Initial condition hinitial = 10�5|e2/p|rand(0,1); (b) initial condition hinitial = |e2/p|rand(0,1);
(c) and (d) are the iteration-error plot when the simulation starts at initial condition (a) and (b), respectively; (e) the converged numerical solution; (f) the
linear approximation.

Soft Matter Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
M

ay
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

1/
1/

20
25

 2
:4

2:
59

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5sm00121h


4524 |  Soft Matter, 2025, 21, 4517–4532 This journal is © The Royal Society of Chemistry 2025

much larger (B102). Fig. 4(f) is the analytic solution obtained
from eqn (11). Comparing Fig. 4(e) and (f), we conclude that the
analytic approximation gives a very precise approximation to
the numerical solution.

3.2 Surface roughness

In this section, we study the surface roughness of the wrinkling
profile discussed in Section 3.1 (see representative result of
Fig. 4(e)). Table 2 summarizes all surface roughness parameters
studied in this section.

3.2.1 Curvature profiles. Fig. 5 shows the heat map of

H�2 ¼ H�2 r1; r2ð Þ. The curve of minima follows a straight line
(black line) given by r2 = �0.7793r1 � 0.338. The global mini-

mum min H�2
n o

¼ 0:0643
� �

is found when r1 = �1.43 and

r2 = 0.78.
Fig. 5 shows that the wrinkling profile without higher-order

harmonics (r1 = r2 = 0) does not show a minimized average

curvature minH�2
� �

. Following a linear relation r2 = �0.7793r1

� 0.338 and introducing higher-order harmonics reduces the
average magnitude of curvature. Since the linear relation is a
straight line that does not pass the first quadrant, the mini-
mum cannot be reached when the anchoring coefficients e2, e4,
and e6 are of the same sign. The global minimum (r1 = �1.43,
r2 = +0.78) reveals that to obtain a small average magnitude of
curvature, the anchoring coefficients should alternate their
signs such that sgn(e2, e4, e6) = (+, �, +) or (�, +, �).

These important observations can be verified from the linear

approximation. Minimizing H�2 with respect to either r1 or r2

requires linear calculations of Cab(qCij/qr), which is a linear
function of r1 and r2. Therefore, the linear approximation
confirms that there exists a linear function that minimizes

the average magnitude of mean curvature. The linear approxi-

mation also verifies that K�2 ¼ 0, where details are given in the

ESI.† For clarity, we refer to surface with a minimum H�2 as the

min H�2
n o

surface. Table 3 summarizes the numerical results

and the linear approximation for the min H�2
n o

surface, and

Fig. 6 shows the direct numerical simulations for min H�2
n o

surface.
Fig. 6(a) and (b) show the analytic solution and the direct

numerical simulation of the min H�2
n o

surface, respectively.

Fig. 6(c) shows the top view of the numerical solution. The
dimensionless (scaled by P0) mean curvature H*, Gaussian
curvature K*, deviatoric curvature D*, Casorati curvature C*

and normalized shape parameter S of the min H�2
n o

surface are

shown in Fig. 6(d)–(h), respectively. Comparing Fig. 6 and 4, we

conclude that the min H�2
n o

surface demonstrates few surface

kinks near the boundary. Intuitively, the emergence of kinks
introduces extra surface patches with low magnitude of curva-
ture. This intuition matches Fig. 6(d), where green semi-rings
(H*2 = 0) appear around those kinks. This intuition is also
confirmed by the dark blue semi-rings (D*2 = 0) in Fig. 6(f). The

min H�2
n o

surface demonstrates complex curvature profiles

shown in Fig. 6, with topological constraint that surface inte-

gral of those curvatures must satisfy K� ¼ 0, and

C�2 ¼ 2H�2 ¼ 2D�2. In addition, if we compare Fig. 6(d) and
(e) with (g) and (h) we see that separating curvedness (C*) from
shape (S) show directly where we have saddles (S = 0), cylinder
(S = �1/2), and spheres (S = �1), and what is the curvedness at
the geometric transitions between these shapes. Fig. 6 demon-
strates that the higher-order anchoring model together with a
doubly-periodic director field is a generator of periodic surface
patterns with a rich distribution of saddles, cups/domes, and
saddles with a distribution of large and small curvedness
patches as required in highly functional topographies.

In partial summary, H�2 is a good indicator to describe the
surface roughness by evaluating the curvature distribution of
each point. The linear approach given in eqn (11) is not only a
good approximation of the surface profile h*, but also a good
approximation of its second derivative (validated in Table 3).

The advantage of H�2-method is that H�2 has physical signifi-
cance (such as the Willmore energy or the Helfrich energy), and
the disadvantage is that the surface equation must be at least

Fig. 5 The analytic result of the average magnitude of mean curvature

H�2 ¼ H�2 r1; r2ð Þ defined in eqn (14). The minimum curve follows a straight
line r2 =�0.7793r1� 0.3380. The global minimum (white point) is achieved
when r1 = �1.43 and r2 = 0.78, with corresponding value

min H�2
n o

¼ 0:0643.

Table 3 Analytic and numerical results of global minimum surface (Fig. 6)

Surface parameter Analytic result Numerical resultÐ Ð
OH

�2dA� 0.0643 0.0567Ð Ð
OD
�2dA� 0.0643 0.0566Ð Ð

OK
�dA� 0 5.5 � 10�5Ð Ð

OC
�2dA� 0.1286 0.1133

Rsk 0.3217 0.2265
Rku 2.1024 2.1124
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twice differentiable. Lastly, with a representative result of sur-
face roughness in a CLC given in Fig. 6, we demonstrate that
the generalized higher-order liquid crystal shape equation has
the potential to generate complex roughness, with distributed
saddles, cups/domes, and cylindrical shapes, which can be fine-
tuned by anchoring coefficients and surface director orienta-
tion. This parametric tuning is performed in detail through
roughness calculations of biological surfaces and summarized
in Table 4 later in Section 3.3.

3.2.2 Higher-order moments. In this section, we study the
higher-order moments of surface wrinkling defined in
eqn (17)–(19). We used linear approximations of eqn (17)–(19)
to calculate how the anchoring coefficient ratios (r1, r2) change
the surface roughness. In eqn (17), the root mean square Sq is
dependent to the magnitude factor |e2/2p|, while the magni-
tude of Rsk and Rku are independent to e2. e2 only changes the
sign of Rsk and Rku is always non-negative. To generalize the
discussion, we rescale Sq by (pSq/e2)2. Fig. 7 shows how
anchoring coefficient ratios affect higher-order moments.

In Fig. 7(a). (pSq/e2)2
Z 0 demonstrates a global minimum

(white point) of 3.8742 � 10�4 at r1 = �2.92 and r2 = +2.08. The
global minimum emerges due to the nature of a second-order

polynomial P2 r1; r2½ � in eqn (17). The surface kurtosis is a poly-
nomial of the form P4=P4 from eqn (19). The complexity of the
polynomial demonstrates an entangled Rku(r1, r2)-plot, shown in
Fig. 7(d)–(f). Rku(r1, r2) is strictly non-negative and it demonstrates
a global minimum. The global minimum of Rku is marked with a
white point in Fig. 7(d). The global minimum min(Rku) = 1.8833
is reached when r1 = �2.86 and r2 = +1.98. Fig. 7(e) and (f) are the
second and fourth quadrants of Fig. 7(d). In Fig. 7(d), we conclude
that Rku changes rapidly near the global minimum.

The skewness is a polynomial of the form P3=ðP2Þ3=2, and
the density map is shown in Fig. 7(b) and (c). We mark the two
global minimum points that minimize Sq and Rku as white

dots, and mark the point that minimizes H�2 (from Fig. 5) as a
magenta dot in Fig. 7(b) and (c). The two global minimum
points, minSq2 and min{Rku} are located very close to each

other, while min H�2
n o

lays further. In Fig. 7(c), the green-cyan

colour represents a skewness-free surface. The green-cyan
boundaries start to diverge at the minSq2 and min{Rku} points.

And the global minimum point min H�2
n o

is located inside a

green-cyan region, showing a small Rsk value. The numerical
value and analytic result are given in Table 3.

Fig. 6 Numerical simulation for surface with e2 = �0.1, r1 = �1.43, and r2 = 0.78. (a) Is the analytic approximation of the surface. (b) Is the numerical
simulation performed on a 251 � 251-grid with tolerance d = 10�6. (c) Is the (x*, y*) heat map of (b). (d)–(h) Are the dimensionless curvature heat map
plots of the numerical surface profile. (d)–(h) Are the dimensionless mean curvature H*, dimensionless Gaussian curvature K*, dimensionless deviatoric
curvature D*, dimensionless Casorati curvature C* and the dimensionless shape parameter S, respectively. The calculated average curvatures are

C�2 ¼ 0:1133, H�2 ¼ 0:0567, D�2 ¼ 0:0566, and 1=A�ð Þ
Ð Ð

OK
�dA� ¼ 5:5044� 10�5. These values are summarized in Table 3.

Table 4 Roughness characterization of biological examples based on the liquid crystal shape equation. Rsk, Rku and the corresponding r1, r2. The
deviations are calculated by eqn (23)

Surface (Rsk, Rku) (r1, r2) if e2 o 0 (DRsk, DRku) if e2 o 0 (r1, r2) if e2 4 0 (DRsk, DRku) if e2 4 0

Trout with mucus (Salmo trutta) (0.15, 3.3) (�3.4068, 2.6338) (�3.4 � 10�3, �4 � 10�4) (0.5386, �2.0672) (�2.79 � 10�4, �4.1 � 10�5)
Red maple leaf (Acer rubrum) (0.42, 4.3) (�3.4420, 2.7033) (7.01 � 10�4, 2.56 � 10�4) (0.7490, �2.4101) (6.5 � 10�5, 2.5 � 10�5)
Back of hand (Homo sapiens) (�0.19, 3.5) (0.8355, �2.4307) (�1.45 � 10�4, �2.5 � 10�5) (�3.4273, 2.6624) (�4.86 � 10�4, �5.6 � 10�5)
Flying lizard (Draco timorensis) (0.56, 3.2) (�2.2553, 1.6458) (�2.4 � 10�5, 5 � 10�6) (�2.7490, 1.6366) (1.63 � 10�4, 6.2 � 10�5)
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According to the definition, the skewness and kurtosis are
scaled by the root mean square and are dimensionless, which
results a scale-independent Rsk–Rku plot shown in Fig. 8. The
Rsk–Rku plot is widely used in surface manufacturing.157,158

For example, Rsk ranges from �1 to + 1 for most surface
machining process.159 Fig. 8 shows a wide range of Rsk and
Rku. There are two bounds in Fig. 8. The first bound Rku Z

Rsk2 + 1 is an inequality resulting from the definition (deriva-
tion is given in the ESI,† where equality holds strictly for
Bernoulli distributions152,158,160). The second bound Rku Z

1.8833 is physical, which implies that it is impossible to obtain
an anchoring-driven CLC surface with a lower Rku. The Rapini–
Papoular anchoring model cannot generate a surface with low
Rsk and high Rku. The intersections between the curves imply
that an inverse problem does not have a unique solution, i.e.,
different combination of r1 and r2 can generate a surface with
the same Rku and Rsk. Other surface roughness parameters are
required to determine the anchoring coefficients. The inverse
problem will be discussed in Section 3.3.

In partial summary, the method of higher-order moments
evaluates the variance, bias and peakness of surface wrinkling.
It shows that the Rapini-Rapoular model contains intrinsic
bounds of root mean square and kurtosis. We also concluded
that different anchoring coefficient ratios may result the same
surface roughness parameters. To distinguish different sur-
faces with same Rsk and Rku, other methods should be
incorporated. For example, introducing the 5th and 6th-order
moment for calculating hyperskewness and hypertailedness.

3.2.3 Autocorrelation function and autocorrelation length.
In this section, we study the autocorrelation function acf and
the autocorrelation length Sal introduced in eqn (21).

Fig. 9(a)–(c) show the autocorrelation function acf as a
function of lagging (Dx*, Dy*) for the min{(pSqe2)2} surface,

the min{Rku} surface, and the min H�2
n o

surface. The white

Fig. 7 The analytic result of surface roughness in the (r1, r2) parametric space. (a)–(d) Are the scaled (pSq/e2)2 plot, the skewness plot and the kurtosis plot
for (r1, r2) A [�5, +5]2, respectively. (c) Shows the second quadrant of (b). (e) and (f) Show the second and the fourth quadrants of (d), respectively. The

global minima for (pSq/e2)2 4 0 and Rku 4 0 are marked with white dots. The min H�2
n o

surface is marked with a magenta dot. The location and the

minimized values are: (a) r1 = �2.92, r2 = +2.08 and min{(pSq/e2)2} = 3.8742 � 10�4. (d) r1 = �2.86, r2 = +1.98 and min{Rku} = 1.8833.

Fig. 8 The surface skewness and kurtosis plot. The curves are taken when
r1 = �5, �4.5,. . ., + 5. The region below the curve Rku = Rsk2 + 1 is a
mathematically impossible zone, and the region below Rku o 1.8833 is a
physically impossible zone.
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curves denote the region where acf function vanishes. The
autocorrelation length Sal is the radius of the circle tangent to
the closest white curve. Fig. 9(d) demonstrates the three regions
of the C-matrix: the low-frequency block, the mid-frequency
block and the high-frequency block. Comparing Fig. 9(b) and
(c), the autocorrelation length for min{Rku} is Sal = 0.0703 which

is smaller than that of the min H�2
n o

surface (Sal = 0.1691).

Fig. 9(e) and (f) are the C-matrix visualization (scaled by
P
i;j

Cij



 

)
of (b) and (c), where (c) is a low-frequency dominated profile
(64.1%). Fig. 9 demonstrates that Sal is the proper surface
roughness parameter that recognizes the frequency of the sur-
face profile without considering the magnitude of the wrinkling.

In partial summary, autocorrelation function and autocor-
relation length evaluate the correlation between the surface
with its lagged copy. They are dependent to the (x*, y*)-
direction and irrelevant to the h*-direction. Noteworthy, larger
Sal implies a surface that is dominated by low spatial frequency
asperities, which agrees with the literature.161

3.3 Application and inverse problem

The skewness and kurtosis of a sample’s surface profile are
easier to measure compared to the anchoring coefficients.

By solving the nonlinear eqn (18) and (19), this paper provides
an alternative way to measure the anchoring coefficients. How-
ever, there are two concerns appearing in this approach. The first
concern is that functions (18) and (19) are surjective-only, which
are verified by Fig. 8. The intersections in Fig. 8 demonstrate that
there is no unique pair of r1 and r2 that yield the given values of
skewness and kurtosis. The second concern is that eqn (18)
contains the sign of e2, and the final solutions are anchoring

ratio vector r ¼ r1 r2½ �T, which is irrelevant to e2. To address the
problem, we implement an optimization approach to find the
anchoring coefficients that are closest to zero since the magnitude
of those coefficients tend to be very small (|e2i| { 1). We can solve

this inverse problem FðrÞ ¼ Rsk0 Rku0½ �T via a Levenberg–
Marquardt algorithm with an updating formula

Dr ¼ � @F

@r

� 	T @F

@r

� 	
þ lI2�2

 !�1
@F

@r

� 	
� FðrÞ �

Rsk0

Rku0

" # !

(22)

Here, l is the penalty parameter adjusted by each case, since an
inverse problem usually involves a singular Jacobian matrix. If the
error is below 10�6, the method is switched to a Newton–Raphson
method for a faster convergence rate. The calculation ends when

Fig. 9 Normalized autocorrelation function of (a) min{(pSq/e2)2} point, r1 = �2.92 and r2 = +2.08. Sal = 0.0692 when (Dx*, Dy*) = (0.042, 0.055); (b)
min{Rku} point, r1 =�2.86 and r2 = +1.98. Sal = 0.0703 when (Dx*, Dy*) = (0.045, 0.054); (c) min C�2

n o
point, r1 =�1.43 and r2 = +0.78. Sal = 0.1691 when

(Dx*, Dy*) = (0.131, 0.107). From (a) to (c), white curves represent acf = 0. (d) C-Matrix can be split into three zones: low-frequency region, mid-frequency
region, and high-frequency region. (e) The contribution heat map of the absolute value of each element in C-matrix for min{Rku} point (corresponding to
(b)). The contribution ratio of each region is low : mid : high = 9.4 : 40.3 : 50.3. (f) The same C-matrix visualization for min{ %C*2} point (corresponding to (c)).
The contribution ratio of each region is low : mid : high = 64.1 : 24.0 : 11.9. Comparing (e) and (f), we can observe that low frequency dominated profile
(64.1%) shows a high Sal, while high frequency dominated profile (50.3%) shows a lower Sal.
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erroro10�9. The deviation is calculated once the converged rc is
obtained:

DRsk ¼ 1�Rsk rcð Þ
Rsk0

� 	
� 100%;

DRku ¼ 1�Rku rcð Þ
Rku0

� 	
� 100%

(23)

In Table 4, we compare our predicted surface roughness data with
four biological examples: trout with mucus, red maple leaf, back
of human hand, flying lizard, thus obtaining the sought after
material property data.

The surface skewness and kurtosis data are obtained in
literature.162 And two possible (r1, r2) pairs are given for positive
and negative e2. The deviation of each case is very low. The
error-iteration plot and the determinant of Jacobian matrix for
the surface of Salmo trutta are shown in Fig. 10. By reducing the
penalty parameter l, the calculation converges faster. However,
if l is very small (l o 10�4), the calculation diverges because
the Jacobian becomes singular. Fig. 10(b) shows that increasing
penalty parameter can also cause a singular Jacobian.

In partial summary, we show that the inverse problem is an
ill-posed problem, and we cannot guarantee a unique, stable
result without introducing more information. Some of the
alternatives are: (1) find the anchoring coefficients that are
closest to zero; (2) compute higher-order (more than 4th-order)
moment of the surface profile and conclude the unique anchor-
ing coefficients. This method is also equivalent to method of
moments in classical statistical inference.163

4. Conclusions

In summary, we studied the wrinkling profiles of biological and
synthetic cholesteric liquid crystals driven by surface anchor-
ing, using a generalized Rapini–Papoular model of order 2m.
We obtained the analytic solution of the surface wrinkling
model under a small-wrinkling approximation, where the sur-
face profile is a linear combination of 4m(m + 1) distinct
wrinkling modes. The direct numerical simulation validates
our linearized solutions. We conducted a comprehensive

examination of the surface roughness by adapting statistical
approaches from hard surfaces, and we developed a curvature-
based method of soft surfaces. In this paper, the surface
roughness of CLC surfaces driven by anchoring is studied
through evaluating the curvature, higher-order moments, auto-
correlation function and autocorrelation length. The numerical
simulation predicts that the average magnitude of the scaled
mean curvature has a lower bound of 0.0643, achieved when
the signs of three anchoring coefficients (m2, m4, m6) alternate.
We studied the 2nd to the 4th-order moments of the surface
profile, which correspond to the root mean square (Sq), skew-
ness (Rsk), and kurtosis (Rku). The root mean square charac-
terizes the surface deviation, and the skewness and kurtosis
evaluates the bias and sharpness/peakness. We also concluded
the lower bounds of both Sq and Rku in the Rapini–Papoular
model. The lower bounds are achieved when the anchoring
coefficients alternate sign. The autocorrelation function (acf)
and autocorrelation length (Sal) distinguish a low- or a high-
frequency dominated surface, and they provide a visualization
of the 4m(m + 1) distinct wrinkling modes.

Finally, we studied the inverse engineering problem. The
inverse engineering problem aims to find the indirect anchor-
ing coefficients (material property) by measuring the direct
surface roughness. The significance of the inverse problem is
that it reverses the difficulty of experiments, since the surface
profile (the result of forward problem) is generally easier
to obtain than the physics (input of the forward problem).
However, the inverse problem is ill-posed, and it requires more
information to provide unique and stable anchoring coeffi-
cients. Restricted by the lack of experimental data in literature,
we calculated the anchoring coefficients of some biological
systems by assuming they are close to zero. Our approach can
be generalized to calculate r3, r4, . . ., etc. if the data of higher-
order moments are available.

The significance and original contributions are summarized
as follow:

1. Surface wrinkling profile is a linear combination of
different fundamental wrinkling modes. The C-matrix provides
details of frequency analysis and the autocorrelation function/
length demonstrates a method of visualization: Fig. 2 and 9,
eqn (21).

2. We provide the analytic solution for surface wrinkling
under small-wrinkling approximation. The analytic solution
matches with numerical solution. The curvature distribution
shows rich complexity needed for multifunctionality: Fig. 4 and
6, eqn (11).

3. A curvature-based approach H�2 is shown to be an proper
surface roughness parameter, which also serves to quantify
definitions of surface energy: Fig. 5, eqn (16).

4. Higher-order statistical moments are widely used in
studying metal surface roughness, and they are shown to be
suitable for soft matter surfaces in this paper: Fig. 7 and 8,
eqn (17)–(19), Tables 2 and 3.

5. The inverse engineering problem provides a promising
application that measures surface anchoring coefficients based
on simple experiment: Fig. 10, eqn (22).

Fig. 10 (a) Convergence plot of the surface Salmo trutta by using differ-
ent penalty factor l. (b) Salmo trutta cannot be solved directly from
Newton–Raphson method due to the singular Jacobian matrix. Large l
(such as l 4 0.5), small l (such as l o 0.0001) or inappropriate choice
(such as l = 0.9) lead to divergence.
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In conclusion, this paper combines theoretical and numerical
insights into the study of biological and synthetic cholesteric
liquid crystals surfaces. With a comprehensive understanding of
the surface wrinkling profiles induced by anchoring, the theore-
tical framework, numerical simulations, and conclusions pre-
sented in this paper have potential applications in roughness-
dominated processes and phenomena in both industry and
biology.
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75 A. Larena, F. Millán, G. Pérez and G. Pinto, Appl. Surf. Sci.,

2002, 187, 339–346.
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