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Active nematics are paradigmatic active matter systems which generate micron-scale patterns and
flows. Recent advances in optical control over molecular motors now allow experimenters to control
the non-equilibrium activity field in space and time and, in turn, the patterns and flows. However,
engineering effective activity protocols remains challenging due to the complex dynamics. Here, we
explore a model-free approach for controlling active nematic fields using reinforcement learning.
Combining machine learning with trial-and-error exploration of the system dynamics, reinforcement
learning bypasses the need for accurate parameterization and model representation of the active
nematic. We apply this technique to demonstrate how local activity fields can induce effective
interactions between nematic defects, enabling them to follow designer dynamical laws. Moreover, the
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sufficiency of our low-dimensional system observables and actions suggests that coarse projections of
the active nematic field can be used for precise feedback control, making experimental or biological
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|. Introduction

Active nematics formed from a liquid crystalline suspension of
active force dipoles such as cytoskeletal filaments and molecu-
lar motors have emerged as a useful experimental platform for
creating micron-scale flows."> Recent research indicates that
the positioning of defects in active nematics plays a crucial role
in organizing the stress and velocity fields of the system,
driving coherent flows.>* In addition to presenting synthetic
opportunities, control of active nematics appears useful for
understanding how mechanical forces are coordinated at the
tissue level in certain systems.>® For example, it was recently
shown that defects in the nematic ordering of cytoskeletal
filaments in epithelial cells of developing hydra are precisely
positioned at key global organizing centers, such as the future
mouth.” ™" It is thus of interest to explore how active nematic
defects can be guided, both through through experimental
manipulations in vitro and through mechanochemical feed-
back loops in living systems."®"”

Recent works have focused on guiding active nematic flows
through the external control of spatiotemporally dynamic activity
fields o(r,f). Experimental advances in optical actuation of
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implementation of such feedback loops plausible.

molecular motors using light fields motivate studying activity
fields as externally controlled functions.'®2® Light-based control
has also recently been developed over Ca**-powered assembly and
contraction of proteins found in protists®”*® and over cytoskeletal
network growth.?® In simulations, optimal time-dependent activity
fields o(r,f) can be derived using knowledge of the nematohydro-
dynamic equations of motion to guide nematic and polar defects
along desired paths.*®* Other techniques allow targeted modula-
tion of nematic channel flow and design of localized “topological
tweezers” for precise defect manipulation.>*°

A key difficulty in implementing the above mentioned con-
trol methods is their reliance on accurate system models and
parameterization. Here, we explore controlling active nematics
using a model-free machine learning technique called reinfor-
cement learning (RL).>’”*® This approach allows a program to
develop a closed-loop control policy for a dynamical system
purely through trial and error, without relying on precise model
specifications.

To our knowledge RL has not yet been applied to control
active nematics, although previous studies used it to control
other active matter systems such as flockers, driven colloids,
and branched actin networks.**** These studies focus on
design tasks that aim to achieve a specific static property of
the system, such as target net flocking motion or average
cluster size. In contrast, we study control tasks that guide active
nematic defects to follow prescribed virtual interactions with
one another (see Fig. 1).**** Our goal is to learn activity field
protocols that can effectively override the natural defect
dynamics (such as passive Coulomb-like attraction) to impose
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Fig.1 Schematic overview of the closed-loop control over active
nematic defect dynamics enabled by a trained RL policy. One step of the
feedback loop is depicted.

a user-specified interaction law, a more general design objec-
tive termed “cyberphysics” in ref. 38. Additionally, we show
that efficient protocols can be learned even when feedback is
limited to imperfect information such as a coarse projection of
the full nematic field configuration.

[l. Methods

Here we describe how we use RL to impose customized inter-
action laws between active nematic defects. In the Appendix we
outline the overdamped active nematohydrodynamic equations
of motion that we numerically integrate. In Section II A we
describe the geometry and interaction laws governing active
nematic defects. We then define the states, actions, rewards,
and experiment structure which make up our RL setting in
Section II B. In Section II C we describe the specific RL
algorithm that we use to optimize the policy.

A. Defect geometry and interactions

We consider throughout a pair of +1/2 defects in a periodic
two-dimensional (2D) domain. The defect positions are labeled
p. and we define the separation vector re, = p. — p_ (see
Fig. 2). As described for example in ref. 35, each defect has an
orientation in addition to its position. The +1/2 defect

Fig. 2 Illustration of the geometric quantities used to define the positions
and orientations of a pair of +1/2 nematic defects in a general configu-
ration. Two activity fields are also shown in the vicinity of the defects. The
vectors r.. point from the defect locations to the center of their nearby
activity fields, while reep, points from the —1/2 defect to the +1/2 defect.
The target separation rg,, is denoted with an asterisk. The angles ¢.
describe the orientation of the defects with respect to the horizontal axis.
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orientation is described by a vector & =
given by

(cos(¢-), sin(¢.))

V-Q(r,1)
|v ) Q(l‘, l)V

where Q is the symmetric and traceless nematic order para-
meter, and the expression is evaluated in the limit approaching
the center of the defect core. The orientation of the —1/2 defect
has a three-fold symmetry and cannot be represented by a
vectorial quantity. Instead, it is represented by the rank-three
tensor

e =

(1)

00k + 0 Qi + 0k Qyj)
(CT7 .
where the brackets denote an angular average around the

defect core. This quantity can also be expressed in terms of
triple outer products of a vector t = (sin(¢_), cos(¢_)) as

Ok = < (2)

PO [ N N
@,‘/'k = titjtp — Z((Si/'lk + (3k/ti + 5,‘kf/'), (3)

where §; is the Kronecker delta. As required, @ is invariant
under ¢_ + n2n/3 for any integer n. In simulation we compute
the nematic positions and orientations following methods
described in ref. 44.

Although defects in an active nematic fluid evolve under
complex hydrodynamics (see eqn (10) and (11) below), theore-
tical work has shown that their motion can be approximated
using simpler one- and two-body dynamical equations.*>*>*
The positions p. and orientations ¢, approximately obey
differential equations which are coupled to each other through
elastic interactions, and they are also coupled to the local
activity profile o(r) and its gradients. These equations are
derived from the hydrodynamic Stokes flow of the active
nematic fluid and involve numerical prefactors such as the
effective defect size, friction coefficient, elasticity constant,
shear viscosity, and others. As predicted by these equations,
in the absence of activity (i.e., for passive nematics) a pair of
oppositely-charged defects will attract each other without rotat-
ing in a Coulomb-like interaction until they annihilate, preser-
ving the total topological charge. This default behavior is
illustrated in Fig. 3. These effective dynamical equations enable
the design of precise “activity tweezers” that manipulate defect
dynamics, but this technique is complicated by the difficulty of
estimating the model parameters involved.*>*” Here, we simply
use the fact that defect positions and orientations couple in
some way to activity gradients to find tweezer-like activity
protocols purely through exploration (i.e., RL). This approach
is thus agnostic to the underlying model parameters and
dynamics.

B. States, actions, rewards, and experiment structure

An RL algorithm produces a so-called policy my(S) which is a
function that maps from a state S into an action A. Training
occurs through many trial-and-error iterations in which the
policy is incrementally improved via updates to its parameters
0, in the sense that the actions which it learns to choose

Soft Matter, 2025, 21, 4488-4497 | 4489
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Fig. 3 Without control, defects attract and annihilate without rotating. (A) Top: Trajectories of rs, shown as different colors with no activity field,
illustrating the passive behavior of the defect pairs. Defects pairs are initiated with random horizontal separations and the nematic field is rotated by a
random amount. Bottom: Corresponding trajectories of sin(¢.). (B) Snapshots of the nematic field at four different steps during one of the trajectories.
Each black line represents the local nematic orientation; one line is drawn for every 16 lattice sites. Color represents the local vorticity of the fluid velocity
field. The —1/2 defect and its orientation are depicted as a white dot and lines, and the +1/2 defect and its orientation are depicted as a black dot and a
line. The 100 x 100 simulation domain is cropped to 100 x 50 to improve visibility.

produce future states that optimize a user-defined reward
function. We demonstrate RL-based control over active nematic
defect dynamics through several tasks in this paper, each
corresponding to a different choice of states, actions, and
reward function. We describe each choice as we discuss the
tasks below.

For every task we run several experiments using different
task parameters or different seeds for the pseudo-random
number generator, and the outcome of each experiment is a
trained policy function my(S). An experiment is divided into
episodes, each of which begins by resetting the active nematic
field using some distribution of initial conditions (Fig. 4). Every
episode consists of a fixed number of steps, Nycps, although an
episode may terminate before this number of steps if the
number of defects changes through annihilation or creation.
At every step, the RL agent views the state S and chooses a new
action 4, corresponding to a given configuration of the activity
field o(r,t), which is applied for the duration of the step. A step
consists of Ny, iterations of the numerical integrator. The fixed
time interval which elapses during one step is thus Ng,d¢ where
dt is the time resolution of the integrator; in simulation
units we have dt = 1. The experiment ends when a number of

_ - --~" Each episode begins with new ==~ _
=" initial conditions of the nematic field S~

| Episode 1 | | },* | 3 | oo o
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N

Fig. 4 Schematic illustration of the structure of an experiment, episode,
and step as used in our RL training program.
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episodes, Neps, is reached or when the wall time of the program
exceeds a specified value. Throughout this paper we set
Ng; = 50, Ngeps = 75, and we run experiments for 3 hours,
corresponding to roughly N, = 150 episodes per experiment.
The choice to fix wall time rather than Nep, is arbitrary and
made simply for convenience.

C. Reinforcement learning algorithm

To train the RL policy my(S) we use a variant of the actor-critic
algorithm®” called deep deterministic policy gradient
(DDPG),*®* which is suited for continuous actions in determi-
nistic environments. Four neural networks are used in this
approach: two copies of an actor network with parameters 6
and #’, which implement the policy function, and two copies of
a critic network with parameters w and w’, which estimate the
value function Q(S,4), ie., the expected cumulative future
reward of choosing action A4 in state S. The main networks,
Uo(A) and Qu(S,A), are updated during training and used to
select actions and train the actor, while the target networks
track the parameters of the main networks with slow updates to
provide stable function estimates for training the critic. Speci-
fically, the target network parameters are updated as 0’ « pf’ +
(1 —p)pandw « pw' + (1 — p)wfor p < 1. Using these slowly
updated target networks in addition to the main networks
improves stability and convergence of learning.*’

The main actor and critic networks are updated using
stochastic gradient descent (SGD) with mini-batches of Npaccn
=32 samples from a replay buffer, which stores tuples (S(s), A(s),
R(s), T(s)) (state, action, reward, and termination flag) collected
at every step s. For each experiment, an initial random policy is
used for 10Npuch Steps to populate the replay buffer, after
which the main actor network 14(A) is used for action selection,
with SGD updates performed every 5 steps. How the mini-
batches are used to update the network parameters is described
in ref. 48 and 49. All neural networks have two hidden layers
with 32 neurons each, and they are trained using the ADAM

This journal is © The Royal Society of Chemistry 2025
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optimizer with a learning rate of 0.001 and a weight norm clip
of 1.0. The discount factor is y = 0.99 (see ref. 48 and 49 for a
definition) and the weight transfer factor is p = 0.995. These
parameter values were chosen to be consistent with previous
implementations of the DDPG method.*®*°

The actions are chosen as 4 = 1y(S) + ¢, where ¢ ~ 4" (0,0.05)
is a small Gaussian noise added to the policy output to
encourage exploration of the available actions. The resulting
action A is then clipped to the range [—1,1]. State values
provided as inputs to the network are normalized to lie
approximately within the same range. For each task, the action
values are linearly mapped from this range to the corres-
ponding scaled parameters of the activity field «(r,¢), such that
—1 maps to the lowest scaled values and 1 maps to the largest.

To numerically integrate the active nematic hydrodynamics
equations in eqn (10), we use a custom Julia implementation of
Heun’s finite difference method. The implementation was
previously described and validated in ref. 50-52. We para-
meterize the nematic system so that the unit of length is equal
to the equilibrium nematic persistence length (see Appendix).*?
To train the RL policy, we combine this numerical solver with
an implementation of the DDPG algorithm provided by the
ReinforcementLearning.jl package.”*

[1l. Results

To demonstrate the feasibility of using RL to control active
nematic defect interactions through spatiotemporal activity
fields, we show here three test cases of varying difficulty.

A) Task 1: use +1/2 defect active propulsion to C)
reach a target horizontal separation
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A. Translating a +1/2 defect

In the first task, we do not impose a virtual dynamics but instead a
static property that the defects should exhibit. Specifically, the goal
is to move the defects so that they are horizontally separated by an
amount /, (Fig. 5A). To do this we apply a disk of nearly uniform
activity centered on the +1/2 defect, and we leverage the fact that
such a defect self-propels with a velocity vector parallel to its
orientation vector and approximately proportional to the local
activity: p, ~ —o@.*>*>° We initialize each episode by nucleating
a pair of defects that are vertically aligned in the 100 x 100
periodic domain and horizontally separated by a random offset /j;c
selected uniformly from the range [37.5,62.5].

The state used in the RL algorithm at step s is S(s) = (Fsep(s) —
1y)/50 (where 50 is a rough scale factor), and the action is the
amplitude «, of the activity profile scaled to the range [—5,5].
We note that allowing the activity to change sign is unphysical
as a typical active nematic fluid has either only extensile (¢ > 0)
or contractile (x < 0) force dipoles. We allow activity to change
sign in this task as a first illustration of a simple control
mechanism, and in the remaining tasks we constrain the sign
of the activity and only vary its magnitude or position. The
shape of the activity profile is an azimuthally symmetric func-
tion centered on p, with radial dependence

) r—c
5 ) &y =—(1-t h(—))a 4
a(r;ag, c,m) 7 ( anh(— (4)
where, for this task, ¢ = 5 is a cutoff parameter and m = 1 is
the width of the logistic profile. The reward for this task is
computed at step s as R(s) = —|rsep(s + 1) — L.

75
Step

E
) 60| — Fitted value
- - Target value

501 &

50 55 60

-5 o

Fig. 5 Results for task 1: to reach a target horizontal separation lo. (A) Schematic illustration of the task, in which a nearly uniform disk of activity is applied
to the center of the +1/2 defect. The amplitude of the activity is controlled as an action, and its radial profile for different amplitudes is shown on the right.
The dashed green line denotes the position of the +1/2 defect in the activity field at the start of each step. (B) Trajectories of the activity amplitude (top)
and resulting horizontal separation reep, (bottom) with a trained RL policy. The dashed line represents [o = 55 for this task. (C) Snapshots of the active
nematic field at the end of three different steps for the episode in panel (B). See Fig. 3B caption for a description of the visualization. Color here denotes
the amplitude of the activity. The black dashed line represents the target separation lo = 55. (D) Two trajectories of rg, with a trained RL policy for five
values of [y, shown as different colors. The values of [, are shown as dashed lines. (E) Fitted values of [5, plotted against their target values of [o. Standard
deviations are shown as shaded areas (smaller than symbols).
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A typical episode for [, = 55 is shown in Fig. 5B and C. The
policy applies a strong negative activity field to the +1/2 defect,
which propels it away from the —1/2 defect. Upon reaching
the desired separation of 55 lattice units the applied
activity weakens in magnitude and, in a feedback control-
like manner, nudges the +1/2 defect further backward when-
ever the —1/2 defect moves toward it due a to the attractive
elastic interaction between them. This maintains the separa-
tion at rgep, = 55 for the remainder of the episode. Although in
principle the activity could be applied when the separation is
at the spring equilibrium, r,, = Iy, to exactly balance the
attractive force, the actual separation oscillates slightly
around this point due to the discretization of the simulation
domain. We also do not expect the algorithm to learn a
numerically exact policy.

We train RL policies for a range of values of [, and observe
that in each case the algorithm converges to a policy in which
the target separation is reached by the end of each episode
(Fig. 5D). We fit the learned 5" by taking the average of T'sep OVeEr
the last 25 steps of each episode, over the last 40 episodes of
each experiments, and over 10 experiments using different
random initial seeds. The learned Iff matches the target [,
(Fig. 5E) in each case. Thus, RL can learn how to adjust the
activity amplitude as a function of defect position to reach a
target separation, for a simple physical set-up in which the
defects are aligned and move primarily due to the activity-
induced propulsion of the +1/2 defect.

B. Translating a —1/2 defect

We next consider a more complicated task, in which the
horizontal defect separation ry, should not just maintain a
user-defined static value but should evolve under a user-
defined dynamics. We specify an overdamped spring dynamics,
in which

’;:ep = *kO (rsep - 10)7 (5)

where the asterisk denotes that this is the target dynamics of
Tsep- For steps of duration At = Ngdt (¢f Fig. 4), we use the
finite-difference approximation to the change in 7., from the
target dynamics at step s,

r;‘ep(s + 1) = reep(s) — Atk (rsep(s) — 10), (6)
to form the reward function

mg:_ggﬁ4ywm@+uw )

where rgp(s + 1) is the actual separation obtained by evolving
the dynamics under the activity field chosen at step s. As the RL
program learns to better mimic the prescribed dynamics the
reward approaches zero from below. The state observed by the
program and the episode initialization procedure are the same
as in the previous task.

We train the RL program to achieve these target dynamics by
leveraging a recently demonstrated modality of defect motion
under activity gradients, rather than the modality of +1/2 defect
propulsion under constant activity used in the previous task.

4492 | Soft Matter, 2025, 21, 4488-4497
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—1/2 defects have been shown to couple to second-order and
higher gradients in o(r),*® and, using this fact, we parameterize
the activity field in the vicinity of the —1/2 defect as «(r;deco,1,5)
in eqn (4), which has non-zero gradients of all orders. We allow
the RL program to adjust the amplitude o, of the activity field
(in the range [0,12]) and the horizontal offset r_ between the
—1/2 defect and the center of the activity field (in the range
[-10,10]); see Fig. 2 and 6A.

We fix [, = 50 in eqn (5) and vary k,, the overdamped spring
constant. We show typical trajectories obtained with a trained
policy for k, = 0.0015 in Fig. 6B and C. The policy simulta-
neously adjusts the amplitude and offset of the activity profile
relative to the —1/2 defect so that the defect separation rgp
gradually approaches the ‘“rest length” of I, = 50. Viewing
several episodes for policies trained on k, = 0.001 and k, =
0.004, we see that the deviation from the target decays roughly
exponentially with a rate that depends on the target stiffness
(Fig. 6D).

We consider a range of k, values and average k8¢ which we
obtain as the fitted rate of exponential approach of rg.p(s) to [,
over the last 40 episodes of each experiment and over 10
experiments using different random initial seeds (Fig. 6E).
We observe good agreement between k, and kfit albeit with
deviations at high values of k,. At these values the policy has
difficulty pulling the defects faster than the nematic material
timescales allow. Despite these limitations, the generally
good agreement between k, and kf‘ indicates that the RL
program can utilize a range of physical effects (including
coupling to gradients of activity) to pull defects, and these
can be made to obey target dynamics rather than just target
static configurations.

C. Rotating a +1/2 defect

Finally, we consider the task of reorienting the +1/2 defect by
coupling its orientation vector to gradients in the activity field.
Describing the defect’s orientation by (., = sin(¢.), we specify
the dynamical law

{y = —kols, (8)

corresponding to a overdamped spring with rest length 0 acting
on the variable {,. We use sin(¢.) instead of ¢, to avoid the
discontinuity at ¢, = 0 and ¢, = 2m. As in the previous task we
use the finite-difference approximation for {’ (s+ 1) to com-
pute the reward R(s)=—|(i(s+1)—{.(s+1)]. The state
observed by the RL program is S(s) = {.(s), and its action is
the angle ¢,, depicted in Fig. 2 and 7A, between € and the
center of the activity profile o(r;—7.5,5,1), which is centered
r. = 5 lattice units away from the defect. We draw initial
conditions by taking a pair of defects vertically aligned and
horizontally separated by 50 lattice units, and then rotating the
nematic director everywhere by a random angle chosen uni-
formly from the range [—0.4,0.4] rads.

We vary the stiffness k, in eqn (8). We show typical trajec-
tories obtained with a trained policy for ky = 0.0007 in Fig. 7B
and C. Under the policy, the angle ¢, fluctuates around a mean

This journal is © The Royal Society of Chemistry 2025
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Fig. 6 Results for task 2: for rse,, to obey the dynamics of an overdamped spring with rest length [ = 50 and varying stiffness ko. (A) Schematic illustration
of the task, in which an inhomogeneous activity field is applied near the —1/2 defect. The position of the activity field and its amplitude are controlled as
actions, and its radial profile for different amplitudes is shown on the right. (B) Top: Trajectories of the activity amplitude (black) and horizontal distance
from the —1/2 defect (red) for a trained RL policy. Bottom: The resulting horizontal separation reep trajectory. The thick dashed line on the bottom
represents [y = 50, the target stiffness is ko = 0.0015, and the thin dashed line denotes an exponential fit with kit = 0.00124. (C) Snapshots of the active
nematic field at the end of three different steps for the episode in panel (B). See Fig. 3B caption for a description of the visualization. The black dashed line
represents the target separation o = 50. (D) Top: A set of 20 trajectories of rs, with a trained RL policy for kg = 0.001, with exponential fits shown as
dashed lines. Bottom: Same as top, but with ko = 0.004. (E) Fitted values kit plotted against their target values of ko. Standard deviations are shown as
shaded areas. For this plot we exclude episodes which randomly start within 2 of re, = 50 to focus on trajectories in which rs, changes appreciably
during the episode. See Video S1 (ESIt) for a movie of the trained RL algorithm performing this task.

value so as to cause the +1/2 defect to rotate at approximately
the desired exponential rate, ky, toward ¢, = {, = 0. In Fig. 7D
we show several episodes for ky = 0.00025 and kg = 0.0007,
indicating a clear difference in the learned decay rate of (.
toward 0. Fitting kj* for the last 40 episodes of each experiment
and over 10 experiments with different random initial seeds, we
observe good agreement with the target value of ky (Fig. 7E).
We thus see that RL can make both the positions and orienta-
tions of defects appear to follow dynamical laws that differ from

those intrinsic to the system.

V. Discussion

Here, we explored a computational strategy for tailoring activity
fields to guide the dynamics of active nematic defects through
closed-loop control policies learned by RL. RL offers a model-
free approach for learning feedback control policies that imple-
ment a desired dynamical interaction law via trial-and-error
exploration of the action space so as to maximize the reward.
This approach presents a practically viable alternative to opti-
mal control methods®***? or human-designed techniques,
which require accurate model specification. Relatedly, recent
work suggests that RL can offer performance advantages over
optimal control in steering racing drones by better accommo-
dating model uncertainty.>® Our focus here was on proof of
principle using simple tasks. Future research could directly

This journal is © The Royal Society of Chemistry 2025

compare RL and optimal control in terms of the robustness of
their policies for controlling active nematics.

Our current implementation has several limitations that
could be improved in future work. First, we employed a fairly
restrictive parameterization of the controlled activity field,
chosen to ensure a low-dimensional and easily trainable action
space. This design supports the idea that simple spatio-
temporal patterns can couple effectively to defect dynamics in
active nematics. However, future work could refine this approach,
for example, by using multi-agent control*>*” to explore higher-
dimensional settings that might allow reconstruction of more
spatially intricate control fields such as those shown to function
as precise “topological tweezers”.**>° Second, our model of active
nematics includes several simplifying assumptions: we adopt a
high-friction limit,**® assume negligible density variations,*” and
omit detailed modeling of the dynamics of the activity-carrying
agents, such as dispersal.”*®® These choices were made for
computational efficiency, as the RL algorithm requires many trial
iterations to train. Our algorithm converged in under three hours
without heavy optimization, however, suggesting substantial
room to scale up in future implementations. A key advantage of
the RL framework is its agnosticism to the specific physical
model, which means that, at least in principle, it can learn
effective control strategies across a range of active fluid models.
Finally, our reward computation could be improved. We observe
small deviations from ideal spring-like behavior in cases with soft
spring constants (near k, = 0) or when the defects are near their
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A) Task 3: use +1/2 defect active reorientation
to reach a target angle

=

sin(¢+)

Activity

sin(¢+)

Step 25
sin(¢+): 0.22
’{ Step

Goal: sin(¢,) obeys overdamped
spring dynamics with
stiffness k,and rest length 0

Action: angle @, of vector r,
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orientation @,
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Fig. 7 Results for task 3: for sin(¢,) to obey the dynamics of an overdamped spring with zero rest length and varying stiffness ky. (A) Schematic
illustration of the task, in which an inhomogeneous activity field is applied near the +1/2 defect. The negative angle ¢, is indicated. This angle is controlled
as an action, and the activity field's radial profile is shown on the right. The dashed green line denotes the position of the +1/2 defect in the activity field at
the start of each step. (B) Top: Trajectory of the angular position ¢, of the activity field for a trained RL policy. Bottom: The resulting trajectory for
orientation of the +1/2 defect sin(¢,). The thick dashed line on the bottom represents sin(¢,) = 0, the target stiffness is ky = 0.0007, and the thin dashed
line denotes an exponential fit with kit = 0.00067. (C) Snapshots of the active nematic field at the end of three different steps for the episode in panel (B).
See Fig. 3B caption for a description of the visualization. The black dashed wedge represents the current orientation sin(¢.) which approaches the target
value of 0. (D) Top: A set of 20 trajectories of sin(¢.) with a trained RL policy for ky = 0.00025, with exponential fits shown as dashed lines. Bottom: Same
as top, but with k, = 0.0008. (E) Fitted values k' plotted against the target value of k,. For this plot we exclude episodes which randomly start within
0.05 of sin(¢4) = 0 to focus on trajectories in which sin(¢,) changes appreciably during the episode. See Video S2 (ESIt) for a movie of the trained RL

algorithm performing this task.

equilibrium separation. In these regimes, the expected defect
motions are minimal, so small erroneous motions are weakly
penalized. Achieving more uniform adherence to spring-like beha-
vior may require a reweighted reward function, and further refine-
ments could enable more complex, multi-objective control tasks.

The scientific merit of demonstrating control over active
nematics via RL is at least two-fold. First, as mentioned earlier,
RL offers a practical method for engineering soft active matter
systems with minimal reliance on accurate model specification,
although it does present several technical challenges. When
deploying RL to control a new system, careful attention must be
given to parameterizing the control fields and designing the
reward functions in a way that allows the algorithm to efficiently
learn to solve the abstract optimization problem. Like other
machine learning applications, this process involves fine-tuning
various hyperparameters such as learning rates, neural network
architectures, etc. Additionally, reliable state observations are
important (although there exist stochastic variants of RL using
uncertain state measurements), and accurately measuring
nematic field configurations in experiments requires considerable
technical attention.®™** Despite these challenges, RL has a proven
track record of solving highly complex problems, often surpassing
human capabilities,®*** making its application to controlling
active matter systems quite promising.

Second, the ability of RL programs to successfully manip-
ulate the dynamics of active nematic defects using very low-

4494 | Soft Matter, 2025, 21, 4488-4497

dimensional state and action spaces suggests that an effective
low-dimensional description is sufficiently accurate to capture
the defects’ dynamics. This finding supports the theoretical
arguments presented in ref. 35 and 45. Relatedly, in previous
work we demonstrated that dynamic activity fields can be itera-
tively constructed without RL and without knowledge of the active
nematic dynamics using physically motivated yet imperfect local
feedback rules.®® Recent experiments have similarly demonstrated
closed-loop control over active nematic flow speeds which
matches predictions from a highly coarse-grained model.'® We
have also demonstrated that low-dimensional RL may in principle
be used to provide feedback control over other biomimetic
mechanochemical protein networks such as the ultrafast Ca>*-
powered contractile proteins found in certain protists.>”*® The
sufficiency of imperfect, low-dimensional information to guide
active nematics defects has implications for designing experimen-
tally efficient feedback control over living systems and for under-
standing what information is sufficient to enable biologically
plausible control over mechanochemical dynamics during bio-
physical processes like morphogenesis.” >

Data availability

The code for this paper can be found at https://github.com/
svaikunt/RLNematics/.

This journal is © The Royal Society of Chemistry 2025


https://github.com/svaikunt/RLNematics/
https://github.com/svaikunt/RLNematics/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5sm00063g

Open Access Article. Published on 15 May 2025. Downloaded on 11/11/2025 6:15:34 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Paper

Conflicts of interest

There are no conflicts to declare.

Appendices
Active nematic equations of motion

Active nematic fluids are described by an order parameter Q,
which is a symmetric and traceless tensor:

Q=q(ﬁféo7 ©)

where 11 is a unit director, ¢ measures the degree of polariza-
tion, d is the dimensionality, and I is the identity tensor.
Our treatment follows the experimentally-motivated model in
ref. 21, 52, 66, which uses d = 3 but projects the field onto a 2D
plane to which the nematic is spatially confined, while allowing
it to rotate out of this plane. We note that this differs slightly
from the strictly 2D treatment used in several theoretical works
such as ref. 35, 45.

The tensor Q couples to a flow field v and spontaneously
seeks to minimize its local free energy. We consider the over-
damped limit and the limit of high substrate friction (as in ref.
35, 45, 58), yielding the following equations of motion:

0Qj = Sy(v) + 'y, (10)
vi =7 ' 0(0ik(Q) + 0ik(Q))- (11)
. . SF
Here, H;; is the symmetric and traceless part of — 50 where
i

F is the free energy functional (see below), S;; is a flow-coupling
term, and y, is a coefficient of friction. In this overdamped
limit, v is an instantaneous function of Q, so eqn (10) is closed
in Q. This simplification allows for computational efficiency
which is advantageous in training RL programs. The active
stress tensor is given by®’%®

05 = —0Qy, (12)
and the Ericksen stress tensor is given by®’
1 B 1.
05 =f6; — EHy (ij + §5kj) —¢ (Qik + géi/\»)H/\;/
1 5F (13)
2 i+ =05 | Hi — 0 Qkisa A
+ ﬁ(QJ + 351) k1 Qki ank/éSa,»le
+ QucHyy — Hy Qi
The Landau-de Gennes free energy is:
F= Jdrj"(r)7 (14)
where
A U AoU
S =13 T(Q) - =T (@)
2 3 3
(15)
AU 2 L
+ g (Tr(Q7) 450k Qm)”.
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The isotropic part of the passive stress in this model depends
only on f as we neglect pressure contributions resulting from
variations in density of the fluid.*®

The flow coupling term is

Si(v) = —vidiQy + PuQy’ + Qi Pry — 2£Qy" (Quidivy),

where

1

0;" = Qi+ 3%, (16)

1
V= 5(31'?/' + i), (17)

1
Q=30 = 9m), (18)

and

@l‘j = f'}llj — QU (19)

In these equations, &, Ay, U, 'y, L, y, are parameters whose
meanings are described in ref. 21, 52, 66, to which we refer the
reader for additional details on this model. Throughout
the paper we use ¢ = 0.7, 4, = 0.1, U = 3.5, ['y = 1.5, L = 0.1,
and 7, = 10 (all in simulation units). For these choices the
equilibrium nematic persistence length /L/A4, is the same as
one length unit.>®
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