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Urea and salt induced modulation of protein
interactions: implications for crystallization and
liquid–liquid phase separation†

M. Madani, a T. Hamachera and F. Platten *ab

Urea is a well-known protein denaturant if added at high concentrations. The unfolding of proteins

induced by urea is typically attributed to specific mechanisms; however, the influence of urea on

protein–protein interactions, which can give rise to protein crystallization and liquid–liquid phase

separation (LLPS), remains less understood. In this study, we examine the modulation of protein–protein

interactions by urea at non-denaturing concentrations, in combination with sodium chloride. The effects

of these additives on the state diagram and protein–protein interactions in lysozyme solutions are ana-

lyzed using optical microscopy and small-angle X-ray scattering (SAXS), respectively. Our findings

indicate that the addition of urea diminishes net protein attractions, while the introduction of salt

enhances them, resulting in respective shifts of the state boundaries. Moreover, the protein–protein

interactions can be effectively characterized by a Derjaguin–Landau–Verwey–Overbeek (DLVO)

potential. The impact of urea on these interactions can thus be explained entirely by alterations in the

dielectric properties of the solution.

1 Introduction

Protein condensation is a fundamental process in both biology
and materials science,1–6 playing a critical role in various phenom-
ena, including crystallization,7 fibril formation,8,9 and liquid–
liquid phase separation (LLPS).10 Condensed protein states are
essential not only in biological processes such as protein aggrega-
tion, cellular organization, and disease (e.g., Alzheimer’s, Parkin-
son’s, and amyloidosis), but also offer significant potential for
applications in biotechnology, materials science, and drug discov-
ery. The ability to control and manipulate protein condensation,
for example through specific solution conditions11,12 or the appli-
cation of external fields,13,14 holds promise for designing novel
biomaterials, developing protein-based therapeutics, and advan-
cing our understanding of disease-related protein aggregation.

Protein crystallization, one of the most well-studied forms of
protein condensation,15,16 is a cornerstone technique in structural
biology that enables the determination of atomic-level structures
of proteins.17 This process requires the precise arrangement
of protein molecules into an ordered three-dimensional lattice.

Despite its importance, the search for optimal crystallization
conditions remains largely a trial-and-error process.18 This chal-
lenge arises partly from the complex behaviour of proteins in
solution, where intermolecular interactions can vary significantly
depending on factors such as protein type, solvent conditions, and
the presence of additives. A more comprehensive understanding
of the physical principles governing protein crystallization would
be very valuable for the optimization of crystallization protocols,
thereby reducing the time and resources spent on empirical
experimentation.7

To identify conditions that promote crystallization, researchers
often modify the solution environment by introducing various
solution additives or precipitants.19–21 These additives can affect
protein solubility, charge distribution, and intermolecular inter-
actions, which, in turn, may drive the formation of ordered
aggregates or crystals. While many additives, including salts,
polyethylene glycol (PEG), and organic solvents, have been exten-
sively studied for their impact on protein crystallization, urea has
received comparatively less attention in this context.22 Urea, a
small organic molecule commonly found in biological systems, is
a well-known protein denaturant at high concentrations and has
been widely used to study protein folding and unfolding.23–35

Although the precise mechanism remains a subject of ongoing
debate, urea is generally thought to disrupt the network of non-
covalent interactions – such as hydrogen bonds, hydrophobic
forces, and electrostatic interactions – that stabilize protein
three-dimensional structure, thereby promoting protein unfolding.
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Additionally, urea preferentially binds to proteins, altering their
solvation properties and hydration shell, which in turn might
affect overall protein stability.

The effects of urea at lower, sub-denaturing concentrations
are not fully understood. At these concentrations, urea may still
significantly modulate protein–protein interactions, potentially
affecting processes such as protein aggregation, crystallization,
and phase separation. Although the exact mechanisms remain
unclear, they may involve changes in protein solubility, mod-
ifications to the dielectric properties of the solution, or subtle
alterations in hydrophobic and electrostatic interactions.

Urea has been shown to influence adsorbed protein layers by
reducing the amount of protein bound to surfaces.36,37 While
the bulk concentration of protein solutions adsorbing to an
interface is typically low, the adsorbed protein films are effectively
two-dimensional and often behave as dense systems with high
packing densities, where protein–protein interactions likely play a
significant role. For instance, studies have demonstrated that the
interfacial affinity of albumins is indicative of the phase beha-
viour and interactions in bulk solution.38,39 Consequently, the
observed reduction in surface excess upon urea addition suggests
that urea may modulate protein–protein interactions even in
these condensed states. This implies that the effects of urea in
bulk solution could parallel those observed in confined systems,
where subtle changes in intermolecular forces may influence the
onset of crystallization or phase separation.

In this study, we systematically investigate the effects of urea
and salt on the state diagram of lysozyme, a well-established
model system for studying protein crystallization and phase
behaviour.40,41 We identify solution conditions that promote
protein crystallization and phase separation, and examine how
urea and salt affect the state boundaries. Using small-angle
X-ray scattering (SAXS), we analyze the protein–protein inter-
actions that govern the formation of these condensed states.
By determining the second virial coefficient (B2), we provide a
quantitative measure of protein–protein interactions. This
parameter has been used as a predictor for crystallization and
LLPS.42,43 Through the combination of the state diagram with
SAXS data on protein–protein interactions, we offer a compre-
hensive picture of the effects of urea and salt on protein phase
behaviour. To gain a deeper understanding of how urea influ-
ences these interactions, we apply the Derjaguin–Landau–
Verwey–Overbeek (DLVO) theory, a well-established model for
colloidal interactions. This approach allows us to investigate
how urea influences the balance between attractive and repul-
sive forces between proteins in solution. The B2 values derived
from the DLVO potential, accounting for the dielectric proper-
ties of the urea–water mixtures and the electrostatic screening
effects due to salt, show quantitative agreement with the
experimentally observed data. By combining complementary
experimental techniques with theoretical calculations, this
study provides a detailed understanding of the physical princi-
ples underlying protein phase behaviour, enhances the mecha-
nistic understanding of the impact of urea on protein–protein
interactions, and contributes to the development of improved
strategies for protein crystallization.

The article is organized as follows: Section 2 describes the
materials and methods, Section 3 presents and discusses the
results, and Section 4 provides a summary of the findings and
their implications.

2 Experimental methods

The sample preparation procedure is outlined first (Section 2.1),
followed by a description of the method used to investigate the
condensed states of the protein solutions by light microscopy
(Section 2.2). The instrumental setup for SAXS measurements
and the data analysis methodology are presented in Sections 2.3
and 2.4, respectively.

2.1 Sample preparation

Lysozyme from Sigma-Aldrich (prod. no. L6876) was used for
the light microscopy experiments, while lysozyme from Roche
Diagnostics (prod. no. 10837059001) was used in the X-ray
scattering experiments, where higher sample purity was
required. Previous studies on the state diagram and interac-
tions of lysozyme from different suppliers have yielded consis-
tent results.44,45 Sodium chloride (NaCl; Fisher Scientific, prod.
no. S/3160/60), urea (Merck, prod. no. 1.08488; Sigma, prod. no.
33247), and sodium acetate (NaAc; Merck, prod. no. 1.06268)
were used as received.

Ultrapure water with a resistivity of 18.2 MO cm was used to
prepare all buffer solutions. Lysozyme powder was solubilized
in a 50 mM sodium acetate (NaAc) buffer, and the pH was
adjusted to 4.5 by incrementally adding hydrochloric acid. At
this pH, lysozyme carries a net positive charge of Z = +11.4
elementary charges. The protein solution, with an initial
concentration between c = 50 mg mL�1 and c = 80 mg mL�1,
was filtered several times using an Acrodisc syringe filter (Pall,
prod. no. 4611) with a pore size of 0.1 mm, designed for
minimal protein binding. This filtration step removed impu-
rities and undissolved protein aggregates. In cases requiring a
more concentrated stock solution, the protein solution was
further concentrated using a stirred ultrafiltration cell (Amicon,
Millipore, prod. no. 5121) equipped with an Omega 10 kDa
membrane disc filter (Pall, prod. no. OM010025). The resulting
retentate was used as the concentrated protein stock solution.
The protein concentration in the stock solution after (ultra)-
filtration was determined using UV/Vis absorption spectro-
scopy and refractometry, following procedures outlined in
previous work.46 The concentrations of salt and urea stock
solutions were carefully measured using refractometry and
compared with literature data.24,47 Due to the hygroscopic
nature of urea, precise measurements were particularly critical
when preparing highly concentrated urea stock solutions.
Samples were prepared by accurately pipetting defined volumes
of buffer, protein, salt, and urea stock solutions. To ensure data
reliability and reproducibility, samples were prepared and
measured several times under selected solution conditions.
All measurements were conducted at ambient temperature,
(22 � 2) 1C.
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2.2 Determination of the state diagram by optical microscopy
and visual inspection

The condensed state of the protein solution is determined
based on its microscopic morphology and macroscopic appear-
ance, as in previous studies.48,49

The microscopic morphologies were observed using bright-
field optical microscopy. Custom-designed microscopy sample
cells consisted of a microscope slide and three cover slips, as
described previously.50 Two cover slips served as spacers, creating
a gap between them, while the third cover slip was positioned on
top to form a narrow capillary sample chamber. The sample
solution was then introduced into the chamber, and the sample
cell was sealed with UV-curing adhesive. The resulting sample cell
was mounted onto the stage of a Nikon Eclipse 80i microscope,
equipped with a Pixellink PL-B741F camera. The samples were
observed for several days after preparation.

The condensed state of the protein solution is classified as
follows: a homogeneous solution was characterized by the
absence of micron-sized particles. In contrast, the presence of
tetragonal crystals and spherulitic structures, resembling sea
urchins, indicated protein crystallization in the presence of
sodium chloride (NaCl).51,52 Under the experimental condi-
tions, crystal formation was observed after a period ranging
from several minutes to a few days. LLPS was identified
through visual inspection, as samples exhibiting LLPS became
cloudy immediately after preparation.48,53

2.3 Small-angle X-ray scattering: instrumentation

SAXS was employed to analyze the form factor and structure factor
of the samples.54,55 The SAXS experiments were performed at the
laboratory facility of the Center for Structural Studies at Heinrich
Heine University Düsseldorf, Germany, using a XENOCS 2.0
instrument equipped with a Pilatus3 300 K detector. The protein
and buffer solutions were introduced into a thin flow-through
capillary cell for measurements. Protein samples were analyzed
immediately after preparation. Acquisition times were set to 60
minutes for dilute solutions and 5 minutes for concentrated
solutions. To improve statistics, several consecutive measure-
ments recorded before the onset of crystallization were averaged.
The obtained data were background-subtracted and normalized
to an absolute scale using glassy carbon as a standard reference.
The scattered intensity was plotted as a function of the scattering
vector magnitude, Q = (4p/l0)sin(y), where l0 = 1.54 Å is the
X-ray wavelength, and 2y is the angle between the incident
and scattered X-rays. Calibration of Q was performed using
silver behenate. The experimentally accessible Q-range was
0.012 r Q/Å�1 r 0.63.

2.4 Small-angle X-ray scattering: data analysis

The data analysis strategy used in this study closely follows the
approach outlined in our previous studies.45,56 Protein molecules
typically exhibit anisotropic shapes, and X-ray crystallography has
shown that lysozyme approximates a prolate ellipsoid. In a
monodisperse solution of particles with minimal anisotropy,
the interactions can be considered orientation-independent.

Consequently, the absolute scattered intensity I(Q) is described
using the decoupling approximation:54,57,58

I(Q) = KcMP(Q)Seff(Q), (1)

where P(Q) is the form factor and Seff(Q) is the effective
structure factor. The absolute scattered intensity depends on
several Q-independent pre-factors: the protein concentration c,
the molecular weight M = 14 320 g mol�1, and the contrast
factor K, which is proportional to (Dr)2, where Dr represents
the difference in electron density between the proteins and the
solvent.59,60

The Q-dependence of I(Q) arises from both intra-particle and
inter-particle interference effects, which are described by the
form factor P(Q) and the structure factor S(Q), respectively. The
form factor P(Q) is defined as the average of the square of
the form factor amplitude A(Q), expressed as P(Q) = hA2(Q)iO,
where the average is taken over all possible orientations of the
particles, indicated by O. The effective structure factor is given
by the following expression:

Seff ðQÞ ¼ 1þ hAðQÞiO
2

hA2ðQÞiO
SðQÞ � 1½ �: (2)

Here, S(Q) represents the structure factor of an effective one-
component system.

In very dilute systems, S(Q) E 1, indicating that the Q-
dependence of I(Q) is determined by P(Q), which encodes
information about the size, shape, and structural characteristics
of the individual particles.54 The form factor of folded lysozyme
is approximated as a prolate ellipsoid of revolution, defined by
its minor and major axes. For the range of urea concentrations
studied, the form factor is modelled as an ellipsoid with a semi-
minor axis 16.0 Å and an axial ratio of 1.5, consistent with
previous reports for the form factor of natively folded
lysozyme.45,56 The experimentally determined form factor of
proteins in buffer and in 2 M urea is presented in the ESI.†

In concentrated solutions, the structure factor S(Q) reflects
the spatial arrangement of particles, providing insights into
inter-particle interactions. According to liquid-state theory,61

the interaction potential U(r), where r is the center-to-center
distance between particles, is encoded in S(Q). To model experi-
mentally measured S(Q), a theoretical potential is typically
assumed, for which an analytical expression for S(Q) is known.
The model parameters are determined by fitting the theoretical
S(Q) to the experimental data, and once these parameters are
obtained, the interaction potential U(r) can be derived.

A common method to quantify the overall effect of the
interaction potential is by calculating the second virial coeffi-
cient B2. For a spherosymmetric potential U(r), B2 is given by the
following integral:

B2 ¼ 2p
ð1
0

1� exp �UðrÞ
kBT

� �� �
r2dr; (3)

where kBT is the thermal energy. In general, B2 provides an
integral measure of the inter-particle interactions. Specifically,
the sign of B2 indicates the nature of the interactions: B2 4 0
suggests repulsive interactions, while B2 o 0 indicates
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attractive interactions. The magnitude of B2 reflects the
strength of these interactions, with larger absolute values
(either positive or negative) indicating stronger interactions,
and smaller values suggesting weaker interactions. The normal-
ized second virial coefficient, b2, is defined as the ratio of the
second virial coefficient B2 to the second virial coefficient for

the corresponding hard-sphere system BHS
2 , where BHS

2 ¼
2p
3
s3,

with s representing the particle diameter.
When modeling the structure factor of proteins, protein–

protein interactions are often described by a combination of an
attractive and a repulsive hard-core Yukawa potential, each
with its own range and interaction strength parameters.62–67

However, in protein solutions prone to crystallization, inter-
actions are primarily governed by net attractive forces. In such
cases, the simpler adhesive hard-sphere (AHS) model is often
preferred, as it allows for a direct determination of b2, depending
only on one free parameter (t) instead of four, as detailed below.

The AHS potential, as proposed by Baxter,68,69 represents a
specific limit of the square-well (SW) potential. The SW
potential is commonly used to model for systems dominated by
short-range attractions.70–73 This potential combines a hard-core
repulsion with a range of s (the particle diameter) and a constant
attractive component, which has a depth e and extends to a
distance of ls from the particle center. In the Baxter limit, the
depth e approaches infinity, and the width (l � 1)s becomes
infinitesimally small (i.e., l - 1). This configuration ensures a
finite and non-zero contribution to the second virial coefficient B2

(eqn (3)), which is critical for describing inter-particle interactions.
The AHS potential is expressed as:

UAHSðrÞ
kBT

¼ lim
l!1

1 for 0o ros;

ln 12t 1� 1

l

� �� �
for so ro ls;

0 for r4 ls:

8>>>><
>>>>:

(4)

Here, t is the stickiness parameter. The AHS Boltzmann factor is
expressed as

exp �UAHSðrÞ=kBT½ � ¼ Yðr� sÞ þ s
12t

dðr� sÞ; (5)

where Y is the Heaviside step function, accounting for impene-
trable hard cores of the particles, and d is the Dirac delta function,
which favors contacts. The interactions described by the AHS
potential are governed by a single parameter (t) and can be
quantified by the normalized second virial coefficient b2:

b2 ¼ 1� 1

4t
: (6)

Analytical approximations for the structure factor of adhesive
hard spheres, based on the Percus–Yevick closure, have been
established in the literature.74–76 These approximations are fre-
quently used to interpret scattering data from systems with short-
range attractive interactions,77–79 particularly for proteins.80–82 The
AHS structure factor is determined by the effective particle diameter
s, the stickiness parameter t, and the particle volume fraction f.
The effective diameter s corresponds to the diameter of a sphere

that has the same volume as the ellipsoidal particle, as estimated
from form-factor modeling in dilute solution. The volume fraction
f is directly related to the protein concentration c.46 Therefore, only
t requires fitting to describe the Q-dependence of I(Q).

The scattered intensity I(Q), as described by eqn (1) with a
Q-independent prefactor, is analyzed together with a constant
scattering background and fitted to the experimentally measured
intensity using a least-squares routine. As noted previously,56

background subtraction is particularly sensitive at very low
Q-values. At high Q-values, SAXS data become increasingly noisy
due to the reduced scattered intensity, resulting in a lower signal-
to-noise ratio. Therefore, model fits are systematically compared
with experimental data for the range 0.03 r Q/Å�1 r 0.31,
ensuring a reliable comparison between the experimental data
and model calculations. The choice of the Q-range used in the fits
is further justified in the ESI.†

3 Results and discussion

First, we examine the state diagram of lysozyme solutions as a
function of urea and salt concentrations (Section 3.1). This is
followed by an analysis of SAXS data (Section 3.2), first for
constant salt concentration with various urea concentrations,
and then for constant urea concentration with various salt
concentrations. From the SAXS data, we determine the normal-
ized second virial coefficient b2 as a function of both urea and
salt concentrations. Additionally, b2 is calculated using the
DLVO theory, incorporating data on the dielectric properties
of water–urea solutions, and the calculations are compared
with the experimental results (Section 3.3). Finally, we correlate
the results for b2 with the state diagram to determine the
strength of attractive interactions required for phase transi-
tions such as crystallization or phase separation (Section 3.4).

At high molar concentrations, urea is known to denature
proteins,23,24,30 but at moderate concentrations, well below the
threshold for unfolding, it does not significantly disrupt the native
protein structure. In this study, we focus on moderate urea
concentrations that do not induce denaturation. The retention
of the native protein conformation is supported by two observa-
tions, which are further detailed below: first, tetragonal lysozyme
crystals formed at all urea concentrations investigated (see Fig. 1),
and second, the form factor of the lysozyme solutions was
consistently described by the same ellipsoid parameters across
all urea concentrations under study (see ESI†). In contrast,
denatured proteins are unlikely to form high-quality crystals due
to the loss of the specific, stable, and ordered structure necessary
for crystallization. The molecular shape of unfolded proteins is
expected to resemble a polymeric coil rather than a colloidal
particle. At the urea concentrations studied here, we expect that
changes in the physicochemical properties of the solvent, which
modulate protein–protein interactions, play a more significant
role than alterations in protein structures themselves, such as
those arising from preferential binding. These solvent-mediated
changes are relevant for understanding the protein state diagram
and the associated protein–protein interactions.
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3.1 Protein state diagram as a function of urea and salt
concentrations

Fig. 1 presents the state diagram of lysozyme solutions with a
fixed protein concentration of 20 mg mL�1 in an acidic
environment (pH 4.5) at room temperature. This protein
concentration is moderate, being high enough to promote
protein–protein interactions that drive the formation of con-
densed states, yet not so high as to approach the critical point
for phase separation. Therefore, this concentration provides an
optimal condition for systematically studying condensation
phenomena, such as crystallization. The state diagram is
systematically examined as a function of salt and urea concen-
trations at this fixed protein concentration.

Various condensed states are observed, with typical microscope
images shown on the right side of Fig. 1. As the salt concentration
increases, the solution initially remains homogeneous, followed by
the appearance of tetragonal protein crystals coexisting with the
solution. At higher salt concentrations, spherulitic (sea urchin-like)
crystals emerge, and further increases in salt concentration can
induce metastable LLPS, leading to macroscopic turbidity. This
topology of the state diagram, which includes a homogeneous
solution, a crystal-solution coexistence region, and a metastable
LLPS regime, is characteristic of colloidal systems dominated by
short-range attractive interactions (e.g., ref. 70,83 or reviews1,7,41).

In the absence of urea, the transition points are consistent
with previous studies:48,52,84 tetragonal crystals form at salt
concentrations of 0.5 M or higher, spherulitic crystals appear
at approximately 1.4 M or higher, and phase separation occurs
at salt concentrations of around 1.6 M or higher. This consis-
tency underscores the reproducibility of the salt concentration
effect on the formation of the different states.

With the addition of urea, the salt concentration required
to induce various phase transitions increases progressively.
At 1 M urea, tetragonal crystals form only above 0.9 M NaCl,

spherulitic crystals appear at 2.0 M NaCl or higher, and phase
separation occurs at 2.2 M or higher. At 2 M urea, crystals form
only above 1 M NaCl, and no spherulites or phase separation
are observed up to 2.4 M NaCl. The increase in the NaCl
concentration required to induce LLPS or spherulite formation
is more pronounced than that of the threshold for tetragonal
crystal formation.

Interestingly, spherulites are observed under conditions
where the solution remains macroscopically transparent.
Previous studies (e.g., ref. 51,52) have suggested that spheru-
lites typically form following phase separation. However, other
studies (e.g., ref. 85), using specific salts such as nitrate or
thiocyanate, have reported that spherulites can also form out-
side the LLPS region, as observed in this work.

The state boundaries can be interpreted as a measure of
the strength of the attractive interactions required to trigger
each observed state (see, e.g., ref. 12). As noted previously (e.g.,
ref. 86,87), the addition of NaCl enhances protein–protein
attraction. The increased concentration of NaCl required to
induce phase transitions in the presence of urea suggests that
urea weakens the net attractive interactions between protein
molecules, unlike NaCl. The state diagram suggests that a
minimum level of attraction is required for protein crystals to
form, with even stronger attractions necessary for the for-
mation of spherulites and LLPS.

3.2 Protein–protein interactions as reflected in scattered X-ray
intensity

To systematically understand the interactions driving the con-
densed states observed in the previous section, we present SAXS
measurements that provide insights into the structure factor of
the solutions under investigation. Two sets of measurements
were performed: one with a constant salt concentration of
1.0 M and varying urea concentrations between 0 and 2 M
(Fig. 2), and another with a constant urea concentration of
1.0 M and varying salt concentrations between 0.5 M and 1.5 M
(Fig. 3). Under most of these conditions, crystallization occurs
over time (cf. Fig. 1), but they are far away from the LLPS
boundary. The SAXS measurements were performed immedi-
ately after sample preparation to ensure that the solutions
remained homogeneous throughout the measurement, prior
to the onset of crystallization. Since the protein solutions are
only moderately concentrated, no significant contributions to
the structure factor from off-critical scattering or due to the
nonspherical shape of the proteins are expected. Therefore, as
confirmed below, it is reasonable to employ approximate
analytical models for the structure factor to analyze the scat-
tered intensity under the conditions considered here.

In Fig. 2 and 3, panel (a) shows the experimental scattered
intensity I(Q) as a function of Q (symbols), along with the
corresponding model fits (lines). Panel (b) presents the struc-
ture factors S(Q) as a function of Q, derived from the model fits.
The I(Q) data presented in Fig. 2a and 3a do not exhibit any
distinct features and are very similar, with the primary differ-
ence observed in the low-Q behaviour, as particularly evident in
the normalized, unshifted I(Q)/KcM data shown in the insets.

Fig. 1 Experimental state diagram of lysozyme solutions in the urea vs.
salt concentration plane (pH 4.5, room temperature, fixed protein concen-
tration c = 20 mg mL�1): homogeneous solution (red circles), tetragonal
crystals (black crosses), spherulitic (sea-urchin) crystals (magenta stars),
and liquid–liquid phase separation (LLPS; violet squares). Lines represent-
ing the state boundaries are guides to the eye. (right) Representative
micrographs of the different states, with a 50 mm scale bar.
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The differences in the low-Q behaviour are more pronounced in
the corresponding structure factors S(Q) shown in Fig. 2b and
3b, and they can be clearly seen in the data expressed as
effective structure factors Seff(Q) in the insets. The observation
of only small differences in the low-Q part is consistent with
expectations for the moderate protein concentration used in
this study.

The model fits for I(Q) follow the eqn (1), where the
Q-dependence of I(Q) is determined by both the form factor
P(Q) and the structure factor S(Q). The parameters of the form
factor, modeled as a prolate ellipsoid, are known from mea-
surements of dilute solutions (as detailed in Section 2.4).
Therefore, in analyzing the Q-dependence of the SAXS data
for concentrated samples, only a single fit parameter, the

Fig. 2 Effect of urea on the small-angle X-ray scattering of lysozyme
solutions at a fixed protein concentration (c = 20 mg mL�1) and salt
concentration (1.0 M), with varying urea concentrations. (a) Scattered X-ray
intensity I(Q) as a function of the magnitude of the scattering vector Q, with
data (symbols) and model fits (solid lines). The continuation of the model fits
into the low-Q region, which is excluded from the fitting procedure, is shown
as dotted lines. For clarity, the data and fits are shifted vertically with
increasing urea concentration. (inset) Normalized scattered intensity I(Q)/
KcM as a function of Q (data used in the fits, binned for clarity). (b) Static
structure factor S(Q) as calculated from the model fits shown in (a). (inset)
Effective structure factor Seff(Q) as a function of Q (data used in the fits,
binned for clarity). Vertical arrows indicate increasing urea concentration.

Fig. 3 Effect of NaCl on the small-angle X-ray scattering of lysozyme
solutions at a fixed protein concentration (c = 20 mg mL�1) and urea
concentration (1.0 M), with varying salt concentrations. (a) Scattered X-ray
intensity I(Q) as a function of the magnitude of the scattering vector Q,
with data (symbols) and model fits (solid lines). The continuation of the
model fits into the low-Q region, which is excluded from the fitting
procedure, is shown as dotted lines. For clarity, the data and fits are shifted
vertically with increasing salt concentration. (inset) Normalized scattered
intensity I(Q)/KcM as a function of Q (data used in the fits, binned for
clarity). (b) Static structure factor S(Q) as calculated from the model fits
shown in (a). (inset) Effective structure factor Seff(Q) as a function of Q
(data used in the fits, binned for clarity). Vertical arrows indicate increasing
salt concentration.
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stickiness parameter t, needs to be determined. Once the fit is
performed and t is determined, the structure factor (as shown
in Fig. 2b and 3b) is calculated analytically for all Q-values
based on the fitted model. Although small differences are
observed in the data, particularly in the low-Q region, the
analysis of the scattered intensity presented in Fig. 2a and 3a
remains robust. The model fits adequately describe the data,
capturing the low-Q differences, which are reflected in the
effective structure factors shown in the insets of Fig. 2b and 3b.

The effects of urea and NaCl on the structure factor S(Q)
(Fig. 2b and 3b) are most pronounced at low Q. Under all
conditions studied, the proteins exhibit net attractive interactions,
as S(Q - 0) 4 1 in all cases. An increase in urea concentration
leads to a decrease in S(Q) at low Q, corresponding to a reduction
in net attractive interactions. In contrast, the addition of NaCl
results in an increase in S(Q) at low Q, indicating an enhancement
of attractive interactions. These findings are consistent with the
interpretation of the effects of urea and salt on the state diagram
in Section 3.1, in terms of underlying interactions.

It has been previously noted in studies using X-ray or neutron
scattering (e.g., ref. 62,88) that NaCl promotes attractive interac-
tions between proteins, while urea weakens them. However, the
combined effects of both additives have as yet not been system-
atically explored, particularly under the conditions investigated
in the state diagram studied in this work. This gap is addressed
by the measurements described in this section. Furthermore, as
discussed in the next section, model calculations using eqn (6)
allow to infer the second virial coefficient b2 for the various
solution conditions examined from the SAXS fits.

3.3 The second virial coefficient b2 of proteins as a function of
urea and salt concentrations: experimental results and DLVO
model description

When the net attractive forces between proteins are sufficiently
strong, such as when salt is added, proteins tend to crystallize
or undergo phase separation (see Fig. 1). The enhancement of
these net attractive forces due to salt is reflected in an increase
in the low-Q scattering contribution from the structure factor
S(Q), as shown in Fig. 3. Consequently, it is anticipated that the
second virial coefficient, b2, will decrease as the salt concen-
tration increases.

Conversely, the addition of urea shifts both the crystal-
solution and LLPS coexistence curves of lysozyme towards
higher salt concentrations (see Fig. 1), indicating a reduction
in net attraction. This reduction is further evidenced by a
decrease in the low-Q scattering contribution from S(Q), shown
in Fig. 2. Therefore, we expect b2 to increase with higher urea
concentrations.

To quantitatively assess the relationship between b2 and the
concentrations of salt and urea, b2 values were extracted from
the SAXS model fits presented in Fig. 2 and 3. The results
shown in Fig. 4 indicate a weak, but systematic, increase in b2

with increasing urea content (Fig. 4a, which also includes
additional data), alongside a consistent decrease with rising
salt concentration (Fig. 4b). These observations are in agree-
ment with the low-Q behaviour of S(Q). The experimental

uncertainty in b2 has been previously estimated to be approxi-
mately �0.3 for a similar system.56 The value of b2 in the
presence of 1.0 M NaCl but without urea (i.e., the first data
point in Fig. 4a) is consistent with previously reported data (e.g.,
ref. 87 and references therein). A decrease in b2 with increasing
salt concentration, similar to the trend in Fig. 4b, has also been
observed in earlier studies (e.g., ref. 73,87), though without the
presence of urea. Moreover, the ESI† includes an additional SAXS
dataset for NaCl alone, without urea (see Fig. S4 of the ESI†). For
lysozyme in brine, extensive literature data for b2 are in quantita-
tive agreement with the values obtained from the model fits. This
consistency confirms the reliability of the SAXS data and the
appropriateness of the analysis approach for inferring b2.

In order to further understand the mechanisms by which
urea and salt modulate the protein–protein interactions,
as quantified by b2, the interactions are analyzed using the
DLVO model potential. The DLVO theory is widely used to
describe the colloidal interactions between charged particles in

Fig. 4 Normalized second virial coefficient b2 of lysozyme solutions:
(a) as a function of urea concentration in the presence of 1.0 M NaCl,
and (b) as a function of salt concentration with a fixed urea concentration
of 1.0 M. The data (symbols) were obtained from fits shown in Fig. 2 and 3,
while the model calculations (lines) are based on DLVO theory, as
described in the text.
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suspension89 and provides a useful framework for understanding
the effective interactions between proteins in solution, particularly
in the presence of salt.90–92 However, the presence of urea
introduces additional complexities, as urea is known to influence
the solvation environment and preferentially bind to proteins.
This could alter both the individual proteins and their mutual
interactions in ways that are not directly captured by DLVO theory.

The total DLVO potential can be expressed as the sum of
three contributions: the hard-sphere potential UHS(r), the
screened Coulomb repulsion USC(r), and the attractive van der
Waals component UvdW(r):

UDLVO(r) = UHS(r) + USC(r) + UvdW(r). (7)

For r 4 sp with the particle diameter sp, the screened
Coulomb potential USC(r) is defined as described in ref. 86:

USCðrÞ ¼
Zeð Þ2

4pe0es

exp �kðr� spÞ
� �

1þ ksp
�
2

	 
2
r

(8)

with Z = 11.4 positive elementary charges carried by lysozyme at
pH 4.5, the vacuum permittivity e0, the permittivity of the
solvent es, and the Debye screening length k�1 defined as:

k2 ¼ e2NA

e0eskBT

X
i

zi
2ci; (9)

where NA is Avogadro’s number and zi and ci are the valence
and molar concentration of the i-th ionic species, respectively.
The van der Waals component of the potential is expressed as
follows:86

UvdWðrÞ ¼ �
A

12

sp2

r2 � sp2
þ sp2

r2
þ 2 ln 1� sp2

r2

� �� �
: (10)

In this equation, A denotes the Hamaker constant, which for
two identical particles located within a medium can be esti-
mated using the following equation:89

A ¼ 3

4
kBT

ep � es
ep þ es

� �2

þ 3hn
16

ffiffiffi
2
p np

2 � ns
2

	 
2
np2 þ ns2
	 
3=2: (11)

In this equation, ep represents the permittivity of the particle, np

denotes the refractive index of the particle, ns is the refractive
index of the solvent, h is Planck’s constant, and n is a char-
acteristic ultraviolet absorption frequency. The optical and
dielectric constants for both the solvents (specifically, water–
urea mixtures)24,47,93 and the particles (proteins)94,95 have been
documented in the literature. As urea is added, both refractive
index and dielectric constant of the water–urea mixtures
increase. To maintain consistency with prior research,87 we
adopt the following parameters: particle diameter sp = 3.4 nm,
permittivity ep = 2, refractive index np = 1.69, and frequency n =
3 � 1015 s�1. Using these values, we applied eqn (11) to
calculate the Hamaker constant as a function of urea concen-
tration. The results are depicted in Fig. 5 as symbols. In the
absence of urea, the Hamaker constant is A = 8.3kBT, which is
consistent with findings from previous studies.73,86,87 As urea is
introduced, we observe a seemingly linear decrease in A

(represented by the line), indicating a reduction in net inter-
particle attractions. A similar linear trend in the Hamaker
constant was noted for mixtures of water with glycerol,87,96,97

dimethyl sulfoxide,96,97 and ethanol.45

The change in the Hamaker constant A leads to a notable
decrease in the magnitude of the attractive van der Waals
component UvdW(r) (see ESI† for exemplary plots). Under our
conditions, the effect of urea on UvdW(r) is much stronger than
its impact on the screened Coulomb repulsion USC(r), which is
minimal. The main effect of urea is to shorten the range of the
DLVO potential UDLVO(r).

The normalized second virial coefficient, b2, can be calcu-
lated using the DLVO potential (eqn (7)) as described in eqn (3).
To prevent divergence in the integral, a cut-off length, d,
associated with the Stern layer is employed as the lower limit
of integration. This parameter was previously optimized to
match light scattering data for b2.97 In the current study, the
value of d was refined by 2% to approximately 0.15 nm,
independent of urea and salt concentration. This refinement
ensures that the b2 value in the absence of urea, which serves as
a reference, is accurately recovered. It is important to note that
sp + dE s; this indicates that the diameter of the adhesive hard
sphere, s, used in the structure factor modeling is consistent
with that of the hard sphere modified by the cut-off layer in the
DLVO model. Consequently, the DLVO framework may impli-
citly incorporate non-DLVO effects98 (e.g., hydration, the hydro-
phobic effect, and hydrogen bonding) through the choice of d.
The results for b2 derived from the DLVO model are presented
in Fig. 4a and b as solid lines. The model predicts that b2

increases monotonically with urea concentration (Fig. 4a) and
decreases with salt concentration (Fig. 4b). The model aligns
quantitatively with the experimental data represented by sym-
bols. Therefore, the urea-dependent modifications in protein–
protein interactions are fully explained by its influence on the
dielectric properties of the solution, affecting the Hamaker
constant and the screening length, and the effects of salt are
contained in k (eqn (9)).

Fig. 5 Hamaker constant A (symbols), calculated based on the dielectric
solution properties of urea–water mixtures, as a function of urea concen-
tration, with a linear fit (line).

Paper Soft Matter

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

3 
Fe

br
ua

ry
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

/2
0/

20
26

 1
1:

52
:4

8 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4sm01392a


This journal is © The Royal Society of Chemistry 2025 Soft Matter, 2025, 21, 1937–1948 |  1945

Although cosolvents can exhibit preferential binding to, or
exclusion from, the surface of proteins,99 and the composition of
the surface layer can influence protein–protein interactions,100 the
DLVO theory successfully predicts the experimental observations
of protein–protein interactions in terms of b2 in the presence of
both urea and salt. This suggests that electrostatic and van der
Waals interactions are the dominant forces governing protein
interactions and phase behaviour, and that non-DLVO effects can
be effectively accounted for by a constant cut-off length. Conse-
quently, the addition of urea does not significantly alter the
overall protein–protein interactions in a way that would require
more complex models, such as those accounting for additional
interaction forces beyond the simple attractive and repulsive
interactions considered in DLVO theory. While it is possible that
factors such as preferential binding, patchiness, directionality,
asymmetric shapes, charge distributions, or other phenomena
have some influence, their impacts are anticipated to be minimal
or counterbalancing, as our DLVO model adequately describes the
data. Moreover, the addition of glycerol, ethanol, or dimethyl
sulfoxide, which also reduces the permittivity of the solution, can
be similarly interpreted within the DLVO framework.45,87,96,97

Additionally, according to the extended law of corresponding
states,71,73,101–103 the collective behaviour of systems dominated
by short-range attractions can be characterized by integral para-
meters, such as b2, while the specific details of the interaction
potential become less significant. This supports the idea that
protein–protein interactions can be described by a coarse-grained
DLVO model, which relies on macroscopic solution properties
despite the underlying complexity of protein interactions.

3.4 Relation between the protein state diagram and the
underlying interactions

While the SAXS data (Section 3.2) examine interactions at
specific urea and salt concentrations, the DLVO model
(Section 3.3) allows for the calculation of b2 across all the
solution conditions studied in this work, in particular for all
conditions explored in the state diagram (Section 3.1). Conse-
quently, the state diagram (Fig. 1) can be re-plotted as a function
of b2. Instead of salt concentration, Fig. 6 now uses b2 as the
ordinate to represent the different solution conditions.

Since increasing NaCl concentration corresponds to a decreas-
ing (more negative) b2, the order in which the states appear in
Fig. 6 is reversed along the ordinate axis as compared with Fig. 1.
The lowest salt and urea concentrations studied correspond to b2

values in the range of 0 to�1.5. In this range, the attractive forces
are insufficient to allow crystallization to occur spontaneously
within the experimentally accessible timescale.

As noted in Section 3.1, a certain minimum level of attrac-
tion is required to induce the phase transitions, which can be
achieved by the addition of NaCl. It is further noteworthy that
the transition between the homogeneous solution and the
coexistence region of crystals and solution is now represented
by a horizontal line, rather than a line with a specific slope in
the state diagram. This indicates that a minimum threshold of
net attractive interactions must be present in the system for
spontaneous crystallization to occur, regardless of the salt and

urea concentrations. This observation supports the concept of a
‘‘crystallization slot’’, as proposed by George and Wilson.104

The observed value of b2 t �1.5 required for crystallization is
consistent with the previously reported typical boundary of the
crystallization region.42 Since the crystallization boundary can be
interpreted as an estimate of the liquidus line, this finding aligns
with the reported correlation between solubility and b2.105,106

Similarly, the boundaries for the regions where spherulites
or phase separation occur show only a relatively gentle slope in
Fig. 6. Phase separation is encountered if the protein–protein
interactions satisfy b2 t �2.6, consistent with previously
obtained values for such low volume fractions as considered
here.73 With respect to phase separation, this can be inter-
preted as a further confirmation of the extended law of corres-
ponding states.71,73,103

To our knowledge, no systematic studies have been reported
in the literature on the relationship between the appearance of
spherulitic crystals and their position in the state diagram as
expressed in terms of b2. However, these structures are com-
monly observed in or near the LLPS region.

4 Conclusion

In this study, we systematically investigated the effects of urea
and salt on the phase behaviour and interactions in lysozyme
solutions. While urea is well-known as a denaturant at high
concentrations, its effects at non-denaturing concentrations,
particularly on protein crystallization and LLPS, remain less
understood. Our results demonstrate that urea decreases pro-
tein–protein attraction, while salt enhances it, resulting in
shifts in the lysozyme state diagram. SAXS measurements
allowed to quantify the changes in protein–protein interactions
in terms of b2. By combining the state diagram with SAXS data,
we provide a comprehensive picture of how urea and salt

Fig. 6 Experimental state diagram of lysozyme solutions (Fig. 1), with
the ordinate axis expressed in terms of the normalized second virial
coefficient b2 instead of salt concentration. States are indicated as follows:
homogeneous solution (red circles), tetragonal crystals (black crosses),
spherulitic (sea-urchin) crystals (magenta stars), and liquid–liquid phase
separation (LLPS; blue squares). Lines representing the state boundaries
are included as guides to the eye.
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modulate protein phase behaviour. The application of the
DLVO theory indicates that electrostatic and van der Waals
forces dominate the protein–protein interactions. Our findings
suggest that urea alters the dielectric properties of the solution,
modifying protein–protein interactions without necessitating
more complex models beyond the DLVO framework. Overall,
this study provides further insights into the physical principles
governing protein condensation and enhances the mechanistic
understanding of how urea and salt influence protein–protein
interactions. These findings could thus contribute to the devel-
opment of improved strategies for protein crystallization and
phase separation, with implications for both fundamental
research and biotechnological applications.
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