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Accelerated small angle neutron scattering
algorithms for polymeric materials

Kexin Dai and Bradley D. Olsen *

Small-angle neutron scattering (SANS) is an extremely powerful technique for characterizing a wide

variety of soft, biological, magnetic, and quantum materials, but it is often throughput-limited. This work

proposes an algorithm to accelerate small angle neutron scattering (SANS) experiments by estimating

the minimum number of counts to perform parameter estimation and model differentiation tasks to a

specified level of certainty. Three classes of model polymer materials were examined and analyzed, and

time slices of SANS data were used to model a reduced number of counts. The scattering data with

reduced numbers of counts were fitted to SANS model functions to perform parameter estimation and

model differentiation tasks. For parameter estimation, estimators accurate to within 5–10% of the full

count estimator can be produced with only 1–50% of the full counts depending upon the sample and

parameter of interest. In order to project parameter uncertainties at lower number of counts prior to the

completion of experiments, it is crucial to have a robust error quantification method that reflects the

true uncertainty associated with each parameter. Uncertainties from Monte Carlo (MC) bootstrapping

are shown to in general overestimate the error from fitting many experimental replicates. For most para-

meter estimation techniques, the weighted least squares estimator is unbiased; however, certain models

yield biased estimators. To differentiate between models, both the Akaike information criterion (AIC) and

Bayesian information criterion (BIC) can be used, and with either criterion, reduced numbers of counts

can still identify the best model for our samples from a group of related candidate models for each

material. The proposed algorithm can help SANS users optimize valuable beamtime and accelerate the

use of SANS for structural characterization of libraries of materials while obtaining reasonable parameter

estimation and model differentiation when scattering models are available.

Introduction

Neutron scattering is a useful technique to study the static
and dynamic structures in a variety of materials such as
polymers,1 colloids,2 biomacromolecules,3 metals,4 glasses,5

and ceramics.6 Among many neutron scattering techniques,
small angle neutron scattering (SANS) is one of the most widely
used in probing the microstructure of polymer and soft
materials.7 SANS has been successfully used to characterize
the structural formation in polymer solutions, melts, and net-
works and has advanced the understanding of fundamental
polymer physics.8,9 The use of neutrons provide several advan-
tages over other radiation sources, such as X-ray or light,
because neutrons are nondestructive to soft matter10 and allow
contrast variation using isotopic labeling.11 However, neutron
count rates are inherently lower because neutrons do not
interact very strongly with many materials, and neutron sources

generally have lower flux than other radiation sources. These
effects make SANS experiments slower. Typically, SANS data is
acquired for a pre-determined number of counts above the
background. After data acquisition and reduction, models are
fit to experimental data to extract relevant structural para-
meters or identification of structures based on the goodness
of fit. The measurement time to obtain SANS data for each
sample can range from ten minutes to tens of hours depending
on the facility, the scattering power of the sample, and instru-
ment configuration.12 Because neutron sources are expensive to
construct and maintain, neutron scattering is only available at a
handful of facilities worldwide, limiting access to this charac-
terization technique.

With the surge of machine learning13,14 and data driven
research in material discovery,15 the need to generate databases
of materials with experimental data has led to many automated
high throughput material syntheses in daily experimental
workflow.16–18 With the importance of neutron scattering in
studying the microstructure and dynamics of many materials,
many large facilities have been improving the hardware of the
instruments, upgrading the software at the beamline,19 making
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the data reduction process automated, and building higher flux
neutron facilities20 to increase the accessibility of neutrons to
users in the world.

There have been increasing efforts in literature to optimize
the use of beam time through experimental design, statistical
analysis, and machine learning approaches. Steinhart and
Pleštil proposed an algorithm to balance the tradeoff between
measurement time and resolution by using the scattering
intensity data from background measurement to optimize the
measurement time of the sample at each angle for small angle
X-ray experiments.21 Saito and colleagues applied kernel den-
sity estimation in reducing measurement time for anisotropic
samples, achieving a significant reduction without fully addres-
sing the smearing effect.22 Kanazawa et al. proposed acceler-
ated small-angle scattering experiments with simulation-based
machine learning.23 They created a database of virtual experi-
ments by simulation and use those data adaptively during real
experiments to aid the selection of optimal wavevector (q)
ranges sequentially to achieve the best sampling at each
measurement. Another attempt to accelerate the data acquisi-
tion by Chang and coworkers involved increasing the size of
binning of the detector pixels at the sacrifice of resolution and
reconstructing the high-resolution image using a deep-learning
based super resolution technique trained by data on EQ-SANS
at Oak Ridge National Lab.12 Their work shows that the
reconstructed 2D scattering image is comparable in resolution
to the true experimental data and effective at saving beamtime
if implemented online during SANS acquisition. In addition,
Chen et al. introduced a model-free statistical inference frame-
work for SANS that uses Gaussian process regression (GPR) to
reconstruct smooth, noise-reduced scattering intensity profiles
directly from sparse, low-count measurements. By leveraging
the inherent smoothness and continuity of scattering func-
tions, their Bayesian approach infers missing information
without requiring an analytical model or prior structural
assumptions. This method can significantly reduce the number
of counts required to obtain a smooth scattering function.24

Recent work by Do et al. applies this GPR method to propose a
model-free convergence metric for measurement sufficiency in
time-resolved SANS. This convergence metric guides the user
when additional counting yields negligible information gain.25

However, there remains an opportunity to critically analyze the
question of how many counts are required for data acquisition
based on the type of structural information being obtained
from the scattering experiment.

Herein, a novel small angle neutron scattering workflow is
proposed that focuses on experimental information content
rather than total counts, allowing counts to be reduced with
minimal loss of knowledge gained by an experiment. To do
this, two common tasks are considered: parameter estimation
and structural model differentiation. The algorithm for counts
optimization uses parameter uncertainty estimated in real time
for both tasks, and decisions can be made regarding the
optimal number of counts to achieve a targeted uncertainty
level. Three different model polymer samples for SANS experi-
ments examined in this paper include a polymer in solution,

associative protein hydrogel, and micellar solution; however,
the proposed algorithm can be generally applied to many other
systems.

Methods
Sample preparation

All deuterated solvents at 99.9% purity were purchased from
Cambridge Isotopic Laboratories, Inc. End-functional poly-
(ethylene glycol) (PEG) polymer was synthesized following
procedures in literature26,27 and dissolved in deuterated DMF
at a concentration of 16 mM. The associative protein hydrogel
is formed by an artificial protein denoted as P4, which contains
four associative coiled-coil domains (P) connected by flexible
polyelectrolyte linkers (C10) as illustrated in Fig. 1(a). The gene
sequence has been reported in literature,28 and the protein
expression protocols have been developed previously.29 The P4
hydrogel was prepared at 6.5% (w/v) by dissolving P4 in 100 mM
deuterated phosphate buffer at pD = 7.6. The blends were
equilibrated overnight at 5 1C before stirring and centrifugation
at 13 100 � g at 10 1C to ensure homogeneous gel formation.
Pluronic F-127 was purchased from Millipore Sigma. The poly-
mer was dissolved in D2O at 1.0 wt%.

Small angle neutron scattering (SANS)

The P4 gel was loaded into a 1 mm demountable copper cell by
spreading the gel on one side of the quartz window and
compressing the second quartz window onto the sample care-
fully to prevent bubble formation. The Pluronic F-127 and the
16 mM PEG solutions were loaded into 1 mm quartz banjo
cells. The small-angle neutron scattering experiments were
performed on GP-SANS at Oak Ridge National Lab (ORNL).30

The lower q configuration has a sample-to-detector distance of
15 m, which corresponds to q range of 0.003698 to 0.04988 Å.
The higher q configuration has a sample to detector distance of
2 m, which corresponds to q range of 0.03 to 0.43 Å. The
wavelength for both configurations is 4.75 Å. The measure-
ments of P4 gel and 16 mM PEG solutions were performed at
room temperature. The measurement of Pluronic F-127 was
performed at 60 1C. P4 gel and 16 mM PEG solutions had
approximately 500 000 counts above the background, and
Pluronic F-127 had approximately 1 000 000 counts above the
background.

SANS data analysis

Data reduction was performed on jupyter.sns.gov using the
data reduction script associated with the software developed at
ORNL.19 The SANS data was further reduced by subtracting the
solvent for the two configurations and merging the two config-
urations together by scaling the higher q data to the lower q
data by minimizing the weighted least square residual in the
overlap region. The overlap region is chosen to be 0.033
to 0.049 Å for P4 gel and 16 mM PEG solution and 0.033 to
0.0613 Å for Pluronic F-127. Time slicing was performed by
calculating the count rates and estimating the time step to slice
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such that the counts are 0.01, 0.025, 0.05, 0.1, 0.25, 0.5, 1 of the
total counts with respect to lower q and higher q. Count
fractions lower than 0.01 required time resolution that was
beyond the capacity of the data reduction software.

SANS model functions

Debye function. When uncharged polymers are dissolved in
theta solvents, they form Gaussian coils in solution which can
be described by the Debye function31 as illustrated in Fig. 1(b).
The Debye function is commonly used to obtain the radius of
gyration of the polymer. The form factor of the Debye function
to describe monodisperse polymer chains is

P qð Þ ¼
2 e�q

2Rg
2 þ q2Rg

2 � 1
� �

q2Rg
2

� �2 (1)

where q is the scattering wavevector, and Rg is the radius of
gyration of the polymer. The bounds for Rg are set between 10
and 80 Å. For dilute solution, form factor fitting was used to
perform parameter estimation. The scattering intensity can be
expressed as

I(q) = A � P(q) + b (2)

where A is the scale and b is the background scattering intensity
in cm�1. The bounds for A are set between 0 and 100 and the
bounds for b are set between 0 to 10 for the multiple
initializations.

Broad peak model. For physical gel systems, the correlation
length and the peak components are important to determine
the material properties. The characteristic structural informa-
tion for many polymer gels can be obtained by fitting to
the empirical broad peak model32–34 based on the correlation
length model34–41 to demonstrate the effectiveness of this
algorithm on empirical models. The fitting function for scatter-
ing intensity is

I qð Þ ¼ A0

qn
þ C0

1þ q� q0j jxð Þm þ b (3)

where q0 is the peak position of the primary peak in q, x is a
local correlation length, n and m are Porod and Lorentzian

exponents, respectively, A0 and C 0 are empirical parameters,
and b is the incoherent background scattering intensity
in cm�1. The range of q0 is set to 0.01 to 0.07. The range of x
is set to 0 to 100. The range of m and n is set to 0 to 5. The range
of A0 is set to 0 to 0.1. The range of C0 is set to 0 to 10 times the
maximum value of intensity. Following fitting methods of the
same system and model functions,29 the fitting is first per-

formed on the low q region using
A0

qn
. After obtaining values of A0

and n, those two values are fixed, and the fitting is performed
over the entire q range with eqn (3) to obtain the rest of the
fitting parameters. The peak position q0 can be used to calcu-
late the domain spacing d0, as illustrated in Fig. 1(a).

d0 ¼
2p
q0

(4)

Spherical micelle model with polydispersity. Pluronic F-127
is a triblock copolymer poly(ethylene oxide)99–poly(propylene
oxide)69–poly(ethylene oxide)99

42 (PEO99–PPO69–PEO99). Above
the critical micelle concentration, this polymer self-assembles
into spherical micelles as illustrated in Fig. 1(c). Spherical
micelle model with polydispersity has been chosen based on
literature.43 Here, the parameters of interest are the radius of
gyration Rg of the PEO and the radius of the PPO core R. The
bounds for Rg are set between 10 to 80 Å and the bounds for R
are set between 20 to 80 Å based on literature.43 The analytical
expression of the form factor P(q) in the spherical micelle
model44,45 contains four terms that contribute to the scattering
intensity: the self-correlation term of the core, the self-
correlation term of the chains, the cross-term between the core
and the chains, and the cross term between different chains:46

P(q,R) = N2bs
2Fs(q) + Nbc

2Fc(q) + 2N2bsbcSsc(q)
+ N(N � 1)bc

2Scc(q) (5)

Here, bs and bc are the total scattering length of the core and
the corona, respectively, calculated as

bs = Vs(rs � rsolvent) (6)

Fig. 1 (a) Illustrative figure of the P4 network formed by coiled-coil association. The coiled-coil domains (P4) are in dark blue and the polyelectrolyte
linkers are in light blue. (b) Structure of polymer solution forming a Gaussian coil in dilute theta solution. (c) Pluronic F-127 self assembles into spherical
micelle with PPO in the core and PEO in the corona above the critical micelle concentration.
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bc = Vc(rc � rsolvent) (7)

where Vs and Vc are the volumes of a block in the core and in
the corona of a single copolymer molecules. Based on literature
reported values,47 Vs is set to 6283 Å3 and Vc is set to 14 667 Å3.

N is the aggregation number of the micelle and can be
calculated as follows

N ¼
4

3
pR3

Vs

(8)

rs and rc are the corresponding scattering length densities and
rsolvent is the scattering length density of the solvent, which is
deuterated water in this case. rs and rc are fitting parameters,
since they can vary depending on the solvent distribution.
Based on the scattering length density calculations of PEO
and PPO, the bounds for rs are set between 4.0 � 10�6 Å�2

to 5.0 � 10�6 Å�2 and the bounds for rc are set between 4.5 �
10�6 Å�2 to 5.5 � 10�6 Å�2. rsolvent is set to 6.3 � 10�6 Å�2. The
self-correlation term of the core is given as

Fs(q) = F2(qR) (9)

where

F qRð Þ ¼ 3 sin qRð Þ � qR cos qRð Þ½ �
qRð Þ3

(10)

The self-correlation term Fc(q) of the Gaussian chains is given
by the Debye function31 in eqn (1).

The interference cross term between the core and the chains
is then

Ssc qð Þ ¼ F qRð Þc qRg

� �sin q Rþ dRg

� �� �
q Rþ dRg

� � ; (11)

where c(x) = [1 � e�x]/x. The interference term between the
chains in the corona is

Scc qð Þ ¼ c2 qRg

� � sin q Rþ dRg

� �� �
q Rþ dRg

� �
" #2

(12)

where d is the factor to mimic non-penetration of Gaussian
chains. The bounds for d are set between 0.5 to 2.0.

The scattering intensity with polydispersity can be
expressed as

I(q) = ndensity � Ppoly(q) + b, (13)

Ppoly qð Þ ¼
ð
fSZ R; zð ÞP q;Rð ÞdR (14)

where ndensity is the number density of micelle, which is defined
as the number of micelles per unit volume in cm3 and calcu-
lated using mass concentration Cwt%, aggregation number N,
solution density rsol, and Avogadro’s number NA.

ndensity ¼
Cwt%

100
� rsol
N �Munimer

�NA (15)

Ppoly(q) is the form factor with polydispersity, b is the back-
ground from incoherent scattering. The bounds for b are set
between 0 to 1, given the low background noise in the data. The

distribution fSZ(R,z) is chosen as a Schulz–Zimm distribution of
the radius of the PPO core R following literature procedures48

defined as follows.

fSZ R; zð Þ ¼ Rz

G zþ 1ð Þ
zþ 1

Rh i

� 	zþ1
e
� zþ1ð Þ R

Rh i

� �
(16)

z ¼ 1

s2
� 1 (17)

where hRi is the expectation value of the micelle core radius.
z is the parameter related to the width of the distribution
and s is the polydispersity factor. Here s has bounds
between 0.1 to 1. The lower bound is set to 0.1 because small
values of s yields very large z, which can cause numerical
instability (e.g., overflow or underflow) when evaluating terms
such as (z + 1)z+1. These instabilities can lead to NaN values
in numerical implementations, especially in floating-point
arithmetic.

The selected models were fit to reduced data as a part of
parameter estimation experiments by minimizing the least
squared residual weighted by the error in scattering intensity
using MATLAB command lsqnonlin. The parameter constraints
were set based on the physics of the parameter and literature
values. Within the bounds, 100 different initial conditions were
randomly generated and supplied to the optimization algo-
rithm to assess the global convergence. The confidence interval
was output by nlparci, which calculates 95% confidence inter-
vals from asymptotic normal distributions.49 Briefly,
orthogonal-triangular decomposition is performed on the Jaco-
bian matrix J computed by lsqnonlin,

J = QU (18)

where Q is the orthogonal matrix and U is the upper triangular
matrix.

U is inverted to M.

M = U�1 (19)

The diagonal of the Fisher information matrix F can be
computed as

Fi;i ¼
P
j

Mi;j

� �2
(20)

The root mean square error (RMSE) is computed as

RMSE ¼ residk k2ffiffiffi
v
p (21)

where resid is the residual, and v is the degrees of freedom.

v = n � p (22)

where n is the number of data points and p is the number of
parameters.

The sample variance sei for parameter i is then calculated as

sei ¼
ffiffiffiffiffiffiffi
Fi;i

p
�RMSE (23)

The margin of error delta can be computed as
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deltai = sei � t0.025,v (24)

where t is the value for a confidence interval calculated
from the student t-distribution at 95% confidence with v
degrees of freedom. The confidence interval can then be
calculated from

CI = y � delta (25)

where y is the vector of parameter values obtained from
weighted nonlinear least square fitting.

Other model functions used for model differentiation can be
found in the SI, eqn (S1)–(S7).

Monte Carlo bootstrapping

Monte Carlo bootstrapping is a technique used to assess
parameter uncertainties in experiments characterized by high
cost and a limited number of replicates. In this approach,
replicas of the scattering intensity are generated by drawing
samples from a normal distribution centered around the
measured scattering intensity at each q-value with a variance
determined by the squared error in the measured scattering
intensity at that q-value. For each scattering condition, 99
replicas were generated using this method.50,51 The mean and
standard deviation of each parameter distribution from fitting
100 datasets consisting of one experimental dataset and 99
bootstrapping replicates were calculated to provide error
estimates.

Analysis on SANS intensity errors

From time slicing into 0.01 fraction of counts, each full count
SANS data set generates 100 time-sliced SANS experimental
replicates. The variance of the 100 intensity values at a given q
was calculated and compared against the square of the
100 errors of intensity (DI2), which were output by the SANS
reduction file provided by ORNL. The percent difference is
calculated as

Var I qð Þ½ � � DI2

Var I qð Þ½ �
(26)

where Var[I(q)] denotes the calculated variance from intensities
and DI2 denotes the variance outputted by the SANS
reduction file.

The scaling analysis on DI was selected for low q (q = 0.0151),
mid q (q = 0.03999), and high q (q = 0.250). Each DI was plotted
as a function of the fraction of counts at 0.01, 0.025, 0.05, 0.1,
0.25, 0.5, 1. The DI values for low q, mid q, and high q were
fitted to

DI ¼ scaleffiffiffi
a
p (27)

where a is the fraction of counts, and scale is a fitting
parameter. The objective function f for fitting scale to minimize
the sum of least squares is

f scaleð Þ ¼ log DIð Þ � log
scaleffiffiffi

a
p

� 	
(28)

Checking the normality of weighted residuals

Experimentally measured SANS data, y, can be described as

y = f (X) + e (29)

where f (X) is the analytical model function with parameters X,
and e is the residual. For a perfect fit, the residual is random
error that can be modeled using a Gaussian distribution with a
mean of 0 and standard deviation of DI. The weighted
residuals, which are residuals normalized by DI, should follow
a normal distribution with mean of 0 and standard deviation
of 1. The weighted residual from fitting the P4 experimental
and MC bootstrapping SANS data to the broad peak model were
computed and checked for normality. Histograms were gener-
ated to examine the distribution of weighted residuals
from fitting both the experimental data and the MC
bootstrapping data.

Estimating the bias of weighed least squares

After performing parameter estimation with weighted non-
linear least square fitting using full count experimental SANS
data, the best fit parameters were used to generate an analytical
fitted SANS intensity curve. To simulate measurement noise,
Gaussian noise with a mean of 0 and standard deviation of DI
was added to the analytical fitted intensity curve. Following this
workflow, 100 replicates with Gaussian noise were generated to
simulate SANS data and fitted to the same model. If the
estimator is unbiased, parameters’ expectation values from
the 100 fitting results should be equal to the parameter values
used to generate the simulated SANS curve. The expectation
value was computed by taking the mean of each parameter
distributions. The bias was computed as

Bias %½ � ¼ E X½ � � Xtrue

Xtrue
� 100 (30)

where Xtrue is the parameter value used to generate the simu-
lated SANS data and E[X] is the expectation value of parameter
distribution from fitting the simulated SANS data.

Calculating the Fisher information matrix and its eigenvalue
decomposition

The variance is estimated by

s2 ¼ RSS

N � k
(31)

where N is the number of data points for the sample. RSS is the
residual sum of squares. k is the number of free fitting
parameters.

The Fisher information matrix F can be computed from the
Jacobian matrix J52 computed by lsqnonlin

F ¼ 1

s2
� J 0 � J (32)

Eigenvalue decomposition is performed on F to obtain the
corresponding eigenvalues and eigenvectors.
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Calculating spatial correlation of intensity values

From time slicing into 0.01 fraction of counts, full count SANS
data generates 100 time-sliced SANS experiment replicates. The
residual function RES(q) of intensity is computed as

RES(q) = I(q) � E[I(q)] (33)

where I(q) is the intensity at q, and E[I(q)] is the expectation
value or mean of the 100 replicates of intensity at each q. The
correlation coefficient matrix of RES(q) as each pairwise q is
computed based on the Pearson coefficient using the corr
function in MATLAB.

The correlation function G(Dq) is calculated as

G Dqð Þ ¼

P
100 replicates

P
all q

RES qð ÞRES qþ Dqð Þ
P

100 replicates

P
all q

RES qð Þ2
(34)

Information criteria calculations

The Akaike information criteria (AIC), derived from the
asymptotic approximation of the Kullback–Leibler divergence,
is often useful for model selection by the maximum likelihood
method. AIC considers not only the goodness of fit, but also
penalizes the number of parameters. The expression for
calculating AIC is

AIC ¼ �2 ln Lð Þ þ 2k (35)

where L is the maximum likelihood estimate and k is the
number of free parameters. By assuming independently and
identically distributed Gaussian distribution of the data points,
the maximum log-likelihood can be approximated as53

ln Lð Þ ¼ �1
2
N log

RSS

N

� 	
(36)

where N is the number of data points for the sample and RSS is
the residual sum of squares.

Bayesian information criterion (BIC), on the other hand, is
derived from Bayesian probability theory and assumes a Baye-
sian approach to model selection.54 It introduces a stronger
penalty for model complexity than AIC, aiming to select the
model that is most likely, given the data, but also has the fewest
parameters.

BIC ¼ �2 ln Lð Þ þ k log Nð Þ (37)

Results and discussion
Parameter estimation task

Fitting the SANS curves of dilute polymer solution (16 mM PEG
solution) and spherical micelle (Pluronic F-127) shows that a
reduced number of counts can achieve good parameter estima-
tion. Literature has shown that d-DMF is well-approximated as
a theta solvent for PEG.26 The 16 mM PEG solution demon-
strated good parameter estimation when fit to the Debye model

to extract Rg at a reduced number of counts. The Rg value with
95% confidence interval from fitting the full number of counts
is 29.17 � 0.248 Å. Fig. 2(a)–(d) shows the 1D SANS scattering
pattern and nonlinear least square fitting curve as the fraction
of counts increases. One hundred random initializations are
used for assessing the global convergence of the parameter
estimation. The same values of fitted parameters and the
weighted least square values were obtained at each fraction of
counts as shown in SI. Even when the counts are reduced to
0.01 fraction of the full counts, the value of the Rg is within 5%
of Rg from full number of counts as shown in Fig. 3(a). At low
fraction of counts, the mean parameter value Rg from fitting
bootstrapping replicates deviates from the ground truth
obtained from fitting experimental replicates. As the number
of counts starts to increase, the parameter values obtained from
fitting experimental replicates converge with those obtained
from MC bootstrapping due to decreases in DI. The mean Rg

value from MC bootstrapping is consistent with the experi-
mental data it is simulated from.

The uncertainty of Rg from fitting experimental replicates
decreases faster than that of MC bootstrapping and 95%
confidence interval as shown in Fig. 3. Three distinct notions
of uncertainty are readily accessible: margins of error from 95%
confidence intervals of nonlinear least squares fitting, standard
deviations of parameters from fitting MC bootstrapping repli-
cates, and standard deviations of parameters from fitting
experimental time sliced replicates. As shown in Fig. 3(b), MC
bootstrapping overestimates the uncertainty of Rg at any frac-
tion of counts compared to experimental time-sliced replicates.
Margin of error from 95% confidence interval underestimates
the uncertainty obtained from experimental replicates at 0.01,
0.025, 0.1 fraction of counts, and overestimates at 0.05, 0.25, 0.5
fraction of counts. The uncertainties of Rg in 16 mM PEG
solution indicate that the 95% confidence interval is closer to
the experimental uncertainty of Rg between 0.01 and 0.1 frac-
tion of counts than MC bootstrapping. Above 0.1 fraction of
counts, MC bootstrapping and margin of error from 95%
confidence intervals give similar uncertainty values, which both
overestimate the true experimental uncertainty.

The uncertainties on the parameter Rg from MC bootstrap-

ping in general follows a
1ffiffiffi
a
p scaling law, where a is the fraction

of counts as shown in Fig. 3(b). The exception occurs at 0.01
fraction of counts, where the standard deviation of Rg obtained
from MC bootstrapping is significantly higher than the scaling
prediction and that from the experimental replicates. This can
be attributed to the fact that the variances output from the
SANS reduction file exceeds the empirical variances from time
slicing. Variances output by the SANS reduction file (DI2) are
485% higher at q = 0.015 and 5.63% higher at q = 0.25
compared to variances from the empirical intensity distribu-
tions (Var[I(q)]) at corresponding q values. The bootstrapping
parameter error scaling allows users to decide the optimal
number of counts to reach a desired parameter uncertainty
level from a short SANS scan. Since the true uncertainty from
fitting experimental replicates is always lower than those from

Paper Soft Matter

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

0 
O

ct
ob

er
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

/2
0/

20
26

 1
0:

48
:0

3 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4sm01350f


8066 |  Soft Matter, 2025, 21, 8060–8077 This journal is © The Royal Society of Chemistry 2025

MC bootstrapping, using the MC bootstrapping error can
provide a reliable and stopping criterion.

Parameter estimation analysis at reduced number of counts
is further investigated on a block copolymer micelle system

which has found many important applications in drug
delivery,55 imaging,56 biosensing,57 removing hydrophobic
pollutants.58 The spherical micelle model with polydispersity
provides a model for the SANS data from a Pluronic F-127

Fig. 3 (a) Radius of gyration, Rg as a function of the fraction of total counts. The black square data points show the Rg values from one experimental
dataset and the error bars denote 95% confidence interval. The blue hollow circle shows the mean Rg value fitted from 100 bootstrapping replicates. The
error bars denote one standard deviation of the Rg distributions. The orange hollow circles are mean Rg values fitted from averaging the parameters
obtained from experimental replicates from time slicing. The dashed blue line represents 5% of the Rg value extracted from the total counts’ dataset.
(b) The standard deviation of Rg from fitting MC bootstrapping replicates (blue circles), experimental replicates (orange circles), and scaling fitting with
respect to bootstrap standard deviation (blue line) as a function of the fraction of total counts.

Fig. 2 SANS intensity curves for 16 mM PEG solution in deuterated DMF. (a)–(d) 0.01, 0.05, 0.25, 1 fraction of the total counts. The red line illustrates the
fit of each dataset to the Debye model.
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micellar solution.44 Fig. 4(a)–(d) shows the 1D scattering curves
for Pluronic F-127 with increasing number of counts fitted to
the spherical micelle model to estimate R, the micelle core
radius, and Rg, the radius of gyration of the polymer chain in
the corona. One hundred random initializations are used for
assessing the global convergence of the parameter estimation.
The same values of fitted parameters and the weighted least
square values were obtained at each fraction of counts as
shown in SI. Among the scattering models tested, the spherical
micelle model with polydispersity contains the largest number
of fitting parameters (7 fitting parameters) with numerical
integrations and is the most challenging to converge. The fact
that all optimizations still converged to the global minimum
demonstrates that the fitting algorithm is capable of robust
parameter estimation given that the parameters are identifiable
from eigenvalue and eigenvector analysis, even in the presence
of high data uncertainty.

For Pluronic F-127, the micelle core radius (R) shows close
agreement at all fractions of counts from 0.025 to 1 from fitting
experimental replicates and MC bootstrapping replicates, and
the parameter value Rg, radius of gyration of the polymer chain
in the corona, shows agreement as the fraction of counts

approaches 0.25. The value of R is 42.26 � 1.20 Å, and the Rg

value is 28.92 � 2.78 Å from fitting the SANS data at the full
number of counts, where the error is the margin of error from a
95% confidence interval. The value of R for all fraction of
counts except for 0.01 remains within 5% of the full counts
as shown in Fig. 5(a). As shown in Fig. 5(b), Rg remains 10% of
the full counts starting at 0.1 fraction of counts. R captures the
position of the peak at 1.32 nm�1, making the fitting parameter
more robust against noise than Rg. Rg displays larger error even
with fitting experimental replicates. Therefore, for the Pluronic
F-127 block copolymer micelle, the number of counts can be
reduced by a factor of four while still achieving good parameter
estimation for both R and Rg.

For Pluronic F-127 fitted to the spherical micelle model, MC
bootstrapping and margin of error from 95% confidence inter-
vals can either underestimate or overestimate the experimental
uncertainty depending on the parameters of interest and the
fraction of counts. MC bootstrapping estimates the experi-
mental uncertainty with greater similarity for parameter R to
experimental time-slicing replicates compared to the margin of
error from 95% confidence intervals at lower count values,
while at higher count values all estimators become comparable.

Fig. 4 SANS intensity curves for Pluronic F-127 in deuterated water. (a)–(d) 0.01, 0.05, 0.25, 1 fraction of the total counts. The red line illustrates the fit of
each dataset to the spherical micelle model.44
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On the contrary, for parameter Rg, the margin of error from
95% confidence intervals is closer to experimental uncertainty
values at lower fraction of counts.

Similar to the uncertainty scaling of Rg in 16 mM PEG

solution, R and Rg in the spherical micelle also follow a
1ffiffiffi
a
p

scaling law when fitted to Pluronic F-127 data as shown
in Fig. 5(c) and (d), where a is the fraction of counts. The
scaling law can reasonably capture the trend of decrease in
parameter uncertainties associated with experimental repli-
cates and MC bootstrapping replicates, allowing users to
quickly estimate the optimal counts at the beamline.

This parameter estimation analysis enables systematic
optimization of neutron counts in SANS measurements based
on a user-defined certainty level for the parameters of interests.
By performing a brief initial acquisition (B5000 counts)
and fitting the data to relevant model functions, parameter
values can be estimated, and parameter uncertainties
assessed via MC bootstrapping. Leveraging the scaling relation-
ship of parameter uncertainty with neutron count number

uncertainty � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
neutron count number
p

� 	
, the algorithm

quickly predicts the optimal count required to a user-defined
certainty level, such as 5% of the parameter values, providing
systematic optimization of valuable SANS beamtime while
maintaining desired signal to noise ratio.

This algorithm for parameter estimation has two limita-
tions: (1) computational and (2) requires prior knowledge of
the structural model. Computationally, the algorithm requires
online reduction of the SANS data, applying MC bootstrapping
and model fitting for the short SANS scans to predict additional
measurement time/counts needed for the experiment. MC
bootstrapping and model fitting take less than 20 seconds to
compute on average, which is smaller than the time scale of
measurements. Therefore, online implementation should be
possible. Second, if the structural model is unknown, this
algorithm cannot be applied for parameter estimation. In this
case, the user is faced instead with the model differentiation
task described below and would use that approach instead.

Parameter estimation with biased estimators

Protein hydrogels ‘‘P4’’, made of molecules that consist of four
rodlike associating coiled-coil domains (‘‘P’’) linked by flexible

Fig. 5 (a) Micelle radius (R) as a function of the fraction of total counts. The error bars are 95% confidence intervals from the curve fitting. The dashed
line represents 5% of the R value extracted from the total counts’ dataset. (b) Radius of gyration (Rg) as a function of the fraction of total counts. The error
bars are 95% confidence intervals from the curve fitting. The dashed yellow line represents 10% of the Rg value extracted from the total counts’ dataset. (c)
The standard deviation of R from fitting MC bootstrapping replicates (blue circles), experimental replicates (orange circles), and scaling fitting (blue line) as
a function of the fraction of total counts. (d) The standard deviation of Rg from fitting MC bootstrapping replicates (blue circles), experimental replicates
(orange circles), and scaling fit with respect to bootstrap standard deviation (blue line) as a function of the fraction of total counts.
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strands (‘‘C10’’), present a more complex parameter estimation
challenge but still demonstrates good parameter estimation
with a reduced number of counts. Above the overlap concen-
tration (B5% w/v), the protein forms an unentangled physical
gel held by coiled-coil association.59 Fig. 6(a)–(d) shows the 1D
scattering pattern as the number of counts increases for P4
protein hydrogel fitted to the broad peak model to capture the
structure of the protein network. From fitting the total counts
scattering curves of P4, the correlation lengths (x), which
captures the broadness of the peak, is 2.8 nm with 0.14 nm
margin of error from 95% confidence interval and 0.04 nm
error from MC bootstrapping. The peak component wave vector
(q0) is 0.25 nm�1 with 0.026 nm�1 margin of error from 95%
confidence interval and 0.00298 nm�1 error from MC boot-
strapping. As shown in Fig. 7(a) and (b), the parameter estima-
tion of P4 requires more counts than the Debye model to
achieve parameter estimation within 5% error tolerance. q0

achieved parameter estimation within 5% of the error tolerance
for all fractions of counts. However, x requires fraction of
counts to 0.25 to produce correlation length within 5% of
the error tolerance for x. Because the nonlinear model is
more complex and has more fitting parameters compared to
Debye model, the margin of error of 95% confidence interval

associated with x is 0.14 nm, which is the same magnitude as
the 5% of x fitted from the full counts SANS curve. Therefore,
for fitting of more complicated models the number of counts or
measurement time can be still reduced while achieving good
parameter estimation, but the level of reduction is smaller than
for simpler models.

The q0 values obtained from experimental data and boot-
strapping replicates shows close agreement starting at 0.1
fraction of counts; however, the mean of x from MC boot-
strapping constantly exceeds the value obtained from the
experimental replicate even at full number of counts as
shown in Fig. 7(a) and (b). Two factors may contribute to this
discrepancy: (1) the broad peak model cannot capture the
physics of the protein hydrogel, and (2) MC bootstrapping
provides a biased estimator for x. The diagonal entries of
the Fisher information matrix represent how precise the
estimates are. The smaller the entry is, the harder it is to
identify for the corresponding parameter. In this model, all
the eigenvalues of the fisher information matrix are nonzero,
where the smallest eigenvalue of the fisher information matrix
is 3.489. The eigenvalues for the remaining parameters are
much greater than the smallest eigenvalue on the order ranging
from 103 to 1013, indicating good identifiability. This is also

Fig. 6 SANS intensity curves for P4 hydrogel in deuterated 100 mM phosphate buffer, pD = 7.6. (a)–(d) 0.01, 0.05, 0.25, 1 fraction of the total counts. The
red line illustrates the fit of each dataset to the broad peak model.
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supported by the full convergence of multiple initializations
of the parameter estimation. One hundred random initializa-
tions are used for assessing the global convergence of the
parameter estimation in the broad peak model. The same
values of fitted parameters and the weighted least square values
were obtained at each fraction of counts as shown in SI.
The eigenvector corresponding to the smallest eigenvalue is
[0.0028 0.0394 0.00064 0.9992]T. This indicates that the hardest
identifiable direction is mostly in the x parameter that corre-
sponds to the largest entry 0.992.

Literature finds that the broad peak model often fails to
generate a good fit to experimental data, which they attribute to
the broad peak model’s inability to model the network hetero-
geneity in protein hydrogel systems.29,60 Our results for the P4
hydrogel systems are broadly consistent with these findings.
The distribution of the weighed residuals from fitting the
experimental data and bootstrapping data are compared as
outlined in the methods section. As shown in Fig. 8, the
histogram of weighed residuals from fitting the experimental
data has its largest bin to the left of 0. The weighted residual
from fitting bootstrapping replicates is less skewed than that of

experimental data. Quantitatively, the skewness of the weighted
residual distribution, which are 0.47 and 0.27 for experimental
data and bootstrapping data, respectively. MC bootstrapping
cannot capture the higher degree of skewness that was present
in the weighted residual in fitting experimental data. When the
model cannot adequately capture the data, the parameter mean
from MC bootstrapping can fail to agree even at high fraction of
counts.

The weighted least square estimator is a biased estimator for
the broad peak model, which can also cause disagreement of
parameter values from fitting experimental data and bootstrap-
ping data at full number of counts. The weighted least square
estimator is an unbiased estimator for linear models when the
residuals follow a Gaussian distribution.61 However, as shown
in Table 1, from the bias testing, the expectation value E[x] is
17% higher than the x value used for generating the simulated
SANS curve, which is consistent with the bias observed in
Fig. 7(b). For all the fitting parameters in P4, there are various
degrees of bias associated with the weighted nonlinear least
square estimator, and even Gaussian noise based on standard
deviation DI from SANS reduction file can deviate the fitting

Fig. 7 (a) Peak component wavevector (q0) as a function of the fraction of total counts. The error bars are 95% confidence intervals from the curve
fitting. The dashed line represents 5% of the value extracted from the total counts’ dataset. (b) Correlation length (x) as a function of the fraction of total
counts. The error bars are 95% confidence intervals from the curve fitting. The dashed line represents 5% of the x value extracted from the total counts’
dataset. (c) Standard deviation of q0 as a function of the fraction of total counts. (d) Standard deviation of x as a function of the fraction of counts. (c) and
(d) Black squares represent uncertainty values from margin of error. Blue triangles represent uncertainty values from MC bootstrapping replicates. Orange
circles represent uncertainty values from experimental replicates (orange circles). The blue line represents scaling of uncertainty values from MC
bootstrapping replicates.
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parameters from the ground truth. Bias from parameter esti-
mation is intrinsic to the estimator and the model. Under the
covariance analysis of broad peak model in Fig. S14 and Table
S1, all parameters from the model will be biased to different
degrees with unsuited estimator. When the most biased para-
meter A is fixed to the value obtained at full counts, the
absolute values of bias in the other parameters are reduced to
various degrees. The largest bias reduction occurs in the
parameter q0, which the bias decreases from 36.42% to
17.71%. Table S2 summarizes the degrees of bias calculated
using eqn (22) for all parameters. When certain parameters can
be known from either literature, complementary experimental
characterization or simulations, the effect of bias in the
weighted nonlinear least squares estimator can be greatly
reduced. When the estimator is biased for the best model for
certain SANS data, error quantification should include the
degree of bias and the standard deviation of parameter values
from fitting simulated SANS data with Gaussian noise.

For both q0 and x, MC bootstrapping matches better with
experimental uncertainties than margin of error from 95%
confidence interval despite the biased estimator as shown in
Fig. 7(c) and (d). Similar to 16 mM PEG solution and Pluronic F-
127, both MC bootstrapping and margin of error in general
predict parameter uncertainties for q0 and x that are higher
than experimental uncertainties. The P4 protein hydrogel’s

parameters show similar scaling of uncertainties when fitted
to the broad peak model even though the estimators are biased.
The standard deviation of q0 is higher than the scaling predic-
tion at 0.01 fraction of counts, as indicated by the 238% and
0.35% higher variances at low q and high q, respectively, in
intensity for the 0.01 fraction of counts. For other fractions of

counts, the scaling
1ffiffiffi
a
p matches well with the standard devia-

tion of q0 obtained from MC bootstrapping. The parameter
scaling of x matches well with bootstrapping uncertainties at all
fractions of counts. Therefore, MC bootstrapping remains an
effective means for estimating minimum experimental times to
determine a parameter within a given error tolerance even for
models for which the estimator is significantly biased.

This accelerated SANS algorithm can present significant
time savings at the beamline when the structural model is
known a priori. MC bootstrapping takes less than 20 seconds on
average on a laptop to compute. For the three samples used for
the study, 16 mM PEG solution was measured for 52 min, P4
hydrogel was measured 29 min, and Pluronic F-127 was mea-
sured for 10 min to reach the desired neutron counts. Since
measurement time scales linearly with neutron counts,
measurement time can be reduced to 0.52 min for 16 mM
PEG solution, 15 min for P4 hydrogel, and 2.5 min for Pluronic
F-127 while obtaining good parameter estimation. In the case
of contrast matching, the algorithm can still be applied for
optimizing beamtime if the structural model is known, but
longer counting times may be required to account for incoher-
ent background.

This work builds on advances in literature by extending the
focus from SANS intensity profile data reconstruction to model-
based parameter estimation. Chen and co-workers demon-
strated that Gaussian process regression (GPR) can reconstruct
smooth, noise-reduced scattering profiles from sparse data
without a model for the scattering function, effectively decreas-
ing the number of neutrons required to produce smooth data.24

The workflow described here addresses the next step in the

Table 1 Comparison between true parameter Xtrue from fitting the P4
experimental data and the expectation value from fitting simulated data
E[X] to the broad peak model. The bias is the percent difference between
Xtrue and E[X]

Parameter X Xtrue E[X] Bias (%)

A 2.00 � 10�5 9.04 � 10�5 350
n 2.46 2.17 �11.5
C 0.45 0.36 �19.62
m0 1.87 1.66 �11.17
q0 0.025 0.0343 36.42
x 28.04 32.79 16.94

Fig. 8 Histogram comparison from plotting the weighted residual from fitting the broad peak model to (a) P4 experimental data from full counts and
(b) one MC bootstrapping replicate simulated from the same P4 experimental data.
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analysis pipeline: extracting physical parameters with quanti-
fied uncertainties, testing for bias, and informing real-time
experimental decisions.

Model differentiation

In addition to parameter estimation, SANS can be used to test
different structural hypotheses about a sample by comparing
the goodness of fit for candidate structural models when the
model is unavailable a priori to the experiments. To test
whether a reduced number of counts can reliably perform
model differentiation, competing SANS models are fitted to
the SANS scattering data, and the AIC and BIC for each model
are computed at different fractions of counts. The best model is
selected based on the lowest AIC or BIC value at each fraction of
counts. The protein gel P4 and the Pluronic F-127 micelles are
used for model differentiation because those classes of materi-
als can be fit to various SANS models.

AIC and BIC can differentiate the best model even at
reduced fractions of counts from the competing models. The
candidate models for the P4 protein gel are the broad peak
model,32 the fine scale polymer gel,40,62 the Gauss–Lorentz gel
model,63 the Debye–Bueche model,64 and the Ornstein–Zernike
and squared Lorentz model.41 All models can be used to
describe polymer network systems depending on the different
nanostructures. As shown in Fig. 9, the magnitude of AIC and
BIC for the same model are the same across different numbers
of counts because the maximum likelihood estimates dominate
the value of AIC and BIC in comparison to the number of
parameters in the models. The Debye–Bueche and the Orn-
stein–Zernike and squared Lorentz models have consistently
higher AIC values regardless of the fraction of counts, which
indicates that the models are unsuited to describe the scatter-
ing intensities of P4 protein hydrogel as shown in Fig. 10(d), (e)
and SI, Fig. S10, S11. The constant AIC originates from the large
residual sum of squares from the lower q region where the
scattering intensities of the models plateau but the P4 scatter-
ing intensity is decreasing.

The broad peak model, the fine scale polymer gel model,
and the Gauss Lorentz gel model all fitted similarly well for the
lower number of counts from 0.01 to 0.025 fractions of counts.
The broad peak model has the lowest AIC and BIC values
among all the models. As the fraction of counts increases to
0.05 and above, the broad peak model yields significantly lower
AIC and BIC values. At 0.25 fraction of counts, the AIC and BIC
fine scale polymer gel model and the Gauss Lorentz gel model
starts to reach relatively constant values. However, the AIC or
BIC values for the broad peak model continue to decrease. The
fitting results at full number of counts for each model are
shown in Fig. 10. From inspecting the fitting curves, the broad
peak model can capture the low q and mid q region better than
both the fine scale polymer gel model and the Gauss Lorentz
model, which is consistent with the intuitive notion of good-
ness of fit. The best model from model differentiation agrees
with the choice of model from previous published SANS fitting
model for P4 protein hydrogel.29 From comparing the AIC and
BIC values, the broad peak model is the most suited model for
P4 even at very low number of counts.

MC bootstrapping for model differentiation suggests that
identifying the best model requires sufficient neutron counts,
as shown in Fig. S7(b), which differs from experimental data for
model differentiation. This discrepancy arises from the larger
DI used in MC bootstrapping at lower fraction of counts,
evidenced by the 238% and 0.35% higher variances of DI than
Var[I] at low q and high q, respectively, in intensity for the 0.01
fraction of counts. High DI values used for simulating MC
bootstrapping replicates introduces large noise to simulated
data, increasing the values of AIC and BIC in the broad peak
model slightly above the fine-scale polymer gel model at lower
fraction of counts. As the fraction of counts increases and DI
decreases, the SANS curve from MC bootstrapping becomes
smoother and DI value approaches the true standard deviation
in intensity, the SANS curve from bootstrapping smooths, and
the broad peak model becomes the best fit.

The analysis of model differentiation on Pluronic F-127 has
similar result as P4 protein hydrogel, which shows that AIC or

Fig. 9 P4 protein hydrogel model differentiation. (a) AIC as a function of fraction of counts for the candidate models. (b) BIC as a function of fraction of
counts for the candidate models.
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BIC can differentiate models even at a low fraction of counts as
shown in Fig. 11. The candidate models for the Pluronic F-127
are the spherical micelle model with polydispersity,44,48 the
sphere model,65 and the fuzzy sphere model.66 Since the
sample is dilute, the SANS data were fitted to only the form
factor in this model differentiation. All models have spherical
shapes, and the SANS data should identify micelle formation
between spherical shape models with the SANS scattering
pattern. The various scattering models for fitting experimental
data are shown in Fig. S12 and S13 in the SI. The spherical
micelle model with polydispersity has the lowest AIC or BIC

across all fractions of counts. Starting at 0.025 fraction of
counts, the slope of the AIC or BIC of the spherical micelle
model is much steeper than those of the competing models. In
this case, the AIC or BIC of the competing models remains
relatively constant regardless of the fraction of counts. The AIC
or BIC of the spherical micelle model with polydispersity also
reaches relatively constant at 0.1 fraction of counts. In this
example, AIC and BIC successfully identified micelle formation
at 0.1 fraction of counts from spherical model candidates at
reduced number of counts, indicating that relatively few counts
are required in order to identify the most suitable model.

Fig. 10 SANS fitting results of P4 protein hydrogel for full number of counts. (a) Broad peak model. (b) Fine scale polymer gel model. (c) Gauss Lorentz
gel model. (d) Debye Bueche model. (e) Ornstein Zernike and squared Lorentz model.

Fig. 11 Pluronic F-127 model differentiation. (a) AIC as a function of fraction of counts for the candidate models. (b) BIC as a function of fraction of
counts for the candidate models.

Paper Soft Matter

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

0 
O

ct
ob

er
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

/2
0/

20
26

 1
0:

48
:0

3 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4sm01350f


8074 |  Soft Matter, 2025, 21, 8060–8077 This journal is © The Royal Society of Chemistry 2025

Model differentiation complements, rather than replaces,
model development—it provides a systematic method to assess
newly proposed scattering functions alongside established
models using optimized neutron counts. This approach
enables broader validation of novel models across diverse
experimental systems, ultimately accelerating the refinement
and adoption of physical models in the SANS community.

From the above analysis, SANS users can reliably identify
best structural models even at relatively low fraction of counts.
An accelerated model differentiation algorithm is proposed to
determine optimal neutron counts for data acquisition. Users
first select suitable scattering model functions that can capture
the targeted nanostructure. SANS measurements with relatively
few counts (for example, 5k, 10k, 20k counts) are then acquired,
and weighed nonlinear least squares is used to fit each of the
candidate model functions on-line, with corresponding AIC
and BIC values. The computation of AIC or BIC values for each
model allows users to compare both the values and their rate of
decrease with increasing neutron counts. The best model is
chosen, and data collection for the purpose of model differ-
entiation is stopped, based on the following heuristic: the best
model should both minimize AIC or BIC among candidate
models for a fixed counts and should have the steepest
decrease rate, so that the absolute difference between the best
model’s AIC and other candidate AIC values are increasing. If
the decrease rate is insufficient, additional counts should be
acquired until the best model shows a significant AIC or BIC
reduction and competing models plateau in AIC or BIC values.

Conclusion

This work proposes an accelerated SANS workflow that uses
short SANS acquisitions to predict the optimal number of
counts for parameter estimation and model differentiation.
For parameter estimation, a short initial acquisition may be
used to provide estimates on parameters and uncertainties
using MC bootstrapping. Based on this estimate and the

scaling of parameter uncertainties
1ffiffiffi
a
p , where a is the fraction

of counts, the minimum number of counts required to achieve
a given error in the parameter may be determined at the
beamline. Three representative polymer materials were used
to demonstrate that parameter estimation can be achieved with
reduced number of counts to within a targeted accuracy. Low
error for structural parameter estimation can be obtained using
0.01, 0.25, and 0.5 fraction of the full total counts for the
polymer in solution, the spherical micelle, and the associative
protein hydrogel, respectively. By leveraging a method that
estimates the minimum number of counts necessary to achieve
a desired level of uncertainty in parameter estimation, this
work addresses the critical challenge of balancing experimental
throughput with data quality in SANS experiments.

A key finding of the work was the examination of the bias
associated with estimator used in SANS model fitting. The
weighted least squares estimator was found to introduce bias

when applied to the broad peak model used for the P4 protein
hydrogel. Fixing the most biased parameters can substantially
reduce the fitting bias in the other parameters. The findings
highlight the importance of carefully selecting appropriate esti-
mators depending on the complexity of the model and reducing
biases by determining values of certain parameters from either
literature or complimentary characterizations or simulations.

For model differentiation, AIC and BIC can reliably differ-
entiate between competing structural models even with
reduced number of counts. P4 protein hydrogel and Pluronic
F-127 micelles were used for model differentiation task because
they can be described by multiple competing models. For both
the P4 protein hydrogel and Pluronic F-127 micelles, the broad
peak model and spherical micelle model, respectively, were
identified as the best-fit models across various fractions of
counts. The AIC and BIC values for the best models are
consistently the lowest and decrease more rapidly as the count
fractions increased, making them distinguishable even with
less neutron counts. The ability to differentiate between com-
peting models under such conditions is particularly valuable
for high-throughput screening of material libraries, where
rapid and accurate structural characterization is essential.
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